
Notre Dame Journal of Formal Logic
Volume 56, Number 3, 2015

Ordinal Exponentiations of Sets

Laurence Kirby

Abstract The “high school algebra” laws of exponentiation fail in the ordinal
arithmetic of sets that generalizes the arithmetic of the von Neumann ordinals.
The situation can be remedied by using an alternative arithmetic of sets, based
on the Zermelo ordinals, where the high school laws hold. In fact the Zermelo
arithmetic of sets is uniquely characterized by its satisfying the high school laws
together with basic properties of addition and multiplication. We also show how
in both arithmetics the behavior of exponentiation depends on whether the empty
set is an element of the base.

1 Introduction

In the 1950s Tarski [7] generalized to all sets the addition operator on the von Neu-
mann ordinals in set theory by defining

x C y D x [ ¹x C r j r 2 yº:

Dana Scott (unpublished) followed with definitions of multiplication and exponenti-
ation:

x � y D ¹x � q C r j q 2 y ^ r 2 xº;

x0
D 1; xy

D ¹xp
� q C r j p 2 y ^ q 2 x ^ r 2 xp

º if y ¤ 0:

(Here and throughout 0; 1; 2; : : : are the usual von Neumann ordinals, so 0 is the
empty set.) Scott did not publish these definitions, but in [5] I studied the addition
and multiplication operators. This paper examines exponentiation.

But von Neumann’s ordinal arithmetic is not the only possible one. We shall also
consider an alternative arithmetic of ordinals and its extension to sets: the Zermelo
arithmetic (see Kirby [6]). (For clarity, we shall sometimes call the original arith-
metic of sets the von Neumann arithmetic.) We shall explore the similarities between
these two arithmetics of sets, and also some differences which emerge at the level of
exponentiation.
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By the “high school algebra” laws of exponentiation I mean the universal closures
of

abCc
D ab

� ac and ab�c
D .ab/c :

(I exclude from consideration the third law of exponentiation commonly learned in
high school, .a � b/c D ac � bc , because our operations are noncommutative, even for
finite sets, which makes this law unlikely on the face of it and, in fact, easily shown
to be false in the arithmetics discussed here.)

Theorem 1.1 The high school algebra laws of exponentiation are true in the Zer-
melo arithmetic of sets but not in the von Neumann arithmetic of sets.

Further, we shall see that the Zermelo arithmetic is the only arithmetic of sets pos-
sessing the high school laws along with basic properties of addition and multiplica-
tion (see Theorem 6.4).

We also establish many algebraic properties that the two arithmetics have in com-
mon, including the rather unexpected way that when the empty set is an element of
the base a, the value of ax depends only upon �.x/, the rank of x in the cumulative
hierarchy.

Theorem 1.2 In both the von Neumann and Zermelo arithmetics of sets, if 0 2 a,
then 8x .ax D a�.x//.

The simplified behavior of exponentiation in this case means that the von Neumann
arithmetic does have the high school laws for such bases (see Corollary 4.6).

Even within the von Neumann arithmetic, other exponentiations are possible. Gar-
cia [1] used the Tarski–Scott sum and product but defined an exponentiation similar
but not identical to Scott’s.1 For this exponentiation he stated many basic arithmetical
properties including Lemma 3.5 and Corollary 4.6 below.

The rest of this paper is organized as follows.
Section 2 is an account of the Zermelo ordinals and the Zermelo arithmetic of

sets. The Zermelo sum and product were introduced in [6]. Now we include expo-
nentiation.

Section 3 presents a common core of basic properties that hold in both arithmetics
of sets and uses them to obtain the properties of multiplication that the arithmetics
share.

Section 4 extends this to exponentiation, proving Theorem 1.2. Also, we show for
both arithmetics the existence, for certain sets, of the Cantorian decomposition to a
given base (see Proposition 4.7). However, it is unique only when the empty set is
not an element of the base (see Theorem 4.8).

Section 5 gives examples showing the failure of the high school laws in the
von Neumann arithmetic. Section 6 proves them for the Zermelo arithmetic and
shows that indeed the Zermelo arithmetic is the only arithmetic that has these laws
along with the common basic properties of Section 3.

2 The Zermelo Ordinals and the Zermelo Arithmetic of Sets

How to represent the natural numbers, or more generally the Cantorian ordinals
(well-ordered order types), in the universe of sets? Besides the canonical way, the
von Neumann ordinals, there is a more parsimonious way. The Zermelo ordinal ˛z

defined for each ordinal2 ˛ by 0z D 0, .˛ C 1/z D ¹˛zº, with unions at limit stages
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Figure 1 The ordinal 6 in the Zermelo arithmetic (left) and in the von Neuman arith-
metic (right).

�: �z D
S


<� 
z D ¹
z j 
 < �º, the first equality by definition, the second by
ordinal induction.

Zermelo ordinals are named for Ernst Zermelo whose 1908 statement of the axiom
of infinity posits a set containing 0 and closed under the Zermelo successor. He
deduces the existence of the intersection of all such sets, which he calls Z0, and is
identical with our !z . He calls it “the number sequence : : : the simplest example of
a denumerably infinite set” [8, p. 205].

The relative simplicity of the Zermelo successor, as contrasted with the von Neu-
mann successor ˛ C 1 D ˛ [ ¹˛º, is evident in graph representations [6] of the two
arithmetics: compare for example the graphs of 6z and 6 (see Figure 1).

The graph of nz has n edges, while that of n has n.nC1/=2 edges. This quadratic
increase in complexity (as measured by number of edges) arguably makes no differ-
ence for infinite sets, but on the finite sets it raises questions of relative feasibility of
the two representations.

We have used the scaffolding of the von Neumann ordinals to construct the Zer-
melo ordinals; we could instead define the Zermelo ordinals from scratch and use ˛z

as our representative of the well-ordered order type normally represented by ˛.
This comes at a price, because the order of the von Neumann ordinals is the re-

striction to them of, simultaneously, three relations on sets: the membership relation
2, the relation < given by

x < y  ! x 2 TC.y/;

where TC.y/ is the transitive closure of y, and the proper subset relation �. This
gives elegance and flexibility to the use of ordinals. The order of the Zermelo or-
dinals, on the other hand, is the restriction only of <. Thus ˛z does a clumsy job
of representing its order type, because it is hTC.˛z/; <i that has order type ˛, not
h˛z ;2i.

Extending the Zermelo ordinals to the infinite makes them even worse as yard-
sticks for well-orderings. The infinite Zermelo ordinals are not even closed under
addition (see [6]). They can be used to develop the theory of infinite well-orderings,
but only at the cost of circumlocutions.

Ironically, Zermelo himself also (in unpublished work) anticipated von Neu-
mann’s canonical 1923 definition of the ordinals, as did Dmitry Mirimanoff.3



452 Laurence Kirby

In [6] I defined the Zermelo addition and multiplication of sets, extending the
arithmetic of the Zermelo ordinals:

x Cz 0 D x; x Cz y D ¹x Cz r j r 2 yº if y ¤ 0;

x �z y D ¹x �z q Cz r j q 2 y ^ r 2 xº:

As with multiplication, Zermelo exponentiation x
y
z is defined in exact analogy with

Scott’s definition of exponentiation:

x0
z D 1; xy

z D ¹x
p
z �z q Cz r j p 2 y ^ q 2 x ^ r 2 xp

z º if y ¤ 0:

When restricted to the finite ordinals, the Zermelo arithmetic of sets and the
von Neumann arithmetic of sets agree with each other and with the standard ordi-
nal operations, so that for example mz Cz nz D .mC n/z . But this is no longer true
in the infinite case: 1z Cz !z ¤ !z , although their transitive closures have the same
order type.

As with the ordinals, each of the two arithmetics of sets has advantages. The
von Neumann arithmetic of sets retains the von Neumann ordinals’ good fit with
the theory of well-orderings, especially in the infinite case. On the other hand, the
Zermelo operations are simpler and have more natural graph interpretations; we can
add to these the advantage conferred by Theorem 1.1.

3 Arithmetics of Sets

In order to develop some of the basic properties that the von Neumann and Zermelo
arithmetics of sets have in common, and to examine where they differ, it will be con-
venient to isolate some key properties by defining what it means to be an arithmetic
of sets.

To abate a proliferation of subscripts, I adopt the following notational convention.
Let L be a first-order language with equality and symbols that have standard inter-
pretations on sets: for example 2, <, the binary arithmetical operators of addition,
multiplication, and exponentiation (interpreted on sets by their Tarski–Scott defini-
tions), ordinals, and even the informal set-builder notation. If s D t is an equation in
L, let s Dz t be the equation obtained by inserting the subscript z in each occurrence
of the arithmetical operators and ordinals. We shall sometimes express s Dz t by
saying that s D t is true in the Zermelo arithmetic (of sets), and by way of contrast
s D t may be said to be true in the von Neumann arithmetic. Furthermore, we do the
same for any relation and thus for any formula of L. So for example aC b <z cCd

means aCz b < c Cz d .
In the same way, suppose that C� is a binary operation on sets. The Scott def-

initions give an associated multiplication �� and exponentiation x
y
� . A �-arithmetic

of sets follows in the same way as the Zermelo arithmetic, indicated either by the
subscript � or by declaring that a formula is to be construed in the �-arithmetic.

An additive arithmetic of sets is a binary operation C� on sets satisfying the uni-
versal closures of the following five properties:

(i) 0C x D� x C 0 D� x;
(ii) C� is associative;
(iii) left cancellation: aC x D� aC y �! x D y;
(iv) aC b D� c C d �! 9e .aC e D� c _ c C e D� a/;
(v) x <� aC b  ! x < a _ 9y < b .x D� aC y/.
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IfC� satisfies (i)–(v), define
x � y D� ¹x � q C r j q 2 y ^ r 2 xº;

x0
D� 1; xy

D� ¹x
p
� q C r j p 2 y ^ q 2 x ^ r 2 xp

º if y ¤ 0:

We say thatC� is a multiplicative arithmetic of sets if (i)–(v) hold and also:
(vi) Multiplication is left distributive over addition: a � .b C c/ D� a � b C a � c,

and an exponential arithmetic of sets if, in addition, the first high school law of
exponentiation holds:

(vii) abCc D� ab � ac .
Some comments about these properties. None of them mentions 2. All except (v)

are purely arithmetical properties, expressed in the language with only 0, equality,
and the three arithmetical operations. Property (iv) is a finite version of Tarski’s
directed refinement postulate (see [7, p. 8]) and together with (ii) is part of his theory
of concatenation.4

Property (v) is not purely arithmetical, stating the compatibility ofC� with < and
harnessing the latter’s well-foundedness; (v) implies that x �� xCy. There is a nat-
ural arithmetical partial order E� on sets defined by a E� b  ! 9x .aC x D� b/

(see [5]), and (v) tells us that a E� b �! a � b.
Properties (i)–(vi) are among the properties of the von Neumann arithmetic shown

in [5], and so we have the following.

Lemma 3.1 The von Neumann sum is a multiplicative arithmetic of sets.

The proofs of (i)–(vi) for the Zermelo case are similar to the von Neumann case.
Less formally, these properties of the Zermelo arithmetic are also easy to see using
the graph interpretations of [6], so we have the following.

Lemma 3.2 The Zermelo sum is a multiplicative arithmetic of sets.

Later we shall improve this in Theorems 6.2 and 6.3 by showing that both high school
laws hold in the Zermelo arithmetic, so that the Zermelo sum is an exponential arith-
metic of sets and is in fact (see Theorem 6.4) the unique exponential arithmetic of
sets.

Our strategy now is to show that many arithmetical facts follow from the above
assumptions. This will enable us to prove arithmetical properties which the von Neu-
mann and Zermelo arithmetics have in common. For example, both additions pre-
serve ranks.

Lemma 3.3 IfC� is an additive arithmetic of sets, then �.aC� b/ D �.a/C�.b/.

Proof A simple 2-induction on b. (Note that the � subscript in the statement and
proof of this lemma applies only to the C to which it is attached. The notational
convention introduced at the start of this section only applies when the subscript is
attached to the relation or “main verb.”) We have

�.aC� b/ D sup
®
�.aC� p/C 1

ˇ̌
p 2 b

¯
using (v)

D sup
®
�.a/C �.p/C 1

ˇ̌
p 2 b

¯
by inductive hypothesis

D �.a/C �.b/;

since b contains elements p of maximal rank if �.b/ is a successor ordinal, and of
rank cofinal in �.b/ if it is a limit.
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In fact, the properties (i)–(iv) of addition alone are enough to prove many properties
of addition shown for the von Neumann case in [5], such as the fact that any set is
uniquely decomposed into a sum of additively irreducible sets, which falls out of
Tarski’s more general ordinal algebra of order types in [7].

In additive arithmetics we can also prove that multiplication and exponentiation
preserve ranks.

Lemma 3.4 IfC� is an additive arithmetic of sets, then �.a �� b/ D �.a/ � �.b/.

Lemma 3.5 IfC� is an additive arithmetic of sets, then �.ab
�/ D �.a/�.b/.

Proof We prove Lemma 3.5; the proof of Lemma 3.4 is similar. By 2-induction
on b,

�.ab
�/ D sup

®
�.ap

� �� q C� r/C 1
ˇ̌

p 2 b ^ q 2 a ^ r 2 ap
�

¯
D sup

®
�.a/�.p/

� �.q/C �.r/C 1
ˇ̌

p 2 b ^ q 2 a ^ r 2 ap
�

¯
;

by inductive hypothesis, Lemma 3.3, and Lemma 3.4. But this last ordinal equals
�.a/�.b/.

In additive arithmetics we have some basic arithmetical properties of the product.

Lemma 3.6 IfC� is an additive arithmetic of sets, then
x <� a � b  ! 9q < b 9r < a .x D� a � q C r/:

Furthermore, such q, r are unique.

Proof This was shown for the von Neumann arithmetic in [5, Section 4], and once
again the Zermelo form is easy to see from the graph interpretation, but let us sketch
the proof with an eye to its reliance only on the properties (i)–(v) together with the
inductive definition of multiplication.

Work by induction on b. To prove the left-to-right implication, suppose x <� a �b.
Then for some s 2 b and t 2 a, x �� a � s C t , and the interesting case is x <� a �

s C t . By (v), either x <� a � s, in which case apply the inductive hypothesis to
obtain q and r , or x D� a � s C y with y < t 2 a.

Conversely, consider x D� a � q C r with r < a and q < b. Choose t with
r � t 2 a. If q 2 b, then, using (v), x �� a � q C t 2� a � b. Otherwise choose s

with q < s 2 b, so that by inductive hypothesis x <� a � s �� a � s C t 2� a � b.
For uniqueness, prove by induction on q that a � q C r D� a � s C t with r; t < a

implies that q D s and r D t . By (iv) take e such that a � q C e D� a � s (or
symmetrically). By left cancellation, e C t D� r , so by (v), e � r ; hence e < a and
�.e/ < �.a/. Now by Lemmas 3.3 and 3.4,

�.a/ � �.q/C �.e/ D �.a/ � �.s/;

so by the usual (von Neumann) ordinal arithmetic �.e/ D 0, hence e D 0,
a � q D� a � s, and using left cancellation r D t .

To show that q D s, suppose u 2 q, and pick v 2 a since we may assume a ¤ 0.
Then a � uC v 2� a � q D� a � s so a � uC v D� a � w C x for some w 2 s, x 2 a.
By inductive hypothesis u D w so u 2 s. It follows that q � s. By a symmetrical
argument s � q and hence q D s.

A corollary of the uniqueness is that in any additive arithmetic of sets, the product
preserves cardinalities.



Ordinal Exponentiations of Sets 455

Corollary 3.7 IfC� is an additive arithmetic of sets, then jx �� yj D jxj � jyj. (The
product on the right-hand side of this equation is the cardinal product.)

This was shown for the von Neumann arithmetic in [5, Theorem 4.14]. Likewise the
product of an additive arithmetic preserves the function jTC.x/j.5 But other basic
properties of the product need left distributivity.

Lemma 3.8 In any multiplicative arithmetic of sets, multiplication is associative.

Proof We show that .a � b/ � c D� a � .b � c/ by induction on c. Using the property
(vi) and the inductive hypothesis, we obtain

x 2� a � .b � c/ ! 9q 2 c 9s 2 b 9t 2 a
�
x D� a � .b � q C s/C t

�
 ! 9q 2 c 9s 2 b 9t 2 a

�
x D� .a � b/ � q C a � s C t

�
 ! x 2� .a � b/ � c:

Before turning our attention to exponentiation, we mention without details an ex-
ample (which will not be needed in the sequel) showing that (vi) is independent of
(i)–(v).

Example 3.9 Define a binary operationCt on sets by

x Ct 0 D x; x Ct y D TC.x/ [ ¹x Ct r j r 2 yº if y ¤ 0:

Then Ct is an additive arithmetic of sets but not a multiplicative arithmetic of sets.
In fact, ¹1º �2 ¤t ¹1ºC¹1º. Also, multiplication in this arithmetic is not associative:
¹1º � .¹1º � ¹1º/ ¤t .¹1º � ¹1º/ � ¹1º.

4 Exponentiations of Sets

In the first part of this section we prove Theorem 1.2. After that we develop, in any
additive arithmetic, the expansion to a given base.

We start with some general lemmas. The first follows directly from the definition
of the product and uses (i).

Lemma 4.1 LetC� be an additive arithmetic of sets. If 0 2 a, then8x .x �� x�a/.

Lemma 4.2 LetC� be an additive arithmetic of sets. If 0 2 a, then

8xy .x � y �! ax
�� ay/:

Proof Working in the �-arithmetic, we show by induction on y that 8x � y .ax �

ay/. If x < y, choose w such that x � w 2 y. Then

ax
� aw

� aw
� a �

[
p2y

.ap
� a/ D ay ;

the first subset relation by inductive hypothesis, the second by Lemma 4.1.

Lemma 4.3 LetC� be an additive arithmetic of sets. If 0 2 a, then

8xy .x < y ! ax
� a �� ay

� a/:

Proof Working in the �-arithmetic, choose v with x 2 v � y. Then

ax
� a � av

� ay
� ay

� a;

using the definition of exponentiation, Lemma 4.2, and Lemma 4.1.
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To prove Theorem 1.2, we need some particular properties of the Zermelo and
von Neumann arithmetics.

Lemma 4.4 For any sets a and x, axC1 Dz ax � a.

Proof This follows directly from the definitions of the Zermelo operations. (Of
course this lemma is a special case of the first high school law, which we shall later
prove in full for the Zermelo arithmetic.)

Lemma 4.5 In the von Neumann arithmetic, if 0 2 a, then 8x .axC1 D ax � a/.

Proof axC1 D ax [ .ax � a/ from the definitions of the von Neumann operations.
But by Lemma 4.1, ax � ax � a.

Proof of Theorem 1.2 We work in the von Neumann arithmetic, indicating where
the proof in the Zermelo case differs. Use induction on x for fixed a. If �.x/ is a
successor ordinal, 
 C 1, say, choose v 2 x with �.v/ D 
 . Then for any p 2 x,
�.p/ � 
 , so by Lemma 4.3, a�.p/ � a � a
 � a.

Since ax D
S

p2x.ap � a/ D
S

p2x.a�.p/ � a/ by inductive hypothesis, it follows
that ax D a
 � a D a
C1 by Lemma 4.5 (or, in the Zermelo case, by Lemma 4.4).

If �.x/ is a limit ordinal, the induction step follows from

ax
D

[
p2x

.a�.p/
� a/ D

[
p2x

a�.p/C1;

Lemma 4.2, and the fact that ranks of elements of x are cofinal in �.x/.

The simplified behavior when 0 is in the base given by Theorem 1.2 means that the
high school laws hold for such bases in the von Neumann arithmetic, as was hinted
at in Lemma 4.5.

Corollary 4.6 If 0 2 a, then abCc D ab � ac and ab�c D .ab/c for all b and c.

Proof Prove the first law by induction on the rank of c. If �.c/ D 
 C 1, then
using successively Theorem 1.2, Lemma 3.3, Lemma 4.5, the inductive hypothesis,
and Lemma 3.8,

abCc
D a�.bCc/

D a�.b/C�.c/
D a�.b/C
C1

D a�.b/C

� a D a�.b/

� a

� a D a�.b/

� a
C1

D ab
� ac :

The proof when c has limit rank is similar.
Having established the first law, we prove the second law by induction on c. Sup-

pose that �.c/ D 
 C 1. From Lemma 4.2 it follows that 0 2 ab , so we can apply
Theorem 1.2 and Lemma 4.5 to give

.ab/c
D .ab/�.c/

D .ab/

� ab :

By the inductive hypothesis this last set is equal to

ab�

� ab
D ab�
Cb

D ab�.
C1/
D a�.b�.
C1//

D a�.b�c/
D ab�c :

Again the proof can be adapted to the limit case.



Ordinal Exponentiations of Sets 457

On the other hand, Theorem 1.2 means that exponentiation fails rather badly to be
one-to-one in the exponent when 0 is an element of the base. Theorem 4.8 below will
show that this situation is remedied when 0 is not in the base. To that end, we now
work toward establishing the base-a expansion of a set in any additive arithmetic,
first noting the following.

Proposition 4.7 Suppose that a > 1 and b ¤ 0. Then in any additive arithmetic
of sets,

x < ab
 ! 9p < b 9q < a 9r < ap .x D ap

� q C r/:

Proof Work in an additive arithmetic of sets. We have

TC.ab/ D TC
[
p2b

.ap
� a/ D

[
p2b

TC.ap
� a/:

It follows that

x < ab
 ! 9p 2 b .x < ap

� a/

 ! 9p 2 b 9u < a 9v < ap .x D ap
� uC v/ by Lemma 3.6. (1)

This shows that if x < ab , we may in fact take the p in the right-hand side of the
proposition to be an element of b. On the other hand, by induction on b we can
show that the right-hand side of the proposition implies x < ab: if the right-hand
side holds and p … b, choose e such that p < e 2 b. By inductive hypothesis,
x < ae D ae � 1C 0 < ab by (1).

So, unlike the situation for ordinals, for a given base a > 1, not every set x can
be expanded as in Proposition 4.7—only those x which are in the transitive closure
of some power of a. When 0 2 a the expansion is not unique, by Theorem 1.2.
However, we do have uniqueness (so long, of course, as we stipulate q ¤ 0) when 0

is not an element of the base.

Theorem 4.8 In any additive arithmetic of sets, if 0 … a and a ¤ 0, then for any
p; q; r; s; t; u,

0 < q < a ^ 0 < t < a ^ r < ap
^ u < as

^ ap
� q C r D as

� t C u

�! p D s ^ q D t ^ r D u:

Proof Working in an additive �-arithmetic, we show for fixed a by 2-induction on
p that the theorem holds for any s and for any q; r; t; u as hypothesized. Suppose that

ap
� q C r D as

� t C u:

By the property (iv), there is an e such that ap � q C e D as � t (or, symmetrically,
as � t C e D ap � q). By left cancellation e C u D r , hence e � r < ap , using
Lemma 3.6. Since the arithmetical operations preserve ranks, we move into the von
Neumann arithmetic to say that �.e/ < �.a/�.p/ and

�.a/�.p/
� �.q/C �.e/ D �.a/�.s/

� �.t/:

By the uniqueness of the base-�.a/ expansion for ordinals, �.e/ D 0 so e D 0 and
r D u. Moving back to the �-arithmetic, we now know that ap � q D as � t .

Let q0 � q be <-minimal such that 0 < q0 and 9t 0 < a .ap � q0 D as � t 0/.
Suppose that q0 has an element q00 > 0. Pick an element r 00 of ap . Then
ap � q00C r 00 2 ap � q0 D as � t 0, so for some t 00 2 t 0 and u00 2 as , ap � q00C r 00 D as �
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t 00 C u00. Repeating the argument in the previous paragraph, it follows that
ap � q00 D as � t 00, contradicting the minimality of q0. Thus q0 D 1 and ap D as � t 0.
Hence, in another temporary move to the von Neumann arithmetic,

�.a/�.p/
D �.a/�.s/

� �.t 0/; with �.t 0/ < �.a/:

Ordinal arithmetic gives �.t 0/ D 1, that is, t 0 D 1, so back in the �-arithmetic
ap D as . By left cancellation of multiplication (which follows from Lemma 3.6),
we have q D t . It remains to prove that p D s.

To show p � s, we may assume p ¤ 0. Let v be any element of p, and choose
w 2 a and x 2 av . Then av � w C x 2 ap D as , so for some c 2 s, d 2 a, and
e 2 ac , av � w C x D ac � d C e. This is where we use the assumption that 0 … a:
it implies that d ¤ 0 and w ¤ 0 so we can apply the inductive hypothesis to deduce
that v D c and hence v 2 s. Thus p � s. A symmetrical argument shows that s � p

and hence p D s.

Proposition 4.7 and Theorem 4.8 iterate as usual to a full base-a expansion.

Theorem 4.9 In any additive arithmetic of sets, if a > 1, b ¤ 0, and 0 < x < ab ,
then there exist n 2 !, b > p1 > p2 > � � � > pn, and 0 < qi < a for 1 � i � n

such that
x D ap1 � q1 C � � � C apn � qn:

If 0 … a, this expansion is unique.

5 Von Neumann Exponentiation

Here are the simplest examples of the failure of the high school laws in the von Neu-
mann arithmetic of sets.

Example 5.1 ¹1º2 ¤ ¹1º � ¹1º.

To verify this inequality, let 
 D ¹¹1; ¹1ººº D ¹¹1º C 1º D ¹1º � ¹1º D ¹1º¹1º. From
the definition of exponentiation, ¹1º2 D ¹1; ¹1ºC1º ¤ 
 . The graph representations
of the two sets ¹1º2 and ¹1º � ¹1º are shown in Figure 2.

Example 5.2 ¹1º¹1º�¹1º ¤ .¹1º¹1º/¹1º.

Figure 3 gives the graph representations of these two sets.
To see that these two sets are different without completing the tedious computa-

tions of both, note that for any x,

x¹yº
D xy

� x; (2)

Figure 2 The failure of the first high school law in the von Newmann arithmetic.



Ordinal Exponentiations of Sets 459

Figure 3 The failure of the second high school law in the von Newmann arithmetic.

and in particular x¹1º D x � x. Further, the von Neumann product preserves cardi-
nalities (see Corollary 3.7). It follows that .¹1º¹1º/¹1º D ¹1º � ¹1º � ¹1º � ¹1º has just
one element. On the other hand, ¹1º¹1;¹1ºº has two elements, namely, ¹1º C 1 and

 C ¹1º C 1, so ¹1º
 D ¹1º¹1;¹1ºº � ¹1º must also have two elements.

The reader may care to contrast the graphs of these terms in the von Neumann
arithmetic with the much simpler graph of ¹1º¹1º�¹1º Dz .¹1º¹1º/¹1º Dz 16 in the
Zermelo arithmetic.

An odd sort of hybrid arithmetic falls out of (2): it says that in the von Neumann
arithmetic, anz equals the product of n copies of a.

I conclude this section by noting that the von Neumann arithmetic does have a
modified form of the first high school law, which can be proved by adapting the
proof of Theorem 6.2 below.

Proposition 5.3 For any sets a, b, and c, abCc D ab [ .ab � ac/.

6 Zermelo Exponentiation

Now we complete the proof of Theorem 1.1 by deriving the high school laws in the
Zermelo arithmetic.

Lemma 6.1 In any multiplicative arithmetic of sets,

ab
� ac
D ¹ab

� ap
� q C r j p 2 c ^ q 2 a ^ r 2 ab

� ap
º:

Proof Work in a multiplicative �-arithmetic of sets. We have

ab
� ac
D�

®
ab
� .ap

� q C s/C t
ˇ̌

p 2 c ^ q 2 a ^ s 2 ap
^ t 2 ab

¯
D� ¹a

b
� ap
� q C ab

� s C t j p 2 c ^ q 2 a ^ s 2 ap
^ t 2 ab

º

D� ¹a
b
� ap
� q C r j p 2 c ^ q 2 a ^ r 2 ab

� ap
º;

noting uses of left distributivity (see property (vi)) and associativity of multiplication
(see Lemma 3.8).

Theorem 6.2 For any sets a, b, and c, abCc Dz ab � ac .
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Proof By 2-induction on c for fixed a, b, and using the definition of the Zermelo
sum,

abCc
Dz ¹a

bCp
� q C r j p 2 c ^ q 2 a ^ r 2 abCp

º

Dz ¹a
b
� ap
� q C r j p 2 c ^ q 2 a ^ r 2 ab

� ap
º by inductive hypothesis

Dz ab
� ac by Lemma 6.1;

note that the first equality fails in the von Neumann arithmetic.

Theorem 6.3 For any sets a, b, and c, ab�c Dz .ab/c .

Proof By induction on c:

ab�c
Dz ¹a

b�qCr
� v C w j q 2 c ^ r 2 b ^ v 2 a ^ w 2 ab�qCr

º

Dz ¹a
b�q
� ar
� v C w j q 2 c ^ r 2 b ^ v 2 a ^ w 2 ab�q

� ar
º

by Theorem 6.2

Dz ¹a
b�q
� ar
� v C ab�q

� s C u j q 2 c ^ r 2 b ^ v 2 a ^ s 2 ar
^ u 2 ab�q

º

Dz

®
ab�q
� .ar
� v C s/C u

ˇ̌
q 2 c ^ r 2 b ^ v 2 a ^ s 2 ar

^ u 2 ab�q
¯

Dz

®
.ab/q

� t C u
ˇ̌

q 2 c ^ t 2 ab
^ u 2 .ab/q

¯
by inductive hypothesis

Dz .ab/c :

So the Zermelo sum is an exponential arithmetic of sets. Our final result says that
it is the only exponential arithmetic of sets: obeying the high school laws makes the
Zermelo arithmetic of sets unique among the class of multiplicative arithmetics of
sets.

Theorem 6.4 IfC� is an exponential arithmetic of sets, thenC� is identical with
Cz .

Proof Suppose that C� satisfies the properties (i)–(vi) and differs from Cz : we
shall show that (vii) fails in the �-arithmetic. Take b; c such that b C� c ¤ b Cz c.
For this b, we may assume that c is 2-minimal with this property.

The first case is when there is x such that x 2 b C� c but x … b Cz c. So for any
p 2 c, x ¤ b Cz p D b C� p.

Pick any nonempty a with 0 … a. Also pick any u 2 a (so u will be nonempty)
and v 2 ax . Then

ax
� uC v 2� abCc ;

since x 2� b C c. On the other hand,

ax
� uC v …� ab

� ac ;

for suppose otherwise. Using the minimality of c, we can mimic the reasoning in the
proof of Theorem 6.2 to show by induction on p that p < c �! abCp D� ab � ap .
So by Lemma 6.1, for these values of a, b, and c:

ab
� ac
D� ¹a

bCp
� q C r j p 2 c ^ q 2 a ^ r 2 abCp

º:

By our supposition, ax � u C v D� abCp � q C r for some such p; q; r . By
Theorem 4.8, x D� b C p, which is a contradiction.

Thus abCc ¤� ab � ac .
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In the second case, there is an x with x 2 b Cz c and x … b C� c. So there
is an element p of c such that b C p …� b C c. Picking suitable a, q, and r , and
�-characterizing ab �ac as above, we have abCp �qCr 2� ab �ac . On the other hand,
we can conclude from another appeal to Theorem 4.8 that abCp � q C r …� abCc , so
again abCc ¤� ab � ac .

Notes

1. Later, Garcia [2] used the same exponentiation again and also four alternative definitions
of exponentiation, only two of which are equivalent, and none of which agrees with
Scott’s.

2. Following normal usage, by “ordinal” tout court, I mean von Neumann ordinal.

3. See Kanamori [4, p. 25].

4. See Grzegorczyk [3] for an account.

5. On the other hand, exponentiation fails to preserve cardinalities in any of the arithmetics
considered here. This failure, well known in the usual ordinal arithmetic for infinite
ordinals, occurs here even for finite sets.
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