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THE IFRA CLOSURE PROBLEM!

By HENrRY W. BLock AND T. H. SAvITS
University of California, Berkeley and
University of Pittsburgh

The class of IFRA distributions is closed under convolution.

1. Introduction. The class of distributions with increasing failure rate average
(IFRA) has been of great importance in reliability theory. This class was intro-
duced by Birnbaum, Esary and Marshall (1966) (and was called by these authors
the class of distributions with increasing hazard rate average (IHRA)). The im-
portance of this class, and properties thereof, are discussed in the recent text by
Barlow and Proschan (1975), whose notation and terminology are followed here.

An important unresolved question concerning the IFRA class is whether or
not it is closed under convolutions. Such is the case and will be proven here.
Two proofs are given. Each proof requires a lemma. The result used in the
first proof, Lemma 2.1, gives a new characterization of IFRA distributions and
should be useful in other contexts. Lemma 3.1 which is used in the second proof
gives an inequality involving distribution functions. This inequality generalizes
an inequality used in the proof of the closure theorem for coherent systems
(Barlow and Proschan (1975), page 85) and so relates the present theorem to
that result.

(1.1) DEerINITION. Let F be a (right-continuous) distribution function such
that F(04+) = 0. F issaid to be an IFRA distribution iff for all 0 < a« < 1 and

0 x
F(ax) = F(x) .

(1.2) THEOREM. The class of IFRA distributions is closed under convolution.
2. First proof.
2.1 LEMMA. F is IFRA iff
§ h(x) dF(x) < {§ ho(x]a) dF(x)}=
for all 0 < a < 1 and all nonnegative nondecreasing functions h.

ProoF. Suppose that F is IFRA. It follows from the definition that for 0 <
a<l,t=0,

(2.2) § Lip,000 (%) dF(x) = {§ 1§, o)(x[a) dF (x)}% .
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More generally, let
(2.3) P(x) = i aiI(ti,eo)(x)
wherea, 20,01, <, < ... £t, < oo. It follows from (3.2) that

§ $(x) dF(x) < Do {§ @I, (/) dF (R .
Using the Minkowski inequality for 0 < a < 1 (cf. Hewitt and Stromberg (1965),
Theorem 13.9, page 192), we obtain
S ¢(x) dF(x) = 2 ||ai1(ti,OO)(°/a)||a
S 121 @l ([0 = {§ ¢%(x/a) dF(x)}/= .

Consequently we have proven (2.1) for functions of the form (2.3). But it is
known that any nonnegative nondecreasing function can be obtained as a non-
decreasing limit of such functions. Thus the result follows by the Lebesgue

monotone convergence theorem. To prove the result in the other direction just
take A(x) = I, . ().

PrOOF OF THEOREM. Let F and G be IFRA distributions and let H = F*G be
their convolution. Let 4 be any nonnegative nondecreasing function and take
0 < @ < 1. Consider then

§ A(2) dH(z) = §§ h(x + y) dF(x) dG(y) -

Since F is IFRA and A(x + y) is, for fixed y, nonnegative and nondecreasing in
x it follows from (2.1) that

§ A(2) dH(z) = V[{§ B*((x/e) + y) dF(x)}"*] dG(y) -
But the function inside the brackets [ ] is also nonnegative and nondecreasing
(in y). Since G is IFRA we have by (2.1) that
§ 1(2) dH(2) = {§§ h*((x + y)/e) dF(x) dG(y)}*
= {{ h*(z/a) dH(2)}'= .

This finishes the proof. V

(2.4) REeMARK. If Fis an IFRA distribution, then it follows that 4, is non-
increasing in r > 0, where 2, = #,/T'(t + 1), g, = { x* dF(x) and I is the gamma
function (Barlow and Proschan (1975), page 112). Asanimmediate consequence

of Lemma 2.1 we can show that (1/f)g,Y* is nonincreasing in ¢ = 0: just take
0 <s<t, h(x) = x* and set a = s/t.

3. Second proof.

3.1 LeMMA. For distributions F, and F, such that F,(0) = F,(0) = 0 and
O<axgl

§5 Fio(x — xp)d(1 — Fy*(x)) = (15 Fu(x — x)d(1 — Fy(x)))"

ProoF. Lemma 2.3, page 84 of Barlow and Proschan (1975) generalizes to
give that for0 < x, < x, < --- < x, py,=0fori=1,2,.--,n, 37,5, >0,
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and0 a1
(32) (T X p)* = D % (k=i 7)™ — (k=1 1)1

where Y12_,.,7; = 0. From this, the conclusion can be obtained by a standard
limiting argument.

ProoF ofF THEOREM. For 0 < a < 1 and 0 < x using integration by parts and
the definition of IFRA it can be shown that

P{X, + X, > ax} = {¢ Fi*(x — x)d(1 — Fy*(x)) .
By Lemma 2.1 the quantity on the right dominates
(15 Fi(x — xp)d(1 — Fy(x,)))* = (P{X, + X, > x})*.
The cases a = 0 or x = 0 are simple and so X, + X, is IFRA.
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