A SHORT METHOD FOR SOLVING FOR A CO.
EFFICIENT OF MULTIPLE CORRELATION
By
Paur Horst
The method which we present presupposes a familiarity with

the Doolittle method *  for solving normal equations, We start
with the determinant

1 == =iy,
M R= | e 1--—= 1
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where the elements are zero order coefficients of correlation.
Now the adjoint determinant of (1) may be written

PII P/z_—"_?
2 r= ®2 Bam—™ — R

where the elements are the cofactors of the elements in (1).
From the elementary theory of determinants. *  we know that

n-1

(3) r=r”

The adjoint determinant of ~» may be designated by A&
where

(4) wR=r™!

1 Mills, F, C., Statistical Methods, %577.
3 Bocher, Maxnme, ‘Introduction to Higher Algebra, p. 33.
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From (3) and (4) we have
F4
wr=pr(™H

or

K= R »7(n-2)

(5

Hence the adjoint or /- is obtained by multiplying each- ele-
ment of 2 by R™%. And if we write

A, Ag —— = A,
(6) R = A,. A — = — Ay,

A, Agn — — = Ann
then

Ay
(7) P’FZ ® ,;.7

so that (1) may be rewritten
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(8) R= |prz For-—- 7%
A A A
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The numerators of the clements in (8) are the cofactors of
the elements in (2).

Let us now consider (8) as the coetncients of a set of normal
equations whose constant terms are zero, and let us follow through
literally the Doolittle elimination process,

For simplicity we outline the reduction of a 4-variable problem
as follows.



MULTIPLE CORRELATION
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The of-equations are the original equations with the co-
efficients to the left of the diagonal omitted. The /& -equations are
the product equations which are subtracted from the o -equations.
The ) =equations are the reduced equations which may be. repre-

sented symbolically by

9) y-%-Z8

The &-equations are the Y-equations divided by the negatives
of their respective leading coefficients. That (9) is true may be
readily proved from the theorem®

Ay At
(10) |z A4kt
Ay Are

Where the notation indicates cofactors rather than minors. The
‘proof is made more obvious if (9) is written

r-{[«-2)-5)- 4,)-5, et

for each successive subtraction reduces the determinant by one.
I we indicate the leading coefficients of the #~equations by
¥;; we may prove that

n
(11) ooy
We have in the case of four variables
mo;edu Puse rAuzzss Auzzsses . r’
12);, “ R KA, Pz’qnzz P':Auzzsa
A=pr |
or from *®
4
myi =R

In the general case we have
-1 P( 77‘1) 2
7 r

7,761' =Pfﬂ-2)n = Pﬁlﬂ-Z) =R

8 Bocher, Maxime, Introduction to Higher Algebra, p. 33.



4“4 MULTIPLE CORRELATION

Now let us consider Kelley’s equation for the coefficient of
multiple correlation* with a slight change in notation to be con-
sistent with the above,

=
(13) Roriz--(n-1) = /1‘ Rnn

Obviously

n-1
(14) pﬂn - '17 Vi
So that (13) becomes simply

(15) Rn.1z--tr-1) = Y5

But from (9) we have

_
(16) P = S =% Birn

L
hence Bn.12--(n-1) 'ﬁ B ‘Zz-? Ain)
But %,,,, =1 therefore we get

”
(17) 87-.[‘.--(”.[) - %' Ain

In other words &, ,,__is simply the square root of the last pro-
duct summation.

From (17) it is obvious that the solution for the coefficient
of multiple correlation is considerably shorter than the standard
Doolittle solution for regression coefficients. All of the back solu-
tion work is eliminated, as is also the calculation of the last re-
ciprocal.

The only caution needed with respect to the order of the
variables is that the dependent variable shall be the rith variable.

The usual summation check method may be employed exactly
as in the solution for regression coefficients.

¢ Kelley, T. L., Statistical Method, p. 301, eq. 275,
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