A THEOREM ON FACTORIAL MOMENTS AND ITS APPLICATIONS

By P. V. Krisana IyvEr
Defense Science Laboratory, New Delhi

0. Summary. The theorem that the sth factorial moment for the sum of N
events is s! times the sum of the expectations for any s of the events occurring
simultaneously has been proved by induction. The applications of this result in
obtaining easily the moments of a number of distributions arising from a sequexnce
of observations belonging to two continuous populations and other cases have
been demonstrated.

1. Introduction. A number of distributions arising from a sequence of n
observations belonging to a binomial population have been considered by the
writer [3], [4] in some of his earlier publications. The moments of these dis-
tributions were obtained by using the theorem that the sth factorial moment
is equal to s!times the expectation for s of the characters considered in the dis-
tribution. Thus for a sequence of observations consisting of A’s and B’s with
the probabilities p and ¢ respectively, the sth factorial moment for the dis-
tribution of the total number of AB and BA joins between successive observa-
tions is the expectation for s joins like AB and BA in the sequence. It can be
seen that there are s different ways of obtaining s joins. They are:

(1) From (s 4+ 1) consecutive observations.
(2) From two sets of [; and l; consecutive observations such that I + Iy — 2

is equa! to s.
(3) From three sets of I;, l; and I; consecutive observations such that
h+bL+165—-3
is equal to s.
(4) From k sets of I, L, -+, l, consecutive observations subject to the

condition

Z lr - k= 8,
1
where k takes values 1 to s.

The sum of the expectations for 1, 2, 3, ---, s is equal to 1/s! (the sth fac-
torial moment for the distribution of the total number of AB and BA joins of
the sequence). '

The theorem as it stands appears to be applicable only for the distributions
arising from a binomial sequence consisting of A’s and B’s with fixed prob-
abilities p and g. We shall show in this paper that this result can be applied
for distributions arising from two samples belonging to populations with cumu-
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lative distribution functions F and @. Before discussing this aspect, we shall
first give a rigorous proof of the theorem and then show how it can be applied
for the case of continuous distributions. The use of the result for distributions
arising from Markoff chain is also illustrated.

2. Statement of theorem and proof.

TaEOREM. The sth factorial moment about the origin of any statistic X which
s the sum of N events, dependent or independent, is equal to s! times the sum of
the expectations for any s of the events occurring together.

Proor. Let the events be denoted by z;, 22, -+, z» . As in the case of
binomial distribution, assume that the z’s take value 1 if the event occurs and

zero otherwise. Define

N
X=;x,,

) E(X) = E(Qx,) = 2 E(x,)
= the sum of the expectations of the different events

= the sum of the probabilities for the events to occur.

E(X") = B(X z) = B 2)) + 2B( na,), s >r
Now .
EQ 2}) = E(X);
hence
E(X*) = E(X) + 2EQQ, aw.)
or

2 E{X(X - 1)} =2 E(za,)
= 2 (sum of the expectations for any two of the events)

= 2 (sum of the probabilities for any two of the events
to occur together).

E(X*) = EQ_ %) = EQ_ «?) + 3EX (v7x,)
+ 3EQ. z,ah) + 6EQ_ xaxs), t>8>m
since
EQ 7)) = E(X),
E(zw,) = E(z,),
E(z2)) = E(z,a,),
E(X?) = E(X) + 6E(Y, z.x,) + 3E(Y z.x.1s).
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Substituting the value of E(Q_ x,x,) from (2), we get
E(X®) = E(X) + 3E{X(X — 1)} + 3IEC z.a.2))
or
(8) E{X(X — 1)(X — 2)} = 3> E(z,z.x:)

= 3l(sum of the expectations for any three
of the events)

= 3!(sum of the probabilities for any three
of the events to occur together).

Thus the theorem holds good for s = 1 to 3.

It may be noted that the results given above hold good even without taking
the expectation of both sides because the z’s take values 1 or 0O only.
~ We shall now establish the general relation by induction. For this we show
that if

4) X = s (Z Ty * z,)

holds good for any value of s, it is true for (s + 1) also.
Multiplying both sides of (4) by X we get

(X1 X] = sﬁ > Loy Ty * ) x.)
=G+ DIz - T, 20y,)
+ s! [Z xflx,, cee Ty,
+ Xzl @, o+ D BTy - ]
= (s4 DD 2y zsy - Ttep1)
+ s! (Z Tey ey ** * Le,)-
Substituting for D x4, * - - 2, from (4), (5) reduces to

(6) XX —5) = X" = (s + 1)1 2420+ Tueta)-
Taking the expectation of both sides
) E{X"M} = (s + D)1 E(e, 24, « +* Tioga)-

Hence the theorem.

3. Applications. We shall now examine how the above result can be applied
for obtaining easily the moments of a number of distributions including those
arising from a simple Markoff chain. Some of the distributions considered here
have been discussed by Wald and Wolfowitz [7], Mood [6], Mann & Whitney [5],
and others.

(1) Binomial distribution. It is obvious that the rth factorial moment for the
distribution of z, the number of successes out of n trials is given by
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I4
B _ (T r
where p is the probability for a success.
(2) Hypergeometric distribution. This can be deduced from the above by sub-

stituting

ro_ (N - M)[r]
p = N[,.] ’

where N and M have the usual significance. This follows from the fact that the
probability p for the 1st, 2nd, 3rd, - - - successes are
N-M N-M-1 N-M-2
N N-1 " *N-2 "’
(3) Distribution of the number of AB joins between successive observations of a

binomial sequence. We first note that » AB joins can be formed from only r sets
of two consecutive observations each and therefore

!
(9) By _ (” - )p'q'.

r!

This can be seen from the fact that the probabilities for an AB join is pq and

that there are (n : r) ways of obtaining them from n observations in a

sequence. -
(4) Distribution of AB joins for binomial sequence of mA’s and neB’s. As in the
case of hypergeometric series, we substitute

o = i ny"
(o + n oo

in the results given in (3) above. Thus

¢ (4 mg — [ nd?

(10) B = ('nl + ’M) [2r]

(5) Distribution of AB and BA joins between consecutive observations of a bi-
nomial sequence. Taking for simplicity the third factorial moment, we note that
three joins can be obtained from (i) four consecutive observations ABAB or
BABA, (ii) two sets, one of two and the other of three consecutive observations
like AB — ABA; BA — ABA; AB — BAB and BA — BAB, (iii) three sets
of each of two consecutive observations AB or BA. The sum of the expectations
for the above three ways of obtaining three joins is

’
(11) B = 2(n — 3)p¢" + 8 (n 5 3) v'é + (" N 3) 8p’¢".

(6) A sequence formed by pooling two samples A and B belonging to F. Let two
samples 4 and B of sizes n; and n, be drawn from a population where cumulative
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distribution function is F(z), F(z) being continuous and z taking values from
— o to + «. By pooling together A and B and arranging them in ascending or
descending order we obtain a sequence of A’s and B’s as in (4) considered above.
Hence the moments of any distribution arising from this sequence can be ob-
tained from the corresponding ones for the binomial sequence by substituting

nl[r] nés]

g = (’nl + ’nz)['+’l :

(7) Same as (6), F = @. The calculation of the moments for some of the dis-
tributions discussed above is more complicated when F % G. We shall show
below how the present theorem enables us to obtain the moments of these dis-

tributions also.
(a) Number of observations of sample A to the left of the rth value of the com-
bined ordered sequence of A’s and B’s.

’

’% = [Number of ways of selecting A’s from (r — 1) observations]

X [Probability that s out of the (r — 1) values to the left of the rth
observation belong to 4]

Assuming n,F(a) + n,G(a) = r, the probability that amongst the (r — 1)
values to the left of the rth observation there are s A’s is

P (2) (m — DF(a) (m— 2F@)
m F(a) + n2 G(a) (1 — 1)F(a) + ne G(a) (i — 2)F(a) + n2 G(c)

Using the relation between F(a), G(a) and r we get

pta _ (r— 1\ ni[F ()]’
2 57 = ( s ST = F@lr —2F@I - F = (= DF@]’

(b) Number of AB and BA joins between successive observations. As the higher
moments are complicated we shall be content to obtain the second moment.

-+ 8 terms.

!
’i[—fl = the sum of the expectations for two joins from' (i) three consecutive
observations and (ii) two sets each of two consecutive observations.

Expectation for two joins from three consecutive observations z;, z,, and z3
is given by

i — 1), f_:w f_: /:: {1 — F(zs) + Flz)}"™"
{1l — Q(zs) + G(z)}™ " dF (z1) dG(x) dF (xs)
tumm =0 [ [ [ 1~ 6@ + ey

. {1 - F(xg) -+ F(x,)}”"l dG(xl) dF(xg) dG(xs), < 2 < 23.

(13)
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Expectation for four joins from two sets of two consecutive observations each is
equal to

+0  pazy pzy pT2
nPnd [ Lo [ ) [ ) [ . A dF (z)) dG(xz) dF (x5) dG(zs)

+ f: T 4 drG det) e drG

(14) 4oz poy o
+ [w [m _[ . L A dG(z,) dF (x;) dF (xs) dG(xy)
+ [T [ 44660 ar) dotw apteo,
where

A = {1 — F(il?z) + F(xl) - F(:Q) + F(xs)}”l—2
X Al = G(@a) + G(m1) — G(zs) + G(x)} ™,
x1<x2<x3<x4.

From the above it follows that
!
(15) B = (13) + (14).

When F = @, this reduces to the expression known.
(8) Mann and Whitney’s T-statistic. In this case the expression for the second
factorial moment reduces to the simple form

+9 sz3 pzo
B = 2mm, f_ ) _[ . L [(ny — Df(@)f(@a)g(ws) + (na — 1)f(@1)g(a2)g(zs)]
(16) 400 rzy 2
- dzy dap dxs + nPnd® [ [ [ f@)g(xs) dx dxz] ,

where f(z) and g(x) are the density functions for F and G.
(9) AB joins between successive observations for a simple Markoff chain. Let
the matrix of probabilities for a simple Markoff chain be

[pl p2}
a1 Qe .
Taking the probability that the first observation is A or B as P and @ respec-

tively, the probabilities P,(4) and @,(B) that the rth observation is A or B are
given by

Pd) = L2 4 PO Oy

Qr(B) =1- Pr(A)f

an
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where
6=p—p and P> P2

When the first observation is B, the conditional probability for the rth ob-
servation to be A reduces to

(18) P(4|1B) = 2= (1 - &7).

This is the same as given by Bartlett:

In the case of the Markoff chain, unlike the previous cases discussed earlier,
the probability of an AB join depends on the position of 4 in the sequence, and
the expectation for two AB joins is given by

GilP1(4){Py(4 | 2B) + Py(A4 | 2B) + Ps(4|2B) + --- + Pna(4 | 2B)}
+ P3(A){Py(4 |3B) + Ps(4 | 3B) + Ps(4 |3B) + --- + Pnu(4 | 3B)}
(19)  + Py(4){Ps(4 |4B) + Po(A |4B) + -+ + Paa(4 | 4B)}

+ P.s(4){Pna(4 |n — 2, B)}],

where P.(A | B) is the conditional probability that the rth observation is 4,
given that the sth observation is B when r > s. Summing up the above series
after substituting for P’s from (16) and (17), we get

w_[(n—2)n—3)a o _ o1 — ")
EQ[T]‘[ 2 _1—5{(”"3)_ 1—5}

(20) pé {l—iﬁ - (n — 3)5"‘3}

T1—s|1-20
n—3 81 =25 :I P2
"'3{1—6 a—ay [J1-¢

where

P2 _ Pa — Qp
r—s o A=y

It may be added that the result given in this paper can be used for deriving
the moments of many other distributions of similar kind.

o =
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