DISTRIBUTION OF A DEFINITE QUADRATIC FORM FOR
NON-CENTRAL NORMAL VARIATES

By B. K. Saax anxp C. G. K=HATRI
Uniaversity of Baroda, India

1. Summary. In this paper we generalize the result of James Pachares [1] on
the distribution of a definite quadratic form to the case of non-central normal
variates.

2. The problem. Suppose we have a quadratic form @ = (3)y’Ay where A is
a p X p symmetric positive semi-definite matrix of rank n (=p) and y’' =
(%1, -+, Yp). The y's are independently distributed normal variates with
means »; and variance one, ¢ = 1,2, -+ -, p. It is well-known that we can make
an orthogonal transformation reducing @ to its canonical form, i.e.,

n
Q = lgagxf,
=

where the coefficients a; , - - , @, are the non-zero latent roots of the matrix A,
(all a/’s positive). Under such a transformation 2, , - - ., ¥, remain independent
normal variates with means p; and variance one; (u; is obtained from the »’s
in the same manner as x; is obtained from the y;’s.) The problem is to find
F(t) =Pr(Q £1t).

3. The solution.
TurorEM. Let Q = 1> 1, ax’ , where the x; are independent N (pi, 1) variates
and where a; > 0 fori = 1,2, ---, n. Let

Q =31y ai'(m—w),  L*= X (20) (5 — wu,

and D = a; - ag -+ a, . Then

3

) 2.) s (—D)2HRQH L)
=) G TICRHTG+ kL4 i)’
b) the series in (a) is absolutely convergent,

c) for any two non-negative integers r and s and every ¢ > 0,

a) F(t) =D exp(—%

2741

. 28
Ses = Zodj > F(t) > ZO d; = Serp1,
j= J=

where
1 - 2\ dntic _1)J .
g eXp< 2 ; ﬂz)t (—1) Z%tkE(Q*'L*“)
’ D#j! S TG 5+ E+ 1)
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Proor. Let R represent the region where 1D 7 ax; < t. Then, with dx =
dz, day dzs -+ - - dz, ,

(27r)_*”f fexp[—% 2:; (2, — I-"i)2:| dx

(2r) 7t exp (—-— Z “')[ fexp (—-— Z zi + Z x,.u,> dx.

F(t)
(1)

=1

Expanding the exponential in the integrand, we get

rw =0 [ [{Z am (-5 a) HE am (Sew) ox

where ¢ = (2r) exp (—1 D 0 ud), ie.,
@ F0 =¢ E(-0rGu) [ [(a) (Sen) ax

PO =0 3 [(-pyGun) BT

'8 1’8 7I'n!171!“’77n!

n
2
[ oo [Tram ax,
4

=1

(3)

where Y. and Y. denote respectively the sums taken over all non-nega-
tive integral m;’s and 7,’s subject to the respective conditions

mtmt =, m+tme+ 0. =k

Now by a well-known formula of Dirichlet it is easy to show that the right-
most n-tuple integral in (3) is 0, if any 7, is odd,

(2t) TR (2my 4 1y + 1)) T[22, + 10 + 1)]
D%I\[l(k + n) +.7 + 1] [ZE=TTH afrn+ﬂn

if all #; are even, and so we need consider only even values of Z m = k. Hence

(5) [ = f(,Z:; x?>j <,Z:; x; ui)2k+l dx = 0,

n . ifn 2k B j!(zk)!(2t)%(i+k+n)
[ f@x) @“) = DG+ 7 FEFD

(6)
DD pam™ g3 (2m + 20y + 1)) - - -T[3(2m + 210 + 1)]
T’s 7's !l Tn'(z"ll)' (277n) |a1rl+171 . aﬂn+'lﬂ

where Y . means summation over all non-negative integral ny “++ g such

that X 7y m = k. The problem is to evaluate this last expression. Recalling
that, if z; is N(u:, 1), then E{i(z; — u:)’}" = T'(r + 3)/T(%), we find
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1 2k
E(Q¥'L*™)

{ Za, (@ — ) } { %Za@*(wz — ﬂz)#z}

i=1
(7)
D PP LI Rl R C ™ i B

T8 17’8 1' 1rn| (27’1) !. (27771) !ai"l"'"l .. _a;n""?n

Substituting the value of E(z; — u)*" "

lent to

(8) f e f(g x?)j (g; xim-)% dx = Dg?%i;jit){—ll—‘(lf)i”l) E(Q¥L*™).

Hence equation (2) gives

3 . n 2\ n ) (_1)j22kti+kE(Q*iL*2k)
®  F@ = e""( > "‘)t 2 R DTGn + F D

Jik=0 ]

, we find that equation (6) is equiva-

This proves part (a) of the theorem.
To show absolute convergence for part (b) we note that, if ¢ = min a; and

v = Z?=1 ﬂ%/ai,
v < 2 2 — )/ (2a),

(10) _S.% Z xz"'lh

=1
# TG+ &+ 1+ n)
aT(3n + 1) )

Hence, if F*(t) is the sum of the absolute values of the terms of the series for
F(t), then

E(Q¥L¥) <

exp (——% > uf) #"exp(t/a) cosh (2v'})
=1
DiT(3n 4+ 1)
This proves part (b) of the theorem.
The bounds of part (¢) are based on the fact that, if » and s are any two non-
negative integers, then, for ¢ positive,

Z (—t) i —t)"

Jj=0

< o fort < .

(11) F'@) <

Replacing ¢t by Ay a2l and using (1), (2) and (8), part (c) of the theorem
can be established.

REMARKS.
(i) The joint moments of @* and L* are easy to obtain from the joint cumu-

lants of Q* and L*. If K, ; is the (7, j) cumulant of (Q*, L*) then
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Kro=(r— D!} a" for r=1,2, -+,
=1
Ko =) ul/(2a5™) for r=0,1,2, -,
1==1
K.;j=0 for j=1,3,4,5,--- andr =0,1,2, --- .

(ii) Clearly So, Sz, Si, --- is a sequence of upper bounds and S;, S;, Ss»
---is a sequence of lower bounds for F(¢). In practice we would compute a
finite number of terms and then state that min Sz, > F(¢) > max Sy41 . The
absolute value of the error thus committed is not greater than

min Sp; — max Sy yy -

4. Applications to the distribution of a sum of squares in dependent variates.

(a) Let 41, ¥2 -+ y» have a joint multivariate normal distribution with
means », ---, v, and variance-covariance matrix A. We wish to find the
distribution of R = 1y'y. Now

Pr(R s 1) = Ao [ [ o [y =) Ay = Wl dy

= [ [ ewl-ix- W/ - Wi,

where Px = y and Py = v, P* = A (P is a symmetric matrix). We can now
directly apply the theorem.

ReEmARks. Combining the results of the theorem and the above application,
it is easy to show that we could find the distribution of a definite (or semi-
definite) quadratic form y'By, which involves as parameters the latent roots of
AB, and with non-central parameters depending on the given means, the vari-
ance-covariance matrix A and the latent roots of AB.

(b) The complex normal distribution defined by Wooding [3] and Turin [2]
has density function given by

7 L[ exp [— (v — W¥LT(V — v)]
where v = z + i¢w and E(v) = v, x* is the complex conjugate of x,
Elz — E(z)]z — E(2)] = L,
Elw — E(w)]z — E(z)] = —Elz — E(2)]lw — E(w)]' = L,

and L = L, 4+ 7L; is a hermitian positive definite matrix.
Then for the distribution of v*'v = R, we have

Pr(R<t) =« "L f . -fm exp [— (v — v)*¥L7(v — v)] dv

where dv = dzy dzo dzs - - - dz, dwy dw, - - - dw, = dz dw. This is equivalent to
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Pr(R<t) =« "L - exp| — Z a7 @y — p)* + (s — p2p)?} | dX,
x*'x<t 1

i=

where dx = dx, dx,, the a;’s (a; > 0) are the latent roots of L and
vy = DTl Do,

or

Pr(R <1t = w"”f‘ . -fexpl:—il {(zy; — Mlj/'\/(;;,)z + (205 — sz/\/;j)z}] dax.

J=
; flait‘?ét

where 7 = 21; + x3; . This can be easily solved by the direct use of the theorem.

Remarks. Combining the results of the theorem and the above application,
it is easy to show that we could find the distribution of a definite (or semi-
definite) Hermitian form v*Av (A positive definite or semi-definite), which
involves as parameters the latent roots of AL and with non-central parameters
depending on the given means, the variance-covariance matrix L, and the latent
roots of AL. '
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