DENSITY ESTIMATION IN A TOPOLOGICAL GROUP'
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1. Introduction. Let (G, &, 1) be a measure space with u Haar (both left and
right) measure on (@, ¥) where F is the class of Borel sets of the Hausdorff topo-
logical group (G, 3). Let X be a (G, §) valued random variable with distribu-
tion given by a measure P which is absolutely continuous with respect to u
and has Radon-Nikodym derivative f with respect to u. If, for each integer n,
X1, X2, -+, X, are n independent, identically distributed random variables
each having the same distribution as X, Parzen, [3] and Leadbetter, [1], have
shown a method for constructing consistent, asymptotically normal estimates
for f in the case G is the real line and u Lebesgue measure. It is the purpose of
this note to show that these methods can be extended to the more general case
given above.

2. Density estimation. Following the definitions given in [1] a sequence of
functions, {K,;n = 1,2, - - -}, on the group G will be called a 8-sequence with
respect to u if, for each n, K, is a real-valued, non-negative, symmetric, u-in-
tegrable function on @ such that

(1) foKn(u) du(u) = 1.

(2) If V is any neighborhood of the identity element e £ @, then

(a) lim [ve K,(u) du(u) = 0 where V° denotes the complement of V in G,

(b) K,(u) — 0 uniformly for almost all (u)u e V°.

Given such a é-sequence, define for each element u ¢ G a sequence, {f,(u)},
of pointwise density estimators by

fa) = (1/n) 225 Ka(uX;™).

The results of [1] and [3] are then easily modified to fit the present situation,
since the properties of the real line used in these results are only those which hold
more generally in the topological group case. For example, Theorem 2A of [3]
can be restated as follows:

TueorEM 1. If {Ch:n = 1, 2, ---} is a sequence of constants converging to
zero for which {C,K, :u = 1,2, ---} is a 8-sequence and if f is continuous at
u e @, then (nC,) Var f,(u) — f(u) asn — o,

One result which does not appear in the literature is the following:

THEOREM 2. If the conditions of the above theorem are satisfied and s and t are
distinct continuity points of f with f(s) + f(t) # 0, then {f.(s), f.(2)} s jointly
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asymptotically normal and independent in the sense that for any pair of real numbers
a and b,

PlZ.(s) < a; Za(t) < bl — (1/27) [% [Lwexp [—3(a® + 4P)] dy da,
where
Za(8) = [fa(s) — Efa(8)]/lafa(s)].

Proor. It is enough (cf. Logve, [2], p. 205) to show that for any pair of real
numbers A and B the random variable AZ,(s) + BZ,(t) is asymptotically

normal. Now
Var [AZ.(s) + BZ.(t)] = A® + B® + 2AB Cov [fu(s), fa(£))/[ofs(s)afa(t)].

This approaches A” + B as a result of Theorem 2.6 of [1] and Theorem 1 above.
By another application of Theorem 1 it is sufficient to show

(nCa)*Alfa(s) — Efa(8)] + (nCa)'Blfa(t) — Efa(t)]

is asymptotically normal. However by Theorem 2.7 of [1] both members of the
above expression are asymptotically normal. Also we can write

(nCa)lfa(s) — Efa(s)]l = 2521 Uni
(nCa)![fa(t) — Bfa(t)] = 271 Vas
as sums of independent, identically distributed random variables, where
Uni = (Ca/n)'[Kn(sX;™) — EKu(sX;7)]
Vai = (Co/n)'[Ka(1X;") — EK,(1X;7)].
By the central limit theorem (cf. Lodve, [2], p. 316) it is sufficient to show that

for any ¢ > 0,
limpsw Oty PlAU,; + BV, = ¢ = 0.
But from this same theorem we also get that
liMpse D=1 P[|Unsl 2 €] = 0
limpee 2-5=1 Pl[Vas| Z ¢ = 0.
From these two facts the desired result follows immediately.
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