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PARTIALLY BALANCED INCOMPLETE BLOCK DESIGNS WITH
TWO-WAY CLASSIFICATION OF TREATMENTS

By C. RAMANKUTTY NAIR

University of Kerala'

1. Introduction. After Shah’s [6] generalisation of the partially balanced in-
complete block (PBIB) designs the author [5] gave a generalisation in a different
direction. In this later generalisation, the association relation between treat-
ments played a prominent part. This paper gives yet another genalisation of the
PBIB designs. When the treatments to be administered are given, we may wish
to classify them into groups with reference to each of the treatments, the classi-
fication being done on the basis of some characteristic of the treatments. Then we
may insist that each of the treatments belonging to a particular group should
occur together with the reference treatment of classification a particular number
of times. From the point of view of easiness of analysis all such classifications of
treatments are not desirable. A PBIB design insists on certain other conditions
to be satisfied by these groups; for example, the constancy of the pj; for any two
treatments which are 4th associates. We shall call the classification of treatments
described above the classification according to association relation. After classi-
fying treatments in this way, there still may exist some reason for classifying
them into different groups independently of the former classification and then in-
sisting that due consideration be given to this grouping in the lay-out of the
design. In this paper, we shall consider one such type of PBIB design with two-
way classification of treatments, in short written as PBIB (TW).

2. Notations and definition. Let « and 8 be two treatments. Let « & G(a)
denote “a belongs to group a” and (e, 8) = I denote “a and B are lth as-
sociates”. Then we may define our PBIB(TW) as follows:

DeriniTION. Given v treatments we group them into g groups containing
V1,02, -+, 0, treatments such that the following conditions hold:

(1) Two treatments are either 1st, 2nd, - - -, or mth associates;

(2) Each treatment belonging to group a has exactly n(a, ) ith associates, ¢ =
,2,--4,9;0=1,2,---,m;

(3) Given two treatments, say o and 8, @ € G(a), 8 € G(b), (a, 8) = I, the num-
ber of treatments common to the cth associates of « and dth associates of 8 in
the order mentioned is given by p(a, b; [; ¢, d) and is independent of the treat-
ments « and 8. If a ¢ G(a), B £ G(b), (e, B) # I, we define p(a, b;1;¢c,d) = 0. In
general, p(a, b;l; ¢, d) #= p(a, b;1;d, c)

Given such an association scheme we shall say that a PBIB(TW) of v treat-
ments exists if the treatments can be arranged in b blocks of size k& (k < v) each
such that
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(i) each treatment belonging to group a occurs 7, times in the design (a =
1, 2, g )’

(ii) two treatments which are Ith associates occur together in \; blocks, | =
1,2, ..., m.

ExampLE. Consider the following design with parameters
nh = 15, Vg = 10, b = 10, rn = 2, T = 3, k= 6, )\1 = 0,

=1 nl,1) =14 n(1,2) =10, n2,1) =9 n(22) =15

Y o (10 4
p(1)171,7'7])_(6 4), p(17172)7').7)_(4 5),

.o _ (26 o _ (3 6
p(z, 21 1) 70.7) - (6 9), p(2, 2, 2, ’I,,]) = (6 8),
' : 49 . 6 8
p(1,2 154 7) =(4 6), p(1,2; 2; 4, 7) =(3 6)_
PLAN
(2.1) % 4 10, 3, 7. 6
4 6 12, 5 9 &

31 5 1L 4 8 T
5, 71 131 6 10 9,
7 % 21 8 12 11,
8 10 31 9 13, 12
9 1, 4 10 1, 13
100 12, 5 11 22 1,
11, 131 6 12, 32 2
131 21 8& 1. 5 4

AssociaTioN REerATION. The first associates of a treatment are those not
occurring with it in the same block of the design (2.1) and the second associates
are those occurring with it in the same block.

Groups. Those treatments which occur twice in (2.1) belong to group 1 and
the rest to group 2.

3. Relations between the parameters. We shall consider each treatment as the
Oth associate of itself and of no other treatment. We have obviously

Zg‘=1 Vs =0, Z‘.’-=1 rv; = bk.
3.1) 2 ran(e,j) =v—1, a=12 --,¢;
Z;'n“ln(a7j)>‘f = 'ru(k - 1), a=1, 2’ sy g
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Consider p(a, b;l; ¢, d). Let « € G(a), 8 € G(b), (e, B) = l. There are n(a, c)
members in the cth associate class of . If I 7 ¢, 8 is not one of them. Hence the
n(a, ¢) treatments should occur among the associate classes of 3.

(3.2) oo p(a, bl e, d) = n(a,c), ifl # ¢
= n(a, c) —1, ifl =c.
By a similar argument we have
(3.3) > pla, b;l;c,d) = nb,d), if 1 # d;
| =, d) —1, ifl=d.

We shall call n(a, 2),a = 1,2, ---,¢;2= 1,2, ---, m and p(a, b;l; ¢, d), a,
b=12 --+,¢g;1l,¢,d =1, 2, ---, m; the secondary parameters of
the PBIB(TW). To make the discussion easier we shall assume throughout the
following that & G(a*) where a is any treatment.

Define

b(1, 1;2)b(1, 2;7) -+ b(1, v; %)
(84) Bi= (bla,B;7)) = | b(2,1;2)b(2, 2;%) -+ b(2,v;7)

b(v, 1;2)b(v, 2;2) -+ b(v, v;12)
where
(3.5) (b(a, 8);7) =1, if (&,8) =74,

=0, otherwise

B;,i=0,1,2, ---, m, are called association matrices [1].
Then

(3'6) Z:t-l b(ay B; ’L) = n(lg*) i)) ﬁ* = 1, 2) AR’
Zg-l b(a, B;7) = n(a*, 'L)) Ol* =129
> %4 B; = E,,, where E,, denotes a matrix of 1’s of order v X v.
It follows that the linear form > 7y ¢;B; = 0if and only if ¢; = 0,4 = 0, 1,
2, +++, m. It can be deduced that
(87)  2iable, y;9)b(y, B;5) = 2imop(a’, 8% 154, )b(e, B;1).

Equation (8.7) gives a correct expression for the element in (e, 8) position of
matrix B;B; , where a* and 8* are determined by the particular treatments « and
B. However, no fixed values of o* and 8* are valid for all entries of B;B;. The
arrangement of treatments into groups gives a partitioning of matrix B; into g°
submatrices. For the case ¢ = 2 this may be represented as:

5 <Bi(1'1) i B;(1'2)>
iT\pev|pes)”
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Then

2o p(L 156 BN | i p(1, 254, ) B
B; B; = m L Np @D | Nm Cap @2 |
20 p(2, 154, /) B | 2o p(2, 25 1 4, 5) By

4. Analysis.

Lemma. Let S,(t;) denote the sum of yields of the qth associates of treatment 1 and
Si{Sq(t:)} denote the sum of the jth associates of all the gth associates of treatment 1.
Then

Si{SQ(ti)} = Z;Dn=1 P(‘I’*: i*; h;], Q)Sh(ti), if .7 # g
= n(*, )t + L p(@, 5 k5, 8it), i j=g
where ®* denotes the group to which the hth associates of i belong, ®* = 1, 2, -+, g.
Proor. Consider the set of jth associates of all gth associates of treatment <.

Let ® be an Ath associate of .- How many times ® occurs in this set? How many
times 7 itself occurs?

Let ¥, ¥;, - -+, ¥uux.q be the n(:¥, ¢) gth associates of treatment <. Suppose
® occurs in the set of jth associates of ¥; , ¥;, .-+, ¥, only, 1 £ 2 < n (3% q).
Then (‘I’,\Iﬁ) = (@,‘I’z) = = e = (‘1), \I’;) =jSO that\l’l,\l’z, e, W,
occur in the jth associate class of ®. Hence the number of treatments common
between the gth associate class of 7 and jth associates of ® is «.

ie. p(q;*, 1;*; hij, q) = z, * = 1, 2 .-, g.

case when j # ¢: Since (4, ¥1) = -+ = (%, ¥uur,9) = ¢, % occurs in the gth
associate class of each of ¥y, ¥a, - -+, ¥,+,q but not in the jth associate class.
Hence if j = ¢, ¢ occurs n(¢*, §) times and it occurs O times if j # ¢. Hence the
lemma.

Assuming the usual additive model for a PBIB design we get the well known
reduced normal equations for the intrablock estimates of the treatment contrasts
as:

Qi = Z;=lCiiff, =12 ---,0.
Where
C,'.' = T,'*(]. - k‘l)
Cij = =N, if (3,7) =1
Le Qi = rao(1 — k& — K7 220 ASo(fi).

Let 41, % - - -, nci%yj be the n(¢¥, 7) jth associates of treatment ¢.
Then

Qil T‘:(l - k-l)fil - k-—l Zq >‘11811(21'1) )

-1
Qin(e‘.j) = ri:u‘.;)(l — k)i in 5

- k_l Zq AqSQ(fir»(i'.,‘))'
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Adding
8i(Qi) = (rat 4 -+ 4 1tz (1 — E)S85(E)
—E7 22 AaSi{ So(8)}
= (ra 4 o rdee,) (1 — B8
—k7 2 e Ny 2o p(®%, %5 b, @) Su()
—kAm(*, )i, *=1,2,---,¢,
= (rg+ s ) (1 = ET)8()
-k Z'qn—l Ag th=1 p(fb*, ":*3 k; J, Q)Sh(fi)
+ KA, ). 2 imaSi(f), =129,
for, we assume that
£+ 27 Su(f:) = 0 for all 4.

These equations are similar to those of the ordinary PBIB design and can be
solved similarly.

6. Methods of construction. Whenever necessary, we shall distinguish the
parameters of a PBIB(TW) with asterisks. The p(a, b; I; ¢, d) parameters are
omitted from the following discussions, as they can be easily obtained once the
groups into which the treatments fall and the association relation between the
treatments are specified.

TuEOREM 5.1. The direct combination of n PBIB designs having parameters v; ,
bi, i, by Nj,mij, 0 =1,2 -+ mn;j=1,2 .-+, m, leads to a PBIB(TW) with
parameters

v* =vi,b* = E:lei,ri* =1‘,~,k* =k,
)‘f* =N\, x:l:t+1 = O, n(i, ]) = Nij,
nE,m+1) = >ruav,i=12 - n; j=12 - m

Proor. The association relation between treatments of the derived design.
We shall assume that the treatments of the design number ¢ are 1, 2, ----, v;
so that in the derived design i.e. in the PBIB(TW), we denote them as 1.
26"+, Vi) - If 0y is any treatment of the derived design, then its first m as-
sociates are the same as those in design number z and the treatments of designs
other than x are its (m -+ 1)th associates.

Grouprs oF THE DERIVED DEsiGN. Treatments having the same suffix (z)
belong to group <. The p(a, b; [; ¢, d) parameters can be easily obtained.

The designs obtained by this theorem are not connected and are, therefore, of
theoretical interest only.

THEOREM 5.2. If there exists a resolvable PBIB design with parameters v, b = nr,
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n any positive integer, v, k, My = 0, N2, 11 , N2 then we can construct a PBIB(TW)
with parameters

0™ =v,vg*=r,b*=b,r1*=r,rz*=n,k*=k+1,)\1*=O,
)\2* = A, )\3* = l,n(l, 1) = nl,n(l, 2) = nz,n(l, 3) =T,
n(2,1) =r —1,n(22) =0,n(2,3) =

Proor. Number the r replicates of the PBIB from 1 to r. Let the treatments
of the PBIBbe 1,2, ----, v. If (61, ----, 6,) is an additional set of r distinct
treatments, augment each block of replicate?,1 < 7 < r, by 6; .

Grouprs oF THE DERIVED DEsIGN. All treatments of the original PBIB design
belong to group 1 and 6’s belong to group 2.

AssociATION RELATION BETWEEN TREATMENTS OF THE DERIVED DESIGN.
The first and second associates of a treatment belonging to group 1 are the same
as those it had in the original PBIB and 6’s are its third associates. The first

associates of a treatment 6; ¢ G(2) are 0;,j # 4,5 = 1,2, -+, r. 6; has no sec-
ond associates. Its third associates are the treatments of the original PBIB de-
sign.

TeEOREM 5.3. If there exists a resolvable PBIB design with parameters v, b =
nr, v, k, M = 0, \s = n,ny, ne then we can construct a PBIB(TW) with parameters

v* = v, ve* = 1, b* = b, rn* =7 r* = n, E* =L+t

M =0, A =, No=1, n(l, 1) = ny, n(l, 2) = ng,
n(ly 3) = ri, n(27 1) = (T - l)t) n(2) 2) = (t - 1)) n(2: 3) =,

where t is any positive integer.

The procedure of construction is similar to that of Theorem 5.2. The difference
is that instead of augmenting the blocks by a single treatment, here we augment
each of them by a set of ¢ distinct treatments and different replicates with differ-
ent sets of treatments.

Let the new treatments attached to blocks of the ¢th replicate be 6;1 , 652, - - -,
6,2 =1,2,----, 1.

Grours OF TREATMENTS OF THE DERIVED DEsSIGN. All treatments of the
original PBIB design belong to group 1 and 6’s belong to group 2.

AssociATION RELATION BETWEEN THE TREATMENTS OF THE DERIVED DESIGN.
The first and second associates of a treatment belonging to group 1 are the same
as those it had in the original PBIB design and #’s are its third associates. The
first associates of a treatment 0;; ¢ G(2) are O, # 4,1 = 1,2, -+ -r; kb = 1, 2,
- - -£. Its second associates are 6;7 , f % j7,f = 1, 2, - - - -, i. The third associates of
0:; are the treatments of the original PBIB design.

Tae MetaHop oF DIFFERENCES FOR CoNSTRUCTING PBIB DESIGNS WITH
Two-wAY CLASSIFICATION OF TREATMENTS. Let there be m, m = 2, groups of
treatments, a typical treatment of group ¢ being z;, z = 0,1,2, ----, (t — 1)
modulo ¢. Then the difference modulo ¢ between two elements having suffix, say 1,
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is said to be a “pure difference” of type (7, 7) and the difference modulo ¢ be-
tween two elements having distinct suffixes, say ¢ and j, is said to be a “mixed
difference” of type (7, 7) [2]. Now we prove the following theorem.

TrEOREM 5.4. Let there be two groups of treatments such that treatments of group
tarex;,x=0,1, -+, (t — 1) modulo t, 7 = 1, 2. Let it be possible to find q ini-
tial blocks By , By, - - - -, Bg each containing k, k < t, distinct treatments such that

(1) there are r; treatments belonging to group 1,7 = 1, 2;

(ii) the k(k — 1)q differences modulo t arising from the initial blocks satisfy the
conditions:

(a) among the (2t — 1) distinct differences of types (1, 1) and (1, 2),
n(1, 1) of them occur \, times and n(1,2) = (2t — 1) — n(1, 1) occur Az
times each,

(b) among the (2t — 1) distinct differences of types (2, 1) and (2, 2),n(2,
1) of them occur \; times and n(2,2) = (2t — 1) —n(2, 1) occur \; times
each,

(¢) n(z, 1) should be equal to ¢ for © = 1 or 2 such that all pure differences
of type (1, ©) should be among these n(i, 1) = t differences, the other differ-
ence being of type (3,7),1 % 7,1, = 1, 2. If this difference of type (3, j)
is say 1, then n(j, 1) should be equal to 1 and this difference say f, should
be of type (J, 1) and such that I + f = 0 modulo t. Then developing these
blocks modulo t we get a PBIB(TW).

Proor. That we have v; = v, = ¢, b = ¢t are obvious. Because of (i) each
treatment of group 7 occurs r; times in the design.

Now let us consider the association relation between treatments. Let a;,
@z, **+*, Gnaa) and ¢, €2, -+, Ca2) be the n(1, 1) and n(1, 2) differences of
types (1, 1) and (1, 2) referred to in condition (ii)-(a). Then the first and second
associates of a treatment, say 6 ¢ G(1) are given respectively by (6 — a;) modulo
t,i=1,2,----,n(1,1) and (§ — ¢;) modulot, j =1, 2 ----, n(1, 2), where
we give the suffix ¢ to the treatment (¢ — a;) if a; is a difference of type
(1, 2) and so for (§ — c;). The first and second associates of a treatment, say
® £ G(2) are obtained in a similar way. The complementary nature of the two
differences arising from a pair of treatments retains the symmetry of the associa-
tion relation. Condition (ii)-(c¢) ensures the constancy of the parameters p(a, b;
l; ¢, d) in the sense that the value of this parameter is the same for all treatments
ae@(a),BeGD), (a,B) = I. For example, if n(1, 1) = ¢ we have

.. t— 2 1 .. 00
p(ly 1) 171).7) '_( 1 t_2>7 p<1) 1’2717.7) _(0 0)’
.. (00 RN (I |
p(2)27 1) 7'7.7) - (0 0)7 p(2)27 27 17.7) _<1 2t—4>’

. . 0 t—1 .. 1 t—1
p<1’2)1:7".7)‘—<0 t—l)’ P<1,2,2,%J)—(0 t_2)

Hence the theorem.
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TABLE 5.1
Type of difference The differences arising from the blocks
G n 1,2,38,4,1, 2,3, 4
@, 2) 0,1,2,3,4,4 °
@, 1) 0,1,2, 34,1
2, 2) 1,2, 3, 4

ExampiE. The following example is given to make the theorem clear. Let
t = 5. Then consider the initial blocks

(01 1 31), (02 4, 01), (Og 2, 41), (01 1 22).

We have 1, = 7, r2 = 5. The 24 differences generated by the treatments of the
blocks are given in Table 5.1.

The n(1, 1) = 5 distinct differences occurring \; = 2 times are 1, 2, 3, 4 of
type (1, 1) and 4 of type (1, 2). The rest of the differences 0, 2, 3, 4 of type
(2, 1) and 1, 2, 3, 4 of type (2, 2) occur A = 1 times. The association scheme
and plan of the design are given below:

Association Scheme

Treatment 1st assoctates 2nd associales
01 11 21 31 41 12 02 22 32 42
1 0: 2,314 2 0: 12 32 4
2 0: 1,31 4 3 02 12 2; 4
31 00 Li2i 4 4 0: 12 2¢ 3.
41 01 11 21 31 02 12 22 32 4:2
0, 4 00 1; 21 31 1222 32 4,
1, 0, 11 21 31 4 02 25 32 4
2, 1; 01 2 31 41 0: 15 32 4
32 21 ) 01 11 31 4:1 Oz 12 2, 42
4, 31 0; 1; 2; 44 0, 12 2, 32
Plan
0, 1; 3: 0; 4, 0, 0: 2, 4 0; 1, 2,
L2 4 1, 02 14 12 32 0y 1; 2, 3;
21310, 2: 12 24 24 1 21 31 4
31 41 11 32 22 31 32 02 21 31 41 02
41 01 21 42 32 41 42 12 31 4!1 01 12

The parameters of the above design are:
v1=02=5, b=20, 7‘1=7, 7‘2=5, k=3, )\1=2,
=1 n(1,1) =5, n(1,2) =4, n(2,1) =1, n(2,2) = 8.

P11 549) = 3, PALLZ) =

(S

-0 OO
(=N=)
N—"

0 ..
0) ’ p(2’ 27 2; 1, .7) -

4 ..
4) ’ p<11 27 27 1,j) - (

p(2,2 1 4,7) =

p(L, 2 1;4,5) =

oo oo

O =
M
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TueoreM 5.5. If there exists a BIB design with parameters v, b, r, k, \ then we
can always construct ¢ PBIB(TW) having parameters

v = + k, b* = b+ ), nt o=, r =,
M=0 N=) anlQ,1)=9 21,2 =k-—1,

n(2,1) =k, n(2,2) = (v — 1).

Proor. Let the treatments of the BIB design be 1, 2, ---, ». Then, if
(61, 02, ---,06;) is an additional set of k distinet treatments, add the block
(61,62, -, 0:)\ times to the BIB design. The resulting design is the required
one.

Groups oF TREATMENTS. We consider 6, 6, - -+ 0 as forming group 1 and
treatments 1, 2, - - - », forming group 2.

AssociaTioN ReLATION. The first associates of a treatment belonging to group
1,1 = 1, 2, are all those belonging to group j,j # ¢ = 1, 2. The second associates
of a treatment belonging to group ¢, ¢ = 1, 2, are all the other treatments of the
same group.

This theorem is a special case of Theorem 5.1 except that the 1st and 2nd
associates are reversed.

TuEOREM 5.6. If from a PBIB design obtained by dualising the BIB design with
parameters [Tp* = rk — k + 1,0" = (rk — k + V)k/r ™, r* =k, F=r2 =1
we omit the r blocks in which a particular treatment 6 occurs, then the resulting
design is always a PBIB(TW).

Proor. The PBIB design so obtained has k(r — 1) 4+ 1 blocks in it and has
M = 0, A2 = 1 so that any two blocks have one treatment in common.

We shall denote the original PBIB design by D and the derived design obtained
from it by omitting the r blocks as D*.

Groups oF TREATMENTS oF D*. Those treatments which occurred in the
omitted set of blocks of D, except 6, constitute the first group of treatments and
the rest of the treatments of D* constitute the second group.

AssociaTioN RELaTION BETWEEN TREATMENTS OF D*. The discussion about
the associate classes of a treatment o in D* shall be carried out in terms of those
of o in D. Thus we shall be talking about the changes that have taken place in
the associate classes of @ in passing from D to D*.

Two treatments which occur together in the same block of D are considered as
2nd associates and two treatments which do not occur together in D are con-
sidered as first associates. Hence the second associates of 8 form group 1 and the
first associates of it form group 2. Hence (in passing from D to D*) to the 1st
associates of a treatment belonging to group 1, (k — 2) additional first asso-
ciates are added which are taken away from its second associates. Also, 8 is taken
away from the 2nd associates of group 1 and from the 1st associates of group 2
treatments.
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n(1,1) = (k= r)(r = 1)k — 1)r " + (k — 2),

n(l,2) =rk—-1) —(k—2) — 1, "

n(2,1) = (k —r)(r — 1)(k — 1)r " — 1,

n(2,2) = r(k — 1).
We shall now determine p(a, b; I; ¢, d)’s.
. Let @ £ G(1). Consider those group 1 treatments which were its 2nd associates
in D, but are now its 1st associates in D*. There are (k — 2) of them. Let 8 be
one such. This implies that o and 8 had occurred together in one of the omitted
blocks so that the set of (K — 2) newly acquired first associates of « and the set
of (k — 2) newly acquired first associates of 8 have (k — 3) treatments in com-
mon. Hence as far as two such treatments are concerned, p(1, 1; 1; 1, 1) =
pf1 + (k — 3).

Now let ¥ be a first associate of « in D, v € G(1), which means that v is not a
newly acquired 1st associate of a. Since (e, ¥) = 1, the pair (e, v) never occur
and also since v € G(1), a block in which v occurred has been deleted from D.
Hence the newly acquired sets of 1st associates of « and v have no treatment in
common. But the newly acquired 1st associates of ¥ have {(k — 2) — (r — 1)}
treatments common with the 1st associates of « in D and so for those of « to 7.
Hence as far as two such treatments are concerned p(1, 1; 1; 1, 1) = pn +
2{(k — 2) — (r — 1)}. For p(1,1;1;1,1) to satisfy condition (3) of the defini-
tion we must, therefore, have

(5.1) pu+ (k—38) =pu+2((k —2) — (r — 1)}
=p(1,1;1;1,1).

Now let § ¢ G(1) and (a, §) = 2. This implies that a block involving § has been
omitted from D and that in that block & and 6 did not occur together. But they
have to occur together as (e, 8) = 2. Hence their newly acquired sets of 1st
associates have no treatment in common; but the newly acquired set of first
associates of 6 has {(k — 2) — (r — 2)} treatments common with the lst asso-
ciates of @ in D and so for those of « to . Hence for two such treatments

(5.2) p(1,1;2;1,1) = piy + 2{(k — 2) — (r — 2)}.
By a similar line of arguments it follows that we must have
P — (k—38) —1=ps—2(r—1) —1=p(1,1;1;2,2),
Pe=pu+ (r—1) — (r—1) =p(,1;1;1,2),

p(1,1;2;2,2) =p —2(r —2) — 1,
p(1,1;2;1,2) = pia + (r — 2) — {(k — 2) — (r — 2)},
p(1,2;2;1,1) = pii + {(k — 2) — (r — 1)},

2L 21;1,1) =pu+ {(k—2) — 1
p(1,2;2;2,2) = pn — (r — 1),
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(63)  p(1,2;1;2,2) = pan —r,
p(1,2;2;1,2) = pia + (r — 1),
p(1,2;2;2,1) = pi — {(k —2) — (r — 1)} — 1,
p(1,2;1;1,2) = pu +r,
p(1,2;1;2,1) = pis — {(k — 2) — 1} — 1,

1 1
. pu—1 pi
p(2;2; 1; z’]) = <pl >’

12 péz

2 2

L pu—1 pr
p(2,2;2;4,5) = <p2 2> .

21 D22

Shrikhande [7] has proved that for the PBIB design, i.e. D, mentioned in the
theorem

1 | k—r+20r—=1) —k(k—1)r" r(k—r—1)
p¢;=< r(k —r—1) ” )

r_,”__((r—l)(lc—r)(Ic—r—l)r_1 (r-—l)(k—r))
Pu = (r—1) (k=) k—2)+ (r— 1"

Substituting these values of p} in relations (5.1) and (5.3) we see that they are
satisfied. In fact, we have in D*

nw=n=rk—1), wv=m=(&—r)@r—1)F&—1)r",
b=rk—2r+1, n=(r—1), T2 = T.

Hence the theorem.
Exampres. The design (2.1) given in Section 2 was obtained from design
number (1) of Shrikhande.

6. Some construction methods for Shah’s intra- and inter-group partially
balanced (IIPB) designs. Below we shall give two methods of construction of
the IIPB [6] designs. In the discussion we shall follow the notations used by
Shah.

TaEOREM 6.1. If there exists a Group Dwisible (GD) design with parameters
v, b, 1, k, My = 0, Ay, m, n where n is even, then we can construct IIPB designs
with parameters

%

n* = in, v = (m — t)n, b* =0, = 2r, ret =,

k* =k, Mia = 0, Mz = 4, M2a = 2N, A2za = 0,
Aoz:z = Az, nua = 3n — 1, e = 3n(t — 1), faq = (M — O)n,
Na1a .= 3N, figgg = (n — 1), Nage = (M — t — ),

where t s any positive integer such that 1 < t < m.
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ProcEDURE. Let the treatments occurring in the ¢th row of the GD scheme be
G—1n,GG—1)n+1, -, C—-—1n+n-—-1), i=12--- ,m.
Replace the treatments of the GD design,
@G—Un+in, (¢G-n+in+1l,---,0@C—-Dn+(n—1),
respectively by the treatments:
7 = n, G—Dn+1,--,6—Dn+in—1

for ¢ distinct values of 4, say for ¢ = 4;, 42, - -+ 7, . Then the resulting design
is the required one.

The association relation between the treatments of the resulting design and
the groups into which the treatments are divided are discussed below.

Groups. The first group consists of treatments

(t—1n, @G-=1Ln+1,---, (—1n+in—1,
i=1, To, -, 0.
The second group‘consists of treatments
(z — 1)n, E—-—Dn+1,---, G—1n4+ (n—-1), T # 1,
To, 2,0, =12+, m.

AssociaTioNn ReEraTion. For convenience, let us call a row of the GD scheme
a subgroup. Let « and B be any two treatments. If a e G(2), 8¢ G(2) and if
a and 8 belong to the same subgroup we define (a, 8) = #:1, and if they belong
to different subgroups we define (e, B) = #%:2,7 = 1, 2. f a e G(1), B G(2)
or vice versa, (a, 8) = 12:1. Hence the theorem.

ConsTtrucTION OF IIPB DzusieNs FrRoM THE CoMPLEMENTS oF PBIB(TW).
Let N be the incidence matrix of a PBIB(TW) having parametersv; , b, r; , k, A;,
1=1,2---,9;5=1,2, ---, m. Then we can partition N as:

v |
N={ ¥ L
v |
Where N; is of order »; X b, and where each row total of N; is r;. If

N* = (Ew — N) and if we denote the (7, s)th matrix element of N*N* by d.
we have

N*N*, = (dis) = (b i ra)Ev.'vg + NiNsla i’ s = 1’ 27 g

Now, the elements of the matrix N;N, give the number of times a treatment
from the 7th and another from the sth group occur together, and this is A; if they
are lth associates. Hence if « and 8 are any two treatments of the PBIB(TW)
and if a € G(7), B G(s), (e, B) = I, then they occur together in the comple-
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mentary design (b —r; — 7o + M), 6,8 =1,2,--- g, 1 =1,2, ---, m times
and each of them occurs (b — ;) and (b — 7,) times respectively. Hence if we
preserve the grouping of treatments as in the PBIB(TW), define («, 8) = 4s:l
if a e G(2), BeG(s) or vice versa and (a, 8) = [ in the PBIB(TW), and in
addition if the parameters q(4j:t, wijiit1, %je:e) satisfy condition (iii)-(c) of
Shah’s definition, then the complement of a PBIB(TW) gives IIPB design. It
can be easily seen that the complement of a PBIB(TW), the association scheme
of which can be written in arrays forming a geometrical configuration, like GD
scheme etc., [3] satisfies all the above conditions and thus gives IIPB design.
Thus, the complements of the PBIB(TW)’s obtained by Theorem 5.5 are of
Shah’s ITPB type.
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