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APPROXIMATING GEODESICS VIA RANDOM POINTS1

BY ERIK DAVIS AND SUNDER SETHURAMAN

University of Arizona

Given a cost functional F on paths γ in a domain D ⊂ R
d , in the form

F(γ ) = ∫ 1
0 f (γ (t), γ̇ (t)) dt , it is of interest to approximate its minimum cost

and geodesic paths. Let X1, . . . ,Xn be points drawn independently from D

according to a distribution with a density. Form a random geometric graph on
the points where Xi and Xj are connected when 0 < |Xi − Xj | < ε, and the
length scale ε = εn vanishes at a suitable rate.

For a general class of functionals F , associated to Finsler and other dis-
tances on D, using a probabilistic form of Gamma convergence, we show
that the minimum costs and geodesic paths, with respect to types of approxi-
mating discrete cost functionals, built from the random geometric graph, con-
verge almost surely in various senses to those corresponding to the continuum
cost F , as the number of sample points diverges. In particular, the geodesic
path convergence shown appears to be among the first results of its kind.

1. Introduction. Understanding the shortest or geodesic paths between points
in a medium is an intrinsic concern in diverse applied problems, from optimal
routing in networks and disordered materials to identifying manifold structure in
large data sets, as well as in studies of Zd and R

d -percolation (cf. recent survey
[5] and [17–22]).

There are sometimes abstract formulas for the geodesics, from the calculus of
variations, or other differential equation approaches. For instance, with respect to
a patch of a Riemannian manifold (M,g), with M ⊂ R

d and tensor field g(·),
it is known that the distance function U(·) = d(x, ·), for fixed x, is a viscosity
solution of the Eikonal equation ‖∇U(y)‖g(y)−1 = 1 for y �= x, with boundary
condition U(x) = 0. Here, ‖v‖A = √〈v,Av〉, where 〈·, ·〉 is the standard inner
product on R

d . Then a geodesic γ connecting x and z may be recovered from U

by solving a descent equation, γ̇ (t) = −η(t)g−1(γ (t))∇U(γ (t)), where η(t) is a
scalar function controlling the speed.

On the other hand, computing numerically the distances and geodesics may be a
complicated issue. One of the standard approaches is the fast marching method to
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approximate the distance U , by solving the Eikonal equation on a regular grid of n

points. This method has been extended in a variety of ways, including with respect
to triangulated domains, as well as irregular samples {x1, . . . , xn} of an Euclidean
submanifold (cf. [24, 30]). See also [27] in the above contexts for a review.

Alternatively, variants of Dijkstra’s or heat flow methods, on graphs approxi-
mating the space are sometimes used. In Dijkstra’s algorithm, distances and short-
est paths are found by successively computing optimal routes to nearest-neighbor
edges. In heat flow methods, geodesic distances can be found in terms of the small
time asymptotics of a heat kernel on the space. For instance, see [10, 11, 14, 33,
34].

Another idea has been to collect a random sample Xn of n points from a man-
ifold embedded in R

d , put a network structure on these points, say in terms of a
ε-random geometric or k-nearest neighbor graph, and then approximate the contin-
uum geodesics lengths by lengths of discrete geodesic paths found in this network.
Presumably, under assumptions on how the points are sampled and how the ran-
dom graphs are formed, as the number of points diverge, these discrete distances
should converge almost surely to the continuum shortest path lengths. Such a sta-
tistical consistency result is fundamental in manifold learning [6]. For instance,
the popular ISOMAP procedure [7, 32] is based on these notions to elicit manifold
structure in data sets.

More specifically, let D be a subset of Rd corresponding to a patch of the man-
ifold, and consider a kernel f (x, v) : D × R

d → [0,∞). Define the f -cost of a
path γ (t) : [0,1] → D from γ (0) = a to γ (1) = b as F(γ ) = ∫ 1

0 f (γ (t), γ̇ (t)) dt .
The f -distance from a to b is then the infimum of such costs over paths γ . For
example, if f (x, v) = |v|p and p ≥ 1, the f -distance is |b − a|p , the pth power of
the Euclidean distance. Moreover, when p = 1, F(γ ) is the arc length of the path
γ and the f -distance is the length of the line segment from a to b.

With respect to a class of functions f and samples drawn from a distribution
on the D with density ρ, papers [7, 28] and [3] address, among other results, how
ε = εn and k = kn should decrease and increase, respectively, so that various con-
centration type bounds between types of discrete and continuum optimal distances
hold with high probability, leading to consistent estimates.

For instance, in [28], for εn-random graphs and smooth ρ, certain density de-
pendent estimators of continuum distances were considered, where f (x, v) =
h(ρ(x))|v| and h(y) is decreasing, smooth, constant for |y| small, and bounded
away from 0. This work extends [7], which considered f (x, v) = |v| and uni-
formly distributed samples. On the other hand, in [3], among other results, on kn-
nearest-neighbor graphs, continuum distances, where f (x, v) = h(ρ(x))|v| and h

is increasing, Lipschitz, and bounded away from 0, were approximated (see also
[15]).

In these contexts, the purpose of this article is twofold. First, we identify a gen-
eral class of f -distances for which different associated discrete distances, formed
from random εn-random geometric graphs on a domain D ⊂ R

d , converge almost
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surely to them. Second, we describe when the associated discrete geodesic paths
converge almost surely, in uniform and Hausdorff norms, to continuum f -distance
geodesic paths, a type of consistency which appears to be among the first con-
tributions of this kind. The main results are Theorems 2.1, 2.2, 2.4, 2.5, 2.6 and
Corollary 2.3. See Section 2 and Section 2.3 for precise statements and related
remarks.

We consider the following three different discrete costs. The first, d1, optimizes
on paths γ , starting and ending at a and b, respectively, linearly interpolated be-
tween points in Xn ∪ {a, b}, where consecutive points are within εn of each other,
and the time to traverse each link is the same. The second, d2, optimizes with
respect to quasinormal interpolations between the points, using however the f -
geodesic paths. The third, d3, does not interpolate at all, and optimizes a “Riemann
sum” cost 1

m

∑m−1
i=0 f (vi,m(vi+1 −vi)) where m is the number of edges in the dis-

crete path {v0, . . . , vm} ⊂Xn ∪ {a, b}. We note, discrete distances d2 and d3, in the
setting f (x, v) = |v| were introduced in [7], and density dependent versions were
used in the results in [28]. The discrete distance d1, although natural, seems not
well considered in the literature.

The conditions we impose on f include p-homogeneity in v for p ≥ 1, con-
vexity and an ellipticity condition with respect to v, and a smoothness assumption
away from v �= 0. Such conditions include a large class of kernels f associated
to Finsler spaces, as well as those kernels considered in [28] and [7], with respect
to εn-random graphs. The domain D ⊂ R

d is assumed to be bounded and convex.
Also, we assume that the rate of decrease of εn is such that the graph on Xn is
connected for all large n. Moreover, this choice of εn implies that the density of
nearby points increases sufficiently quickly so that zig-zags in the optimal path
approximations do not accumulate.

While a main contribution of the article is to provide a general setting in which
the discrete to continuum convergences hold, we remark our proof method is quite
different from that in the literature, where specific features of f , such as f (x, v) =
|v| in [7], are important in estimation of distances, not easily generalized. We use
a form of Gamma convergence to derive the almost sure limits, which may be
of interest itself. This method involves showing liminf, limsup and compactness
elements, as in the analysis context, but here on appropriate probability 1 sets. Part
of the output of the technique, beyond giving convergence of the distances, is that
it yields convergence of the minimizing discrete paths to continuum geodesics in
various senses.

The f -costs share different properties depending on if p = 1 or p > 1, and also
when d ≥ 2 or d = 1. For instance, the f -cost is invariant to reparametrization
of the path exactly when p = 1. Also, when p > 1, the form of the f -cost may
be seen to be coercive on the modulus of γ , not the case when p = 1. In fact,
the p = 1 case is the most troublesome, and more assumptions on f and εn are
required in Theorems 2.5 and 2.6 to deal with the linear path cost d1 and Riemann
cost d3, which are rougher than the quasinormal cost d2.
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At the same time, in d = 1, in contrast to d ≥ 2, all paths lie in the interval
[a, b] ⊂ R. When also p = 1, the problem is somewhat degenerate: By invariance
to reparametrization, the costs d1 and d2 turn out to be nonrandom and to reduce
to the integral

∫ b
a f (s,1) ds. Also, the cost d3 is a Riemann sum which converges

to this integral.
Finally, we comment on a difference in viewpoint with respect to results in con-

tinuum percolation. The Riemann sum cost considered here seems related to but
is different than the cost optimized in the works [18, 19]. There, for p > 1, one
optimizes the cost of a path {w0, . . . ,wm}, along random points, from the origin
0 to nx, for x ∈ R

d , given by
∑m−1

i=0 |wi+1 − wi |p , and infers a scaled distance
d(x) = c(d,p)|x|, in law of large numbers scale n, where the proportionality con-
stant c(d,p) is not explicit. In contrast, however, in this article, given already an
integral f -distance, the viewpoint is to optimize costs of paths of length order 1
(not n as in [18, 19]), where the length scale between points is being scaled of
order εn, and then to recover the f -distance in the limit. We note also another dif-
ference: When f (x, v) = |v|p , as remarked above, the f -distance from the origin
to x is |x|p , instead of ∼ |x| as in the continuum percolation studies.

In Section 2, the setting, assumptions and results are given with respect to three
types of discrete costs. In Section 3, proofs of Theorems 2.1 and 2.2 and Corol-
lary 2.3 on the interpolating costs are given. In Section 4, proofs of Theorems 2.4,
2.5 and 2.6, with respect to Riemann costs, and interpolating costs when p = 1,
are given. In the Appendix, some technical results, used in the course of the main
proofs, are collected.

2. Setting and results. We now introduce the setting of the problem, and
standing assumptions, which hold throughout the article.

For d ≥ 1, we will be working on a subset D ⊂ R
d ,

(2.1) which is the closure of an open, bounded, convex domain.

Therefore, D is a Lipschitz domain (cf. Corollary 9.1.2 in [2], Section 1.1.8 in
[23]).

Consider points a, b ∈ D and let �(a, b) denote the space of Lipschitz paths
γ : [0,1] → D with γ (0) = a and γ (1) = b. Given f : D × R

d → [0,∞), we
define the cost F : �(a, b) → [0,∞) by

F(γ ) =
∫ 1

0
f

(
γ (t), γ̇ (t)

)
dt,

and associated optimal cost

(2.2) df (a, b) = inf
γ∈�(a,b)

F (γ ).

We will make the following assumptions on the integrand f :

(A0) f is continuous on D ×R
d , and C1 on D × (Rd \ {0}),
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(A1) f (x, v) is convex in v,
(A2) there exists p ≥ 1 such that f (x, v) is p-homogenous in v,

(2.3) f (x,λv) = λpf (x, v) for λ > 0,

(A3) there exist constants m1,m2 > 0 such that

(2.4) m1|v|p ≤ f (x, v) ≤ m2|v|p for all x ∈ D.

We remark, when p > 1 and p-homogeneity (A2) holds, that f may be ex-
tended to a C1 function on D ×R

d .
Part of the reasoning for the assumptions (A0)–(A3) is that they include, for p ≥

1, the familiar kernel f (x, v) = |v|p , mentioned in the Introduction, for which,
when p = 1, F(γ ) is the arclength of the path γ and df (a, b) = |b − a|.

Also, under these assumptions on f , it is known that the infimum in (2.2) is
attained at a path in �(a, b), perhaps nonuniquely (see Proposition A.2 of the
Appendix). In addition, we remark, when p = 1, under additional differentiability
assumptions, df represents a Finsler distance (cf. [4, 31] and references therein).

When p = 1, there is an interesting scaling property: By 1-homogeneity of f ,
the cost F is invariant under smooth reparametrization of paths. That is, given a
path γ ∈ �(a, b) and smooth, increasing s : [0,1] → [0,1], with s(0) = 0 and
s(1) = 1, one has F(γ̃ ) = F(γ ) where γ̃ (t) = γ (s(t)).

This property allows to deduce, when p = 1, that df satisfies the triangle prop-
erty (not guaranteed when p > 1): Let γ1 be a path from u to w, and γ2 be a path
from w to z.

Write ∫ 1

0
f

(
γ1(t), γ̇1(t)

)
dt +

∫ 1

0
f

(
γ2(t), γ̇2(t)

)
dt

=
∫ 1/2

0
f

(
γ1(2s),2γ̇1(2s)

)
ds +

∫ 1/2

0
f

(
γ2(2s),2γ̇2(2s)

)
ds(2.5)

=
∫ 1

0
f

(
γ3(t), γ̇3(t)

)
dt,

where γ3 is a path from u to z, following γ1(2·) and γ2(2·) on time inter-
vals [0,1/2] and [1/2,1], respectively. Optimizing over γ1, γ2 and γ3 gives
df (u,w) + df (w, z) ≥ df (u, z).

We now construct a random geometric graph on D through which approxima-
tions of df and its geodesics will be made. Let {X1,X2, . . .} ⊂ D be a sequence
of independent points, identically distributed according to a distribution ν with
probability density ρ. For each n ∈ N, let Xn = {X1, . . . ,Xn} and fix a length
scale εn > 0. With respect to a realization {Xi}, we define a graph Gn(a, b), on
the vertex set Xn ∪ {a, b}, by connecting an edge between u, v in Xn ∪ {a, b} iff
0 < |u − v| < εn, where | · | refers to the Euclidean distance in R

d .
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FIG. 1. Continuum geodesic and εn-graph for f (x, v) = w(x)|v| on the domain D = [−1,1] ×
[−1,1], where w(x) = 1 + 8 exp(−2(x1 − 1/2)2 + x1x2 + 2x2

2 ), and a = (−0.8,−0.8), b =
(0.8,0.8).

For u, v ∈ Xn ∪ {a, b}, we say that a finite sequence (v0, v1, . . . , vm) of vertices
is a path with m-steps from u to v in Gn(a, b) if v0 = u, vm = v, and there is an
edge from vi to vi+1 for 0 ≤ i < m. Let Vn(a, b) denote the set of paths from a to
b in Gn(a, b).

We will assume a certain decay rate on εn, namely that limn↑∞ εn = 0 and

(2.6) lim sup
n→∞

(logn)1/d

n1/d

1

εn

= 0.

Under this type of decay rate, almost surely, for all large n and a, b ∈ D, points
a, b will be connected by a path in the graph Gn(a, b), in other words, Vn(a, b) will
be nonempty. Indeed, under this rate, the degree of a point in the graph will diverge
to infinity. See Proposition A.1 in the Appendix, and remarks in Section 2.3.

We will also assume that the underlying probability density ρ is uniformly
bounded, that is, there exists a constant c > 0 such that

(2.7) c ≤ ρ(x) ≤ c−1 for all x ∈ D.

See Figure 1, parts (a) and (b), which depict a geodesic path with respect to a
cost F , and an εn-random graph.

Standing assumptions. To summarize, the assumptions, dimension d ≥ 1, (2.1)
on D, items (A0)–(A3) on f when p ≥ 1, decay rate (2.6) on εn, and density
bound (2.7) on ρ, denoted as the standing assumptions, will hold throughout the
article.
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In the next two subsections, we present results on approximation of df (a, b)

and its geodesics with respect to two types of schemes, where approximating costs
are built (1) in terms of interpolations of points in Vn(a, b) and also (2) in terms of
Riemann sums.

2.1. Interpolating costs. We introduce two types of discrete costs based on
linear and quasinormal paths.

Linear interpolations. With respect to a realization {Xi}, for u, v ∈ D, let lu,v :
[0,1] → D denote the constant-speed linear path from a to b, given by

lu,v(t) = (1 − t)u + tv.

Consider now v = (v0, v1, . . . , vm) ∈ Vn(a, b). We define lv ∈ �(a, b) to be the
concatenation of the linear segments {lvi−1,vi

}mi=1, where each segment is traversed
in the same time 1/m. More precisely, for i/m ≤ t ≤ (i + 1)/m, define

lv(t) = lvi ,vi+1(mt − i),

and note that the resulting piecewise linear path is in �(a, b).
Define now a subset �l

n(a, b) of �(a, b) by

�l
n(a, b) = {

lv|v ∈ Vn(a, b)
}
,

and define the (random) discrete cost Ln : �l
n(a, b) → [0,∞] by

Ln(γ ) = F(γ ) for γ ∈ �l
n(a, b).

In other words, Ln is the restriction of F to �l
n(a, b). By the p-homogeneity of f ,

we may write this as

Ln(lv) =
m−1∑
i=0

∫ (i+1)/m

i/m
f

(
lvi ,vi+1(mt − i),m(vi+1 − vi)

)
dt

(2.8)

= mp−1
m−1∑
i=0

∫ 1

0
f

(
lvi ,vi+1(t), vi+1 − vi

)
dt.

Quasinormal interpolations. Define now a different discrete cost which may
nonlinearly interpolate among points in paths of Vn(a, b). We say that a Lipschitz
path γ is quasinormal with respect to f if there exists a c > 0 such that

f
(
γ (t), γ̇ (t)

) = c for a.e. t ∈ [0,1].
It is known, under the standard assumptions on f (see Proposition A.2) that, for

u, v ∈ D, there exists a quasinormal path γ : [0,1] → D, with γ (0) = u,γ (1) = v,
which is optimal, df (u, v) = ∫ 1

0 f (γ (t), γ̇ (t)) dt . For what follows, when we refer
to a quasinormal path connecting u and v, we mean such a fixed optimal path
denoted by γu,v .
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Given a path v = (v0, . . . , vm) ∈ Vn(a, b), let γv ∈ �(a, b) denote the concate-
nation of {γvi−1,vi

}mi=1, where each segment uses the same time 1/m. More pre-
cisely, for i/m ≤ t ≤ (i + 1)/m, define

γv(t) = γvi,vi+1(mt − i).

As with piecewise linear functions, define the subset �
γ
n (a, b) of �(a, b) by

�γ
n (a, b) = {

γv|v ∈ Vn(a, b)
}
.

Let Gn : �γ
n (a, b) →R denote the restriction of F to �

γ
n (a, b).

Then, with respect to a path γ = γv ∈ �
γ
n (a, b), by the p-homogeneity of f , we

evaluate that

Gn(γ ) =
∫ 1

0
f

(
γ (t), γ̇ (t)

)
dt

=
m∑

i=1

∫ i/m

(i−1)/m
f

(
γvi−1,vi

(mt − i),mγ̇vi−1,vi
(mt − i)

)
dt

(2.9)

= mp−1
m∑

i=1

∫ 1

0
f

(
γvi−1,vi

(t), γ̇vi−1,vi
(t)

)
dt

= mp−1
m∑

i=1

df (vi−1, vi).

Further, by p-homogeneity of f and optimality of {γvi,vi+1}mi=1, the segments of
γ = γv are also optimal, in the sense that∫ (i+1)/m

i/m
f

(
γ (t), γ̇ (t)

)
dt

= mp−1
∫ 1

0
f

(
γvi,vi+1(t), γ̇vi ,vi+1(t)

)
dt(2.10)

= inf
γ̃

mp−1
∫ 1

0
f

(
γ̃ (t), ˙̃γ (t)

)
dt = inf

γ̂

∫ (i+1)/m

i/m
f

(
γ̂ (t), ˙̂γ (t)

)
dt,

where the infima are over Lipschitz paths γ̃ : [0,1] → D and γ̂ : [i/m, (i +
1)/m] → D with γ̃ (0) = vi , γ̃ (1) = vi+1, γ̂ (i/m) = vi and γ̂ ((i + 1)/m) = vi+1.

Relations between Gn and Ln. At this point, we remark there are kernels f for
which Gn = Ln, namely those such that linear segments are in fact quasinormal
geodesics. An example is f (x, v) = |v|. Identifying these kernels is a question
with a long history, going back to Hilbert, whose fourth problem paraphrased asks
for which geometries are the geodesics straight lines (cf. surveys [4, 25]). Hamel’s
criterion, namely ∂xi

∂vj
f = ∂xj

∂vi
f for 1 ≤ i, j ≤ d , is a well-known solution to

this question (see [4, 13, 25] and references therein).
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We also note, as mentioned in the Introduction, that the case d = p = 1 is degen-
erate in that minGn and minLn are not random. Indeed, let γv ∈ arg minGn and
suppose v = (v0, . . . , vm) ∈ Vn(a, b). We observe that γv must be nondecreasing,
as otherwise, one could build a smaller cost path, from parts of γv using invariance
to reparametrization, violating optimality of γv. In particular, γ̇v ≥ 0 and vi < vi+1
for 0 ≤ i ≤ m − 1. Then

Gn(γv) =
m−1∑
i=0

∫ (i+1)/m

i/m
f

(
γv(t), γ̇v(t)

)
dt

=
m−1∑
i=0

∫ vi+1

vi

f (s,1) ds =
∫ b

a
f (s,1) ds,

using the 1-homogeneity of f and changing variables. The same argument yields
that minLn = ∫ b

a f (s,1) ds. We do not consider this degenerate case further.
The first result is for linearly interpolated paths.

THEOREM 2.1. Suppose that p > 1. With respect to realizations {Xi} in a
probability 1 set, the following holds. The minimum values of the costs Ln converge
to the minimum of F ,

lim
n→∞ min

γ∈�l
n(a,b)

Ln(γ ) = min
γ∈�(a,b)

F (γ ).

Moreover, consider a sequence of optimal paths γn ∈ arg minLn. Any subse-
quence of {γn} has a further subsequence that converges uniformly to a limit path
γ ∈ arg minF ,

lim
k→∞ sup

0≤t≤1

∣∣γnk
(t) − γ (t)

∣∣ = 0.

In addition, if γ is the unique minimizer of F , then the whole sequence γn

converges uniformly to γ .

The case d ≥ 2 and p = 1 requires further development, and is addressed with
a few more assumptions in Theorem 2.6.

We now address quasinormal interpolations.

THEOREM 2.2. Suppose that either (1) p > 1 or (2) d ≥ 2 and p = 1. Then,
with respect to realizations {Xi} in a probability 1 set, the following holds. The
minimum values of the energies Gn converge to the minimum of F ,

lim
n→∞ min

γ∈�
γ
n (a,b)

Gn(γ ) = min
γ∈�(a,b)

F (γ ).

Moreover, consider a sequence of optimal paths γn ∈ arg minGn. Any subse-
quence of {γn} has a further subsequence that converges uniformly to a limit path
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γ ∈ arg minF ,

lim
k→∞ sup

0≤t≤1

∣∣γnk
(t) − γ (t)

∣∣ = 0.

In addition, if γ is the unique minimizer of F , then the whole sequence γn

converges uniformly to γ .

We remark, when d ≥ 2 and p = 1, that there is a certain ambiguity in the
results of Theorem 2.2, due to the invariance of F under reparametrization of paths.
In this case, there is no unique minimizer of F . Consider, for example, the case
where f (x, v) = |v| and F(γ ) = ∫ 1

0 |γ̇ (t)|dt . Any minimizer of this functional is
a parametrization of a line, but of course such minimizers are not unique.

One way to address this is to formulate a certain Hausdorff convergence with
respect to images of the paths. Given γ ∈ �(a, b), we denote the image of γ by

Sγ = {
γ (t)|0 ≤ t ≤ 1

}
.

Consider the Hausdorff metric dhaus, defined on nonempty compact subsets A,B

of D by

dhaus(A,B) = max
{

sup
x∈A

inf
y∈B

d(x, y), sup
y∈B

inf
x∈A

d(x, y)
}
.

COROLLARY 2.3. Suppose that either (1) d ≥ 2 and p = 1 or (2) p > 1.
Consider paths {γv(n)}, for all large n either in form γv(n) ∈ arg minGn, or γv(n) ∈
arg minLn.

Then, with respect to realizations {Xi} in a probability 1 set, any subsequence
of {v(n)} has a further subsequence which converges in the Hausdorff sense to Sγ ,
where γ ∈ arg minF is an optimal path.

Moreover, if F has a unique (up to reparametrization) minimizer γ , then the
whole sequence converges,

lim
n→∞dhaus

(
v(n), Sγ

) = 0.

2.2. Riemann sum costs and p = 1-linear interpolating costs. We first intro-
duce a cost which requires knowledge of f only on discrete points and, as a con-
sequence, more applicable. At the end of the subsection, we return to linear inter-
polated costs when p = 1.

Define Hn : Vn(a, b) →R, for v = (v0, v1, . . . , vm), by

(2.11) Hn(v) = 1

m

m∑
i=1

f
(
vi,m(vi+1 − vi)

)
.

The functional Hn is, in a sense, a Riemann sum approximation to Ln and Gn and,
therefore, its behavior, and the behavior of its minimizing paths, should be similar
to that of Ln and Gn. See Figure 2 for an example of an optimal Hn path.
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FIG. 2. H400-minimizing discrete path in the setting of Figure 1, linearly interpolated for visual
clarity (see Section 2.2).

We make this intuition rigorous by establishing variants of Theorems 2.1 and 2.2
with respect to the cost Hn. Given the rougher nature of Hn, however, additional
assumptions on f and εn, beyond those in the standing assumptions, will be helpful
in this regard. As in the previous subsection, our results differ between the two
cases p = 1 and p > 1.

Define the following smoothness condition:

(Lip) There exists a c such that for all x, y ∈ D and v ∈ R
d we have∣∣f (x, v) − f (y, v)

∣∣ ≤ c|x − y||v|p.

We note when f satisfies the homogeneity condition (2.3), and ∇xf (x, v) is uni-
formly bounded on D × {y : |y| = 1}, that (Lip) holds.

We now consider the behavior of Hn when p > 1. The analogue to Theorem 2.1
and Corollary 2.3 in this setting is the following.

THEOREM 2.4. Suppose p > 1, and that f in addition satisfies (Lip). With re-
spect to realizations {Xi} in a probability 1 set, the minimum values of the energies
Hn converge to the minimum of F ,

lim
n→∞ min

v∈Vn(a,b)
Hn(v) = min

γ∈�(a,b)
F (γ ).

Further, consider a sequence of optimal discrete paths w(n) ∈ arg minHn, and
their linear interpolations {lw(n)}. Then, for any subsequence of {lw(n)} and cor-
respondingly of {w(n)}, there is a further subsequence of the linear paths which
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converges uniformly to a limit path γ ∈ arg minF , and of the discrete paths in the
Hausdorff sense to Sγ .

If F has a unique minimizer γ , the whole sequence of linear paths converges
uniformly to γ , and the whole sequence of discrete paths converges in the Haus-
dorff sense to Sγ .

We will need to impose further assumptions on the integrand f to state results
in the case p = 1.

(Hilb) We say that f satisfies the “Hilbert condition” if, for each x,

inf
γ∈�(a,b)

∫ 1

0
f

(
x, γ̇ (t)

)
dt = f (x, b − a),

that is, straight lines are geodesics for the kernel f (x, ·).
(TrIneq) We say f satisfies the triangle inequality if, for each x,

f (x, v − w) ≤ f (x, v − u) + f (x,u − w)

for all u, v,w ∈ R
d .

(Pythag) Let α > 1. Consider points u, v,w where |uw|, |vw|, |uv| < η for a
η < 1. Suppose there is a constant c such that, for 0 < r < 1:

– dist(w, line(u, v)) ≥ r and
– |uv| ≤ cr1/α .

Then we say f satisfies the Pythagoras α-condition if there is a constant C =
C(α,f, c) such that, for all x,

f (x,w − u) + f (x, v − w) ≥ f (x, v − u) + Crα.

Here, line(u, v) is the line segment between u and v, and |uv| = |u − v|.
An example of a large class of kernels f , including f (x, v) = |v|, satisfying the

standing assumptions and the additional conditions above is given in Section 2.4.
See also Section 2.3 for further comments.

We will also need to limit the decay properties of εn for the next result; see
Section 2.3 for comments on this limitation. Namely, we will suppose that εn is in
form εn = n−δ where

(2.12) δ > max
{[(

2 − α2)
η + d

]−1
,
[
(α(d − 1) + 1

]−1}
,

for an 0 < η < 1 and 1 < α <
√

2.
We note that condition (2.6), when εn is in form εn = n−δ , yields that δ < 1/d .

However, when d ≥ 2, we have max{[(2−α2)η+d]−1, [(α(d −1)+1]−1} < 1/d ,
and so (2.12), in conjunction with (2.6), limits δ to an interval.
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THEOREM 2.5. Suppose d ≥ 2 and p = 1, and that f also satisfies (Lip) and
(Hilb). With respect to realizations {Xn}n≥1 in a probability 1 set, the minimum
values of the cost Hn converge to the minimum of F ,

lim
n→∞ min

v∈Vn(a,b)
Hn(v) = min

γ∈�(a,b)
F (γ ).

Moreover, suppose now that f in addition satisfies (TrIneq) and (Pythag) for an
1 < α <

√
2, and that εn satisfies (2.12).

Consider a sequence of optimal discrete paths v(n) ∈ arg minHn, and their lin-
ear interpolations {lv(n)}. Then, for any subsequence of {lv(n)} and so of {v(n)}, there
is a further subsequence of the linear paths which converges uniformly to a limit
path γ ∈ arg minF , and of the discrete paths in the Hausdorff sense to Sγ .

If F has a unique (up to reparametrization) minimizer γ , the whole sequence of
discrete paths converges, limn→∞ dhaus(v(n), Sγ ) = 0.

See Figure 2 for an example of an Hn-cost geodesic path.
As noted in the Introduction, when d = p = 1, Hn(v) is a certain Riemann

sum. Let w ∈ arg minHn, and observe by optimality that w = (w0, . . . ,wm) ∈
Vn(a, b) satisfies wi < wi+1 for 0 ≤ i ≤ m − 1. Hence, by 1-homogeneity of f ,
Hn(w) = ∑m−1

i=0 f (wi,1)|wi+1 − wi |, and Hn(w) strongly approximates the inte-
gral

∫ b
a f (s,1) ds, given that the partition length max |wi+1 − wi | ≤ εn → 0. For

this reason, this case is not included in the above theorem.
Linear interpolating costs when p = 1. Having now introduced (Lip), (Hilb),

(TrIneq) and (Pythag), we address the case d ≥ 2 and p = 1 with respect to the
cost Ln.

THEOREM 2.6. Suppose d ≥ 2 and p = 1, and that f also satisfies (Lip) and
(Hilb). With respect to realizations {Xn}n≥1 in a probability 1 set, the minimum
values of the cost Ln converge to the minimum of F ,

lim
n→∞ min

γ∈�l
n(a,b)

Ln(γ ) = min
γ∈�(a,b)

F (γ ).

Moreover, suppose now that f in addition satisfies (TrIneq) and (Pythag) for an
1 < α <

√
2, and that εn satisfies (2.12).

Consider a sequence of optimal paths lv(n) ∈ arg minLn. Then, for any subse-
quence of {lv(n)} and so of the discrete paths {v(n)}, there is a further subsequence
of the linear paths which converges uniformly to a limit path γ ∈ arg minF , and
of the discrete paths in the Hausdorff sense to Sγ .

If F has a unique (up to reparametrization) minimizer γ , the whole sequence of
discrete paths converges, limn→∞ dhaus(v(n), Sγ ) = 0.
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2.3. Remarks. We make several comments about the assumptions and related
issues.

1. Domain. The requirements that D should be closed and connected are needed
for the quasinormal path results in [9] and [16] to hold. Also, a bound on the do-
main allows the Arzelà–Ascoli equicontinuity criterion to be applied in the com-
pactness property, Lemma 3.7. In addition, the proof of Proposition A.1, on the
maximum distance to a nearest neighbor vertex, requires that the domain bound-
ary should be Lipschitz, true for convex domains. The convexity of the domain
also ensures that all the linearly interpolated paths are within the domain, and al-
lows comparison with quasinormal ones, which by definition are constrained in the
domain. In the p > 1 case, convexity principally enters in the proof of the limsup
inequality, Lemma 3.5, and its requisite propositions. Here, the assumption could
perhaps be relaxed in favor of a more complicated construction of the recovery
sequence. However, in the p = 1 case, convexity plays an important role in our
compactness arguments (cf. Proposition 3.6 and Section 4.2.1, which rely on the
existence of straight-line paths between nearby points in order to bound the num-
ber of vertices in an optimal path), and cannot be immediately removed without
some a priori control over the distance from discrete optimal paths to the boundary
of the domain.

2. Ellipticity of ρ. The bound on ρ is useful to compare ν to the uniform distri-
bution in the nearest-neighbor map result, Proposition A.1, as well as in bounding
the number of points in certain sets in Lemma 4.5. We note, as our approximating
costs, Ln, Gn, Hn, do not involve density estimators, our results do not depend on
the specifics of ρ, unlike for “density based distances” discussed in [28].

3. Decay of εn (2.6). Intuitively, the rate εn cannot vanish too quickly, as then
the graph may be disconnected with respect to a positive set of realizations {Xi}.
However, the estimate in (2.6) ensures that the graph Gn(a, b) is connected for
all large n almost surely; see Proposition A.1. This is a version of the δ-sampling
condition in [7], and is related to connectivity estimates in continuum percolation
(cf. [26]). Moreover, we note, the prescribed rate yields in fact that any vertex
Xi will have degree tending to infinity as n grows, as long as ρ is elliptic: One
calculates that the mean number of points in the εn ball around Xi is of order nεd

n

which grows faster than log(n).
4. Assumptions (A0)–(A3) on f . These are somewhat standard assumptions to

treat parametric variational integrals such as F (cf. [9] and [16]), which include
the basic case f (x, v) = |v|p .

5. Assumption on p. The assumption p ≥ 1 is useful to show existence of quasi-
normal paths in Proposition A.2, and compactness of minimizers. The case p < 1
is more problematic in this sense and not discussed here.

6. Extra assumptions in Theorems 2.5 and 2.6. The main difficulty is in show-
ing compactness of optimal Hn and Ln paths when p = 1. With respect to The-
orem 2.4, when p > 1, the form of the cost allows a Hölder’s inequality argu-
ment to deduce equicontinuity of the paths, from which compactness follows us-
ing Arzelà–Ascoli’s theorem. However, there is no such coercivity when p = 1.
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Yet, with the additional assumptions, one can approximate a geodesic locally by
straight lines. Several geometric estimates on the number of points in small win-
dows around these straight lines are needed to ensure accuracy of the approxima-
tion, for which the upper bound on εn in (2.12) is useful. In the absence of these
assumptions, it is not clear whether one may control the oscillations of the approx-
imating paths.

On the other hand, compactness with respect to the Hausdorff topology, view-
ing the geodesic as a set of points, might be explored, under less or a different
set of assumptions. Perhaps somewhat related, we mention [12], and references
therein, which considers Gromov–Hausdorff convergence of the space of proba-
bility measures on a random geometric graph in a torus endowed with a discrete
Wasserstein metric to the space of probability measures on the torus endowed with
the Wasserstein metric.

7. Unique minimizers of F . Given that our results achieve their strongest form
when arg minF consists of a unique minimizing path, perhaps up to reparametriza-
tion, we comment on this possibility. Under suitable smoothness conditions on the
integrand f , uniqueness criteria for ordinary differential equations allow to deduce
from the Euler–Lagrange equations for F that there is a unique geodesic between
points a, b sufficiently close together (cf. Proposition 5.25 in [9] and Chapter 5 in
[8]). On the other hand, for general a, b, nonuniqueness may hold depending on
the structure of f . For instance, one may construct an f , satisfying the standing
assumptions, with several F -minimizing paths, by penalizing portions of D so as
to induce forks.

8. k-nearest neighbor graphs. It is not clear if our approximation results, say
Theorem 2.5, hold with respect to the k-nearest-neighbor graph with k bounded–
that is the graph formed by attaching edges from a vertex to the nearest k points.
For instance, when {Xi} is arranged along a fine regular grid, f (x, v) ≡ |v|, d = 2,
and k = 4, the optimal Hn route of moving from the origin to (1,1) is on a staircase
path with length ∼ 2, no matter how refined the grid is, yet the Euclidean distance
is

√
2. In this respect, the random geometric graph setting of Theorem 2.5 allows

enough choices among nearby points, as long as ρ is elliptic, for the optimal path
to approximate the straight line from (0,0) to (1,1). It would be of interest to
investigate the extent to which our results extend to k-nearest neighbor graphs.

9. Computing optimal paths. In the p = 1 case, minimization of the functionals
Ln,Gn and Hn may be naturally posed as a problem of finding shortest paths in
a weighted graph [undirected with symmetric weights, in the case of Ln and Gn,
and directed with asymmetric weight f (x, y − x) on the edge from x to y for Hn].
Under such a formulation, finding optimal paths is computationally tractable, even
when the number of vertices n is large, for example, by means of Dijkstra’s algo-
rithm, which requires O(m logn) operations, where m is the number of weighted
edges in the graph, or via the Euclidean heuristic algorithm of [29] which, when the
continuum metric is available to prune the search space, requires O(n) operations.
We mention, under the assumption (2.6), m grows faster than n log(n).
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10. More general kernels and domains. From an applications view, say with re-
spect to the ISOMAP procedure, one presumes that the data lies in a submanifold
with a definite, but unknown structure. To estimate distances in the submanifold,
one would like to know when approximations via a random sample Xn are con-
sistent, in the most general situation. Also, from a more theoretical perspective, it
is natural to ask about the scope of the consistency of the approximations, both of
the distances and the geodesic trajectories.

Although, the class of kernels f that we consider generalize those of [7], where
f (x, v) = |v|, and [28], where f (x, v) = h(ρ(x))|v| and h satisfies several con-
ditions, in applications where the density ρ is not known in advance it would be
useful to formulate density dependent versions, as done in [28].

Also, it would be of interest to consider consistency on a more general domain,
such as a compact manifold. In this context, the domain D here represents a single
patch of a manifold, and the results here on D may be seen as a basis for further
advances.

2.4. An example class of kernels. We now describe a class of kernels f sat-
isfying all the assumptions in the article. The following lemma is a case of the
Hamel’s criterion discussed previously.

LEMMA 2.7. Given the standing assumptions, suppose also, for fixed x ∈ D,
that v �→ f (x, v) is C2 on R

d \ {0} with positive definite Hessian. Then (Hilb) is
satisfied.

PROOF. Fix an x0 ∈ D. There is a quasinormal minimizer γ ∈ C2 where both
c = f (x0, γ̇ (t)) = infγ∈�(a,b)

∫ 1
0 f (x0, γ̇ (t)) dt and

c2 = f 2(
x0, γ̇ (t)

) = inf
γ∈�(a,b)

∫ 1

0
f 2(

x0, γ̇ (t)
)
dt

for a.e. 0 ≤ t ≤ 1 (cf. Proposition 5.25 in [9]). Let g(v) = f 2(x0, v). Then γ satis-
fies the Euler–Lagrange equation d

dt
∇vg(γ̇ (t)) = ∇xg(γ̇ (t)) = 0. In other words,

Hγ̈ (t) = 0, where H denotes the Hessian of g. By assumption, H is positive def-
inite. Hence, γ̈ (t) ≡ 0, and so γ is a parametrization of a straight line. �

Recall 〈·, ·〉 denotes the Euclidean inner product on R
d .

LEMMA 2.8. Let x �→ M = M(x) be a C1, strictly elliptic matrix-valued
function on D. The kernel f (x, v) = 〈v,M(x)v〉1/2 satisfies the standing assump-
tions, and also (Lip), (Hilb), (TrIneq) and (Pythag) for all α > 1.

PROOF. The kernel clearly satisfies the standing assumptions and (Lip). Next,
for fixed x, the map v �→ f (x, v) satisfies the conditions of Lemma 2.7, and so
satisfies (Hilb). Also, v �→ f (x, v) trivially satisfies (TrIneq).
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FIG. 3. Geometric argument used in proof of Lemma 2.8 with respect to (Pythag).

We show (Pythag) in the case f (x, v) = h(x)|v|, that is M(x) = h2(x)Id, as the
notation is easier and all the ideas carry over to the more general case. Consider a
right triangle joining u,w, z where z is on the line through u, v (cf. Figure 3).

If z is not on the line segment connecting u and v, then either (a) |uw| ≥
|uv| and |wv| ≥ r ≥ rα or (b) |wv| ≥ |uv| and |uw| ≥ r ≥ rα . In either case,
h(x)[|uw| + |wv|] ≥ h(x)|uv| + m1r

α and (Pythag) is satisfied.
Suppose now z is on the line segment connecting u and v. In the triangle, uw

is the hypotenuse, and wz and uz are the legs, such that |uw|2 = |wz|2 + |uz|2.
Hence, as |uw| < 1, all the lengths are less than 1. We are given that |wz| ≥ r and
|uz| ≤ |uv| ≤ cr1/α . Then, as r ≤ |wz| < 1 and 2 < min{2α,α + 1/α}, we have

|uw|2 = |uz|2 + |wz|2
≥ |uz|2 + (1/9)r2α + 2(1/3)rα+1/α

≥ |uz|2 + (
9 max{c,1}2)−1

r2α + 2
(
3 max{c,1})−1|uz|rα

= (|uz| + (
3 max{c,1})−1

rα)2
,

and so |uw| ≥ |uz| + (3 max{c,1})−1rα .
A similar inequality, |wv| ≥ |vz| + (3 max{c,1})−1rα , holds with the same ar-

gument. Hence, h(x)|uw| + h(x)|wv| ≥ h(x)|uv| + C(m1, c)r
α . �

3. Proofs of Theorems 2.1, 2.2 and Corollary 2.3. As mentioned in the In-
troduction, the proof of Theorems 2.1 and 2.2 relies on a Gamma convergence
argument. After establishing some basic notation and results on quasinormal mini-
mizers, we present three main proof elements, liminf inequality, limsup inequality
and compactness, in the following subsections. Proofs of Theorems 2.1 and 2.2,
and Corollary 2.3 are the end of the section.
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3.1. Preliminaries. Define a nearest-neighbor map Tn : D → Xn where, for
x ∈ D, Tn(x) is the point of Xn closest to x with respect to the Euclidean distance.
In the event of a tie, we adopt the convention that Tn(x) is that nearest neighbor in
Xn with the smallest subscript. Since Xn is random, we note Tn and the distortion

‖Tn − Id‖∞ = sup
x∈D

∣∣Tn(x) − x
∣∣ = ‖Tn − Id‖∞ = sup

y∈D

min
1≤i≤n

|Xi − y|

are also random. In Proposition A.1 of the Appendix, we show for a, b ∈ D that,
almost surely,

(3.1) the graph Gn(a, b) is connected for all a, b ∈ D and all large n.

Moreover, it is shown that exists a constant C such that almost surely,

(3.2) lim sup
n→∞

‖Tn − Id‖∞n1/d

(logn)1/d
≤ C.

Throughout, we will be working with realizations where both (3.1) and (3.2) are
satisfied. Let

ANN be the probability 1 event that (3.1) and (3.2) hold.

We observe, when the decay rate (2.6) on εn holds, on the set of realizations ANN,
“NN” signifying nearest-neighbor, we have limn→∞ ‖Tn − Id‖∞/εn = 0.

To rule out certain degenerate configurations of points, in d ≥ 2, let

AQ be the event that Xk /∈ SγXi ,Xj
∀ distinct i, j, k ∈N.

Since the {Xi} come from a continuous distribution, and the image of the Lipschitz
path γXi,Xj

in D ⊂ R
d , when d ≥ 2, is of lower dimension, AQ has probability 1;

here, “Q” signifies not on quasinormal.
Recall the definitions of quasinormal and linear paths γu,v and lu,v .

PROPOSITION 3.1. Let m1 and m2 be the constants in (2.4). Then for u, v ∈
D,

(3.3) m1|u − v|p ≤ df (u, v) ≤ m2|u − v|p.

Further, the path γu,v satisfies, for 0 ≤ s, t ≤ 1, that

(3.4)
∣∣γu,v(s) − γu,v(t)

∣∣ ≤ (m2/m1)
1/p|u − v||s − t |

and

(3.5) sup
0≤t≤1

∣∣γu,v(t) − lu,v(t)
∣∣ ≤ (

(m2/m1)
1/p + 1

)|u − v|.
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PROOF. For a Lipschitz path γ between u and v, we have m1|γ̇ (t)|p ≤
f (γ (t), γ̇ (t)) ≤ m2|γ̇ (t)|p by (2.4). Also, infγ∈�(a,b)

∫ 1
0 |γ̇ (t)|p dt = |b − a|p by

a standard calculus of variations argument (see also Proposition A.2). So, by taking
infimum over γ , we obtain (3.3).

Suppose now γ = γu,v is quasinormal, so that f (γ (t), γ̇ (t)) = c for some
constant c and a.e. t . Integrating, and noting (3.3), gives c = ∫ 1

0 f (γ, γ̇ ) dt =
df (u, v) ≤ m2|u − v|p . Also, by (2.4), m1|γ̇ (t)|p ≤ f (γ (t), γ̇ (t)) = c. Hence,
|γ̇ (t)| ≤ (m2/m1)

1/p|u − v| and (3.4) follows.
Finally, to establish (3.5), suppose that there is a t such that |γu,v(t)− lu,v(t)| >

((m2/m1)
1/p + 1)|u − v|. Then, considering that |lu,v(t) − v| ≤ |u − v|, an appli-

cation of the triangle inequality gives |γu,v(t) − v| > (m2/m1)
1/p|u − v|. How-

ever, by (3.4), |γu,v(t) − v| = |γu,v(t) − γu,v(1)| ≤ (m2/m1)
1/p|u − v||t − 1| ≤

(m2/m1)
1/p|u − v|, a contradiction. Thus, inequality (3.5) holds. �

3.2. Liminf inequality. A first step in getting some control over the limit cost
F in terms of the discrete costs is the following bound.

LEMMA 3.2 (Liminf inequality). Consider γ ∈ �(a, b), and suppose we have
a sequence of paths γn ∈ �(a, b) such that

lim
n→∞ sup

0≤t≤1

∣∣γn(t) − γ (t)
∣∣ = 0 and sup

n

∫ 1

0
|γ̇n|p dt < ∞.

Then, F(γ ) ≤ lim infn→∞ F(γn).

PROOF. A sufficient condition for this inequality, a lower semicontinuity
property of F , to hold is that f (x, v) be jointly continuous and convex in v. See
Theorem 3.5 (and the subsequent Remark 2) of [9] for more discussion on this
matter. �

3.3. Limsup inequality. To make effective use of the liminf inequality, we
need to identify a sufficiently rich set of sequences for which a reverse inequal-
ity holds. To this end, we develop certain approximations of Lipschitz paths by
piecewise linear or piecewise quasinormal paths.

The following result gives a method for recovering an element of Vn(a, b) from
a suitable element of �(a, b).

PROPOSITION 3.3. Suppose, for constants c,C, that γ ∈ �(a, b) satisfies

(3.6) c ≤ |γ (s) − γ (t)|
|s − t | ≤ C,

for all 0 ≤ s < t ≤ 1. Let N = N(n) = �K/εn�, where K = C + 1 say, and define
v = (v0, . . . , vN) with v0 = a, vN = b, and vi = Tnγ (i/N) for 0 < i < N .

Then, with respect to realizations {Xi} in ANN, we have v ∈ Vn(a, b) for all
sufficiently large n.
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PROOF. To show that v ∈ Vn(a, b), it is sufficient to verify that consecutive
vertices vi−1 and vi are connected by an edge in Gn(a, b), or in other words

0 < |vi − vi−1| < εn for i = 1, . . . ,N.

We first show that |vi − vi−1| < εn. Note that |γ (i/N) − γ ((i − 1)/N)| ≤
C/N ≤ (C/K)εn and C/K < 1. For 1 < i < N , we have

|vi − vi−1| =
∣∣Tnγ (i/N) − Tnγ

(
(i − 1)/N

)∣∣
≤ (C/K)εn + 2‖Tn − Id‖∞.

Similarly, for segments incident to an endpoint a or b, we have

max
(|v1 − v0|, |vN − vN−1|) ≤ (C/K)εn + ‖Tn − Id‖∞.

In either case, assumption (2.6) on the decay of εn implies that, for realizations
{Xi} in ANN, we have |vi − vi−1| < εn for all 1 ≤ i ≤ N and sufficiently large n.

Now, we show that 0 < |vi −vi−1|. By the Lipschitz lower bound on γ , we have∣∣γ (i/N) − γ
(
(i − 1)/N

)∣∣ ≥ c/N >
(
c/(K + 1)

)
εn

for 1 ≤ i ≤ N . By a triangle inequality argument, the distance between vi and vi−1
is bounded below by (c/(K + 1))εn − 2‖Tn − Id‖∞, which on the set ANN, as εn

satisfies (2.6) and, therefore, vanishes slower than ‖Tn − Id‖∞, is positive for all
large n. �

We now establish some approximation properties obtained by interpolating
paths between points in v = (v0, . . . , vN).

PROPOSITION 3.4. Fix γ ∈ �(a, b) satisfying (3.6), and a realization {Xi} in
ANN. Let γn = γv and ln = lv, where N = N(n) and v = (v0, . . . , vN) are defined
as in Proposition 3.3. Then we obtain

lim
n→∞ sup

0≤t≤1

∣∣γn(t) − γ (t)
∣∣ = 0 and lim

n→∞ sup
0≤t≤1

∣∣ln(t) − γ (t)
∣∣ = 0.

In addition,

(3.7) sup
n

∥∥l′n∥∥∞ < ∞ and l′n(t) → γ ′(t) for a.e. t ∈ [0,1].

PROOF. We first argue that limn→∞ sup0≤t≤1 |ln(t) − γ (t)| = 0. Let ui =
γ (i/N), and let l̃n = lu(n) ∈ �(a, b) be the piecewise linear interpolation of u(n) =
(u0, . . . , uN). As γ is Lipschitz and limn→∞ N(n) = ∞, we have
limn→∞ sup0≤t≤1 |l̃n(t) − γ (t)| = 0, and also limn→∞ l̃′n(t) = γ ′(t) for a.e. t ∈
[0,1]. By construction, ln(i/N) = vi = Tnγ (i/N) and l̃n(i/n) = ui = γ (i/N) so
that

max
0≤i≤N

∣∣ln(i/N) − l̃n(i/N)
∣∣ ≤ ‖Id − Tn‖∞.
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Then, as ln and l̃n are piecewise linear, it follows that sup0≤t≤1 |ln(t) − l̃n(t)| ≤
‖Id − Tn‖∞. As limn→∞ ‖Id − Tn‖∞ = 0 on ANN, we obtain
limn→∞ sup0≤t≤1 |ln(t) − γ (t)| = 0.

For i/N < t < (i + 1)/N , we have

l′n(t) = N(vi+1 − vi).

As |vi+1 − vi | ≤ εn (Proposition 3.3), it follows that |l′n(t)| ≤ Nεn ≤ K + εn.
Hence, supn ‖l′n‖∞ < ∞.

Likewise, l̃′n(t) = N(ui+1 − ui), and so∣∣l′n(t) − l̃′n(t)
∣∣ ≤ N

(|vi+1 − ui+1| + |vi − ui |) ≤ 2N‖Tn − Id‖∞.

For realizations in ANN, since N = �K/εn� and εn satisfies (2.6) and, therefore,
vanishes slower than ‖Tn − Id‖∞, we have limn→∞ N‖Tn − Id‖∞ = 0. Hence,
l′n(t) → γ ′(t) for a.e. t ∈ [0,1].

Now, considering the bound (3.5), it follows that

sup
0≤t≤1

∣∣γn(t) − ln(t)
∣∣ ≤ max

(
C|v0 − v1|, . . . ,C|vN−1 − vN |) ≤ Cεn,

and hence ‖γn − γ ‖∞ → 0. �

With the above work in place, we proceed to the main result of this subsection.

LEMMA 3.5 (Limsup inequality). Suppose γ ∈ �(a, b) satisfies inequality
(3.6). Then, with respect to realizations {Xi} in ANN, we may find a sequence of
paths {γn} taken either in form for all large n as (1) γn ∈ �l

n(a, b) or (2) γn ∈
�

γ
n (a, b) such that limn→∞ sup0≤t≤1 |γn(t) − γ (t)| = 0 and

(3.8) F(γ ) ≥ lim sup
n→∞

F(γn).

We remark that the sequence {γn} in the last lemma is called the recovery
sequence since the liminf inequality in Lemma 3.2 and the limsup inequality in
Lemma 3.5 together imply the limit, limn F (γn) = F(γ ).

PROOF OF LEMMA 3.5. Let N = �K/εn�, where K = C + 1 say is a constant
greater than C in (3.6). Define v0 = a, vN = b, and vi = Tnγ (i/N) for 0 < i < N .
Then, by Proposition 3.3, v = v(n) = (v0, . . . , vN) ∈ Vn(a, b).

We now consider paths in case (1). By Proposition 3.4, the interpolated paths
ln = lv ∈ �l

n(a, b) converge uniformly to γ . Consider the bound∣∣F(ln) − F(γ )
∣∣ ≤

∫ 1

0

∣∣f (
ln(t), l

′
n(t)

) − f
(
γ (t), γ ′(t)

)∣∣dt.

By Proposition 3.4, l′n converges almost everywhere to γ ′, and supn ‖l′n‖∞ < ∞.
Hence (ln(t), l

′
n(t)) → (γ (t), γ ′(t)) for almost every t . Also, ‖γ̇ ‖∞ < C by (3.6).
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Since, by (2.4), f (x, v) ≤ m2|v|p , an application of the bounded convergence the-
orem yields limn→∞ |F(ln) − F(γ )| = 0. Here, {ln} is the desired recovery se-
quence.

We now consider case (2). Let γn = γv ∈ �γ (a, b). By Proposition 3.4, it fol-
lows that limn→∞ sup0≤t≤1 |γn(t) − γ (t)| = 0. To show (3.8) for this sequence,
note that F(γn) ≤ F(ln) as ln is a possibly more expensive path connecting the
vertices in v. Then, by case (1), lim supF(γn) ≤ lim supF(ln) ≤ F(γ ). �

3.4. Compactness. In this subsection, we consider circumstances under which
a sequence of paths {γn}, in the context of Theorems 2.1 and 2.2, has a limit point
with respect to uniform convergence. Here, the arguments when p = 1 differ from
those when p > 1.

In particular, consider paths γn where
∫ 1

0 f (γn(t), γ̇n(t)) dt is uniformly
bounded. One has m1|v|p ≤ f (x, v) and it follows that {γn} is bounded in the
W 1,p Sobolev space. When p > 1, this is sufficient to derive a suitable compact-
ness result. But, when p = 1, this is no longer the case.

However, when p = 1, our general outlook is that it is enough to establish a
compactness result for sequences of optimal paths, on which certain eccentric pos-
sibilities are ruled out.

We begin by considering such compactness when p = 1, when the paths lie in
�

γ
n (a, b). The setting p > 1 is discussed afterwards.

PROPOSITION 3.6. Suppose d ≥ 2 and that p = 1. Then, with respect to real-
izations {Xi} in ANN ∩ AQ, for all large n, if γ ∈ arg minGn and 0 ≤ s, t ≤ 1, we
have that ∣∣γ (s) − γ (t)

∣∣ ≤ (
4m2/m2

1
)
Gn(γ )|s − t |.

PROOF. The path γ ∈ �
γ
n (a, b) is a piecewise quasinormal path of the form

γ = γv where v = (v0, v1, . . . , vm) ∈ Vn(a, b). We now try to relate m, the number
of segments in the path, to Gn(γ ), the path energy. Recall the formula (2.9).

Let Bi denote the (open) Euclidean ball of radius εn/2 around vi . We claim
that |Bi ∩ {v0, . . . , vm}| ≤ 2. To see this, suppose that there are at least 3 points
of {v0, . . . , vm} in Bi . Let vj and vl denote the points in Bi with the smallest and
largest index, respectively. By minimality of γ , vj �= vl . Let vk denote a third point
in Bi .

As vk, vl ∈ Bi , we have |vk − vl| < εn, and so these points are connected in the
graph. Applying the triangle inequality for df , valid when p = 1 [cf. (2.5)], and
noting on the event AQ that vk /∈ Sγvj ,vl

, we have

df (vj , vl) < df (vj , vk) + df (vk, vl) ≤ df (vj , vj+1) + · · · + df (vl−1, vl).

Thus, the path γ̃ = γw, where w = (v0, . . . , vj , vl, . . . , vm), satisfies Gn(γ̃ ) <

Gn(γ ). This contradicts the optimality of γ , and so |Bi ∩ {v0, . . . , vm}| ≤ 2.
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We may thus cover the vertices of γ with balls {Bi}mi=1, centered on the vertices
{vi}mi=1, and each of these balls contains at most two vertices. It follows that there
is a subcover by s ≥ m/2 balls, {B ′

1, . . . ,B
′
s}, no two of them containing a common

point in v.
A lower bound for Gn(γ ) is found by considering that part of the Gn-integral

contributed to by the portion of the path γ in B ′
i . Each such portion, if it does not

terminate in B ′
i , must visit both the center of B ′

i and the boundary ∂B ′
i , and hence

has Euclidean length at least εn/2. Summing over these portions, we obtain

mεn

4
≤

s∑
i=1

εn

2
≤ L,

where L = ∫ 1
0 |γ̇ (t)|dt is the Euclidean arc length of γ .

By (2.4), it follows that

(3.9) m1
mεn

4
≤ m1L ≤

∫ t

0
f

(
γ (t), γ̇ (t)

)
dt = Gn(γ ).

To get a Lipschitz bound for γ , recall the bound (3.4). Then γvi−1,vi
(m · −i) is

Lipschitz with constant (m2/m1)m|vi−1 −vi |. It follows that γ , being the concate-
nation of these segments, satisfies

∣∣γ (s) − γ (t)
∣∣ =

∣∣∣∣∣
q−1∑
r=0

γ (wr) − γ (wr+1)

∣∣∣∣∣
≤ (m2/m1)mmax

(|v0 − v1|, . . . , |vm−1 − vm|) q−1∑
r=0

|wr − wr+1|

≤ (m2/m1)mεn|s − t |,
where s = w0 < · · · < wq = t , {wr}q−1

r=1 ⊂ {j/m}m−1
j=1 so that |wr − wr+1| ≤ 1/m

for 0 ≤ r ≤ q − 1. Then, with (3.9), we obtain∣∣γ (t) − γ (s)
∣∣ ≤ (m2/m1)mεn|s − t | ≤ (4/m1)(m2/m1)Gn(γ )|s − t |,

completing the proof. �

We now prove our compactness property.

LEMMA 3.7 (Compactness Property). (I). Suppose for all large n that either
γn ∈ arg minLn or γn ∈ arg minGn. Then, for realizations {Xi} in ANN, we have
supn F (γn) < ∞.

(II). Consider now the following cases:

(i) Suppose paths γn ∈ arg minGn for all large n.
(ii) Suppose p > 1 and γn ∈ �(a, b) for all large n such that supn F (γn) < ∞.
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Then, in case (i) when p > 1, and in case (ii), with respect to realizations {Xi} in
ANN, we have {γn} is relatively compact for the topology of uniform convergence.
For case (i) when d ≥ 2 and p = 1, the same conclusion holds with respect to
realizations {Xi} in ANN ∩ AQ.

PROOF. We first prove the bound supn F (γn) < ∞ in part (I). Choose a γ̃ ∈
�(a, b), where (3.6) holds, and F(γ̃ ) < ∞. By Lemma 3.5, there is a sequence
{γ̃n} of either piecewise linear or quasinormal paths such that lim supn→∞ F(γ̃n) ≤
F(γ̃ ). Hence, by minimality of {γn}, with respect to paths in either �l

n or �
γ
n , we

have

(3.10) sup
n

F (γn) ≤ sup
n

F (γ̃n) < ∞.

We now argue the claims for cases (i) and (ii). In both cases, as D is bounded,
the paths γn : [0,1] → D are uniformly bounded. To invoke the Arzelà–Ascoli
theorem, we must show that {γn} is an equicontinuous family.

In case (i), when d ≥ 2 and p = 1, by Lemma 3.6 on realizations in ANN ∩ AQ,
we have |γn(s)−γn(t)| ≤ CGn(γn)|s − t |, with C independent of n. As Gn(γn) =
F(γn), combining with (3.10), it follows that {γn} is equicontinuous.

If p > 1, with respect to realizations in ANN, (3.10) implies that, if case (i) holds
for the sequence, then case (ii) holds.

Without loss of generality, then we focus our attention now on case (ii). Recall,
by (2.4), that m1|v|p ≤ f (x, v). Let q be the conjugate of p, that is, 1/p+1/q = 1.
Then, for 0 ≤ s < t ≤ 1,∣∣γn(s) − γn(t)

∣∣ ≤
∫ t

s

∣∣γ ′
n(r)

∣∣dr ≤ |t − s|1/q

(∫ 1

0

∣∣γ ′
n(t)

∣∣p dt

)1/p

≤ (|t − s|1/q/m
1/p
1

)(∫ 1

0
f

(
γn(t), γ

′
n(t)

)
dt

)1/p

(3.11)

= (|t − s|1/q/m
1/p
1

)
F(γn)

1/p.

Combining (3.11) and the assumption in case (ii) that supn F (γn) < ∞, we have
|γn(s) − γn(t)| ≤ C|t − s|1/q for a constant C independent of n, and hence {γn} is
equicontinuous. �

3.5. Proofs of Theorems 2.1 and 2.2. With the preceding Gamma convergence
ingredients in place, the proofs of Theorem 2.1 and 2.2 are similar, and will be
given together.

PROOF. Fix a realization {Xi} in the probability 1 set ANN. Let {γn} be a
sequence of paths such that, for all large n, we have either γn ∈ arg minLn or γn ∈
arg minGn. Supposing that {γn} has a subsequential limit limk→∞ γnk

= γ , with
respect to the topology of uniform convergence, we now argue that γ ∈ arg minF .
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By the liminf Lemma 3.2, we have

(3.12) F(γ ) ≤ lim inf
k→∞ F(γnk

).

Let γ ∗ ∈ arg minF where, by inequality (A.4) of Proposition A.2, there exist con-
stants c1, c2 such that c1|s − t | ≤ |γ ∗(s) − γ ∗(t)| ≤ c2|s − t | for 0 ≤ s, t ≤ 1.
Hence, by the limsup Lemma 3.5, there exists a sequence {γ ∗

n }, of either piecewise
linear or quasinormal paths, converging uniformly to γ ∗ and lim supn→∞ F(γ ∗

n ) ≤
F(γ ∗). Recall that F(γ ) = Ln(γ ) or F(γ ) = Gn(γ ) when γ is piecewise linear or
quasinormal, respectively. Combining with (3.12) and minimality of γnk

, we have

(3.13) F(γ ) ≤ lim inf
k→∞ F(γnk

) ≤ lim sup
k→∞

F
(
γ ∗
nk

) ≤ F
(
γ ∗) = minF,

and so γ ∈ arg minF .
In the case the paths {γn} are piecewise linear, since F(γn) = minLn, it follows

from (3.13) that

lim
k→∞ minLnk

= minF.

Similarly, when {γn} are piecewise quasinormal, limk→∞ minGnk
= minF .

Therefore, we have shown that, if a subsequential limit of {γn} exists, it is an
optimal continuum path γ ∈ arg minF .

Consider now Theorem 2.1, where p > 1 and γn ∈ arg minLn, and part (1) of
Theorem 2.2 where p > 1 and γn ∈ arg minGn. By the compactness Lemma 3.7,
supn F (γn) < ∞ and a subsequential limit exists.

Consider now part (2) of Theorem 2.2 where d ≥ 2, p = 1 and γn ∈ arg minGn.
Suppose that the realization {Xi} belongs also to the probability 1 set AQ. Then
subsequential limits follow again from the compactness Lemma 3.7.

Now, consider any subsequence {nk} of N. Then, by the work above, ap-
plied to the sequence {nk}, there is a further subsequence {nkj

}, and a γ ∈
arg minF , with γnkj

→ γ uniformly, in the settings of Theorems 2.1 and 2.2.
Moreover, limj→∞ minLnkj

= minF when the paths {γnkj
} are piecewise linear,

and limj→∞ minGnkj
= minF when the paths are piecewise quasinormal.

Since this argument is valid for any subsequence {nk} of N, we recover that
minLn → minF or minGn → minF when respectively the paths are piecewise
linear or quasinormal. Finally, if F has a unique minimizer γ , by considering
subsequences again, the whole sequence {γn} must converges uniformly to γ . �

3.6. Proof of Corollary 2.3. Corollary 2.3 is a statement about Hausdorff con-
vergence. In order to adapt the results of Theorems 2.1 and 2.2 to this end, we
make the following observation.

PROPOSITION 3.8. Fix a realization {Xi} in ANN, and consider a sequence
of paths {γn} such that γn for all large n is either in the form (1) γn = γv(n) or (2)
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γn = lv(n) , where v(n) ∈ Vn(a, b). Suppose that γn converges uniformly to a limit
γ ∈ �(a, b). Then

lim
n→∞ dhaus

(
v(n), Sγ

) = 0.

PROOF. Write v(n) = (v
(n)
0 , . . . , v

(n)
m(n)). Since γn → γ uniformly and v

(n)
i =

γn(
i

m(n)
), it follows that

(3.14) lim
n→∞ max

1≤i≤m(n)
inf

x∈Sγ

∣∣v(n)
i − x

∣∣ = 0.

On the other hand, consider t with i/m(n) ≤ t < (i + 1)/m(n). In case (1),∣∣γ (t) − v
(n)
i

∣∣ ≤ ∣∣γ (t) − γ
(
i/m(n)

)∣∣ + ‖γn − γ ‖∞ ≤ C/m(n) + ‖γn − γ ‖∞,

where C is the Lipschitz constant of γ . In case (2), using linearity of the path,
|γ (t) − v

(n)
i | ≤ |v(n)

i+1 − v
(n)
i | + ‖γn − γ ‖∞ ≤ εn + ‖γn − γ ‖∞.

Since v(n) is a path in Vn(a, b), one may bound εnm(n) ≥ ∑m(n)
i=0 |v(n)

i −v
(n)
i+1| ≥|a − b|, and so m(n) ≥ |a − b|/εn diverges. Hence, in both cases,

(3.15) lim
n→∞ sup

x∈Sγ

min
1≤i≤m(n)

∣∣x − v
(n)
i

∣∣ = 0.

Combining (3.14) and (3.15), it follows that limn→∞ dhaus(v(n), Sγ ) = 0. �

We now proceed to prove Corollary 2.3.

PROOF OF COROLLARY 2.3. We give the argument for the case of piecewise
linear optimizers, as the the argument is exactly the same for piecewise quasinor-
mal paths, using Theorem 2.2 instead of Theorem 2.1 below.

Suppose ln = lv(n) ∈ arg minLn is a sequence of paths where v(n) ∈ Vn(a, b).
By Theorem 2.1, with respect to a probability 1 set of realizations {Xi}, any sub-
sequence of {ln} has a further subsequence {lnk

} which converges uniformly to a
γ ∈ arg minF . By Proposition 3.8, it follows that limk→∞ dhaus(v(nk), Sγ ) = 0.

Suppose now that F has a unique (up to reparametrization) minimizer γ . Note
that Sγ is invariant under reparametrization of γ . Then we conclude that all limit
points of {v(n)} correspond to Sγ , and hence the whole sequence v(n) converges to
Sγ , limn→∞ dhaus(v

(n), Sγ ) = 0. �

4. Proofs of Theorems 2.4, 2.5 and 2.6. The proofs of Theorems 2.4, 2.5
and 2.6 all make use of Theorems 2.1 and 2.2 in comparing the costs Hn and Ln

to Gn. When p = 1, as with respect to Theorem 2.2, the arguments in Theorems
2.5 and 2.6 are more involved, especially with respect to the minimal cost Hn-path
convergence, where several geometric estimates are used to show a compactness
principle.

We begin with the following useful fact.
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PROPOSITION 4.1. Suppose U,W,C : X → R are functions such that
|U(x) − W(x)| ≤ C(x) for all x ∈ X. If U(xU) = minU and W(xW) = minW

then

−C(xU) ≤ minU − minW ≤ C(xW).

PROOF. For any y ∈ X, we have minU = U(xU) ≤ U(y) ≤ W(y) + C(y).
Taking y = xW gives minU ≤ minW + C(xW). The other inequality follows sim-
ilarly. �

4.1. Proof of Theorem 2.4. Suppose v = (v0, v1, . . . , vm) ∈ Vn(a, b). Then,
for 0 ≤ i ≤ m−1, (Lip) and the observation that neighbors vi, vi+1 in the εn-graph
satisfy |vi+1 − vi | ≤ εn, implies∣∣∣∣∫ i+1

m

i
m

f

(
vi + m

(
s − i

m

)
(vi+1 − vi),m(vi+1 − vi)

)
ds

− 1

m
f

(
vi,m(vi+1 − vi)

)∣∣∣∣
≤ c

m
|vi+1 − vi |(m|vi+1 − vi |)p ≤ cεn

m
|vi+1 − vi |pmp.

Recall formulas (2.8) and (2.11). Summing over i gives the following estimate
relating Ln and Hn:

(4.1)
∣∣Ln(lv) − Hn(v)

∣∣ ≤ cεn

m

m−1∑
i=0

|vi+1 − vi |pmp.

Applying (2.4), the right-hand side of (4.1) can be bounded above in terms of both
Ln(lv) and Hn(v). Hence, with c′ = cm−1

1 ,

(4.2)
∣∣Ln(lv) − Hn(v)

∣∣ ≤ c′εn min
(
Ln(lv),Hn(v)

)
.

Suppose lv(n) ∈ arg minLn and w(n) ∈ arg minHn. An immediate consequence
of (4.2) and Proposition 4.1 is

−c′εn minLn ≤ −c′εn min
(
Ln(lv(n)),Hn

(
v(n)))

≤ minLn − minHn

≤ c′εn min
(
Ln(lw(n)),Hn

(
w(n))) ≤ c′εn minHn.

By Theorem 2.1, we have limn→∞ minLn = minF for almost all realizations
{Xi} (those in ANN as the proof shows). Then minHn ≤ (1 + c′εn)minLn and so
lim sup minHn ≤ minF a.s. In particular, as minF < ∞, we have supn minHn <

∞ a.s.
On the other hand, minHn ≥ minLn − c′εn minHn a.s. As supn minHn < ∞,

we observe that lim inf minHn ≥ minF a.s. Hence, minHn → minF a.s. This
finishes one part of Theorem 2.4.
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To address the others, consider lw(n) , the piecewise linear interpolation of w(n).
By (4.2), we have

Ln(lw(n)) ≤ (
1 + c′εn

)
Hn

(
w(n)) = (

1 + c′εn

)
minHn.

Moreover, noting the optimality of lv(n) and w(n) gives

(4.3) Ln(lv(n)) ≤ Ln(lw(n)) ≤ (
c′εn + 1

)
Hn

(
v(n)).

Another application of (4.2) yields

Hn

(
v(n)) ≤ c′εnLn(lv(n)) + Ln(lv(n)).

Hence, the left-hand side of (4.3) is bounded as

minLn = Ln(lv(n)) ≤ Ln(lw(n)) ≤ (
c′εn + 1

)2
Ln

(
v(n))

(4.4)
= (

c′εn + 1
)2 minLn.

Hence, as minLn → minF a.s., we have

(4.5) minF = lim
n→∞Ln(lv(n)) = lim

n→∞Ln(lw(n)) a.s.

We also observe, as a consequence, that supn Ln(lw(n)) < ∞ a.s.
Given that p > 1, by the compactness Lemma 3.7, with respect to realizations

{Xi} in the probability 1 set ANN, any subsequence of {lw(n)} has a further uni-
formly convergent subsequence to a limit γ̃ ∈ �(a, b). By the liminf Lemma 3.2,
F(γ̃ ) ≤ lim infn→∞ Ln(lw(n)) a.s. Finally, by (4.5), it follows that F(γ̃ ) = minF

and so γ̃ ∈ arg minF . Consequently, if F has a unique minimizer γ , then the whole
sequence {lw(n)} converges uniformly almost surely to it.

The proofs of statements about Hausdorff convergence follow the same argu-
ments as given for Corollary 2.3, and are omitted.

4.2. Proof of Theorems 2.5 and 2.6. We prove Theorems 2.5 and 2.6 in two
parts.

PROOF. First, we prove in Proposition 4.3 that the minimal costs of Hn and
Ln converge to minF , making use of comparisons with quasinormal paths, for
which we have control in Theorem 2.2.

Second, in Proposition 4.9 in Section 4.2.2, we show that the minimizing paths
converge in the various senses desired. A main tool in this proof is a compactness
property (Proposition 4.6), for minimal Hn and Ln-paths when p = 1, shown in
Section 4.2.1. �

To supply the proofs of the desired propositions, we now obtain an useful esti-
mate between the cost of a quasinormal path and a linear one.
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PROPOSITION 4.2. Suppose d ≥ 2, p = 1, and that f also satisfies (Lip) and
(Hilb). For a, b ∈ D such that |b − a| ≤ 1, there is a constant c1 such that∣∣df (a, b) − f (a, b − a)

∣∣ ≤ c1|b − a|2.
In particular, as df (a, b) = ∫ 1

0 f (γ (t), γ̇ (t)) dt for the quasinormal path γ = γa,b

connecting a and b, we have∣∣∣∣∫ 1

0
f

(
γ (t), γ̇ (t)

)
dt − f (a, b − a)

∣∣∣∣ ≤ c1|b − a|2.

PROOF. By (2.4), for a Lipschitz path β from a to b, we have

m1

∫ 1

0

∣∣β̇(t)
∣∣dt ≤

∫ 1

0
f

(
β(t), β̇(t)

)
dt ≤ m2

∫ 1

0

∣∣β̇(t)
∣∣dt.

Optimizing over β , noting that the infima of the left, right integrals is the arclength
|b − a| and the infima of the center one is in terms of the quasinormal path, we
recover that m1|b −a| ≤ ∫ 1

0 f (γ (t), γ̇ (t)) dt ≤ m2|b −a|. By (2.4) again, we have
that the arc length of γ satisfies

∫ 1
0 |γ̇ (t)|dt ≤ (m2/m1)|b − a|. In particular, the

path γ is constrained in the Euclidean ball B around a of radius (m2/m1)|b − a|.
Note also that the minimizing Euclidean path γ̃ , with constant speed |b−a| on the
straight line from a to b in times 0 ≤ t ≤ 1, is also constrained in this ball.

Now, for a Lipschitz path β , constrained in the ball B , expand∫ 1

0
f

(
β(t), β̇(t)

)
dt =

∫ 1

0
f

(
a, β̇(t)

)
dt +

∫ 1

0
(f

(
β(t), β̇(t)

) − f
(
a, β̇(t)

)
dt.

As the paths are in B , by (Lip), with respect to a Lipschitz constant C,∣∣f (
β(t), β̇(t)

) − f
(
a, β̇(t)

)∣∣ ≤ C
∣∣β(t) − a

∣∣∣∣β̇(t)
∣∣

≤ C(m2/m1)|b − a|∣∣β̇(t)
∣∣.

Therefore, with respect to Lipschitz paths β constrained in B ,∣∣∣∣∫ 1

0
f

(
β(t), β̇(t)

)
dt −

∫ 1

0
f

(
a, β̇(t)

)
dt

∣∣∣∣ ≤ C(m2/m1)|b − a|
∫ 1

0

∣∣β̇(t)
∣∣dt.

Note by condition (Hilb) that, for the cost with respect to f (a, ·), straight lines
are geodesics, and in particular γ̃ (t) = (1 − t)a + tb is optimal. Hence, the min-
imal F -cost, with respect to f (a, ·), of moving from a to b, given invariance to
parametrization when p = 1, is f (a, b − a).

Then, by Proposition 4.1 applied to the two functionals of β on the left-hand
sides, we obtain∣∣df (a, b) − f (a, b − a)

∣∣ ≤ C(m2/m1)|b − a|max
[∫ 1

0

∣∣γ̇ (t)
∣∣dt,

∫ 1

0

∣∣ ˙̃γ (t)
∣∣dt

]
,

≤ C(m2/m1)
2|b − a|2,

noting the arc length bounds of γ = γa,b and γ̃ above. �
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PROPOSITION 4.3. Suppose d ≥ 2, p = 1, and that f also satisfies (Lip) and
(Hilb). With respect to realizations {Xi} in ANN ∩ AQ, the minimum values of Hn

and Ln converge to the minimum of F ,

lim
n→∞ min

v∈Vn(a,b)
Hn(v) = lim

n→∞ min
γ∈�l

n(a,b)
Ln(γ ) = min

γ∈�(a,b)
F (γ ).

PROOF. Consider the energies Gn and Hn in (2.9) and (2.11). For γ = γv, the
piecewise quasinormal path through the vertices v = (v0, v1, . . . , vm) ∈ Vn(a, b),
we have, noting p = 1, that

Gn(γ ) =
m−1∑
i=0

∫ 1

0
f

(
γi(t), γ̇i(t)

)
dt,

where γi = γvi,vi+1 is a quasinormal path from vi to vi+1.
An application of Proposition 4.2, noting that |vi+1 − vi | ≤ εn, gives∣∣∣∣∫ 1

0
f

(
γi(t), γ̇i(t)

)
dt − f (vi, vi+1 − vi)

∣∣∣∣ ≤ c1εn|vi+1 − vi |.
Summing this over i gives

∣∣Gn(γ ) − Hn(v)
∣∣ ≤ c1εn

m−1∑
i=0

|vi+1 − vi |
(4.6)

≤ c1m
−1
1 εn min

(
Gn(γ ),Hn(v)

)
,

where the last inequality follows from applying (2.4) to both Gn and Hn.
Recall the energy Ln in (2.8). Similarly, and more directly, using (Lip), we have

for a linear path l = lv ∈ �l
n(a, b) through vertices v = (v0, . . . , vm) ∈ Vn(a, b)

that ∣∣∣∣∫ 1

0
f

(
li(t), l̇i(t)

)
dt − f (vi, vi+1 − vi)

∣∣∣∣ ≤ c1εn|vi+1 − vi |,
where li = lvi ,vi+1 is the linear path from vi to vi+1 with slope vi+1 −vi . Summing
over i, using (2.4), we obtain

(4.7)
∣∣Ln(l) − Hn(v)

∣∣ ≤ c1εn

m−1∑
i=0

|vi+1 − vi | ≤ c1m
−1
1 εn min

(
Ln(l),Hn(v)

)
.

We now reprise some of the argument for Theorem 2.4. A consequence of (4.6)
and Proposition 4.1 is

−c1m
−1
1 εn minGn ≤ minGn − minHn ≤ c1m

−1
1 εn minHn.

Hence, supn minHn < supn(1 + c1m
−1
1 εn)minGn. By Theorem 2.2, as seen

in its proof, for realizations in the probability 1 set ANN ∩ AQ, we have
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limn→∞ minGn = minF < ∞. We conclude that also limn→∞ minHn = minF

a.s.
Now, we can repeat this same argument with Ln and (4.7) in place of Gn and

(4.6), using now minHn → minF a.s., to conclude that also minLn converges to
minF a.s. �

4.2.1. Compactness property. When d ≥ 2 and p = 1, analogous to Lem-
ma 3.6, we formulate now a compactness property for minimal paths w(n) ∈
arg minHn and lv(n) ∈ arg minLn.

It will be useful to consider a partition of D by a regular grid. Let z ∈ Z
d and

let �n,z be the intersection of the box
∏d

i=1[ziτn, (zi + 1)τn) with D, where τn =
εn/

√
d . We will refer to these sets as “boxes,” with the understanding that the

boundary of D results in some of these being irregularly shaped. Regardless, each
�n,z has diameter at most εn, and so points of {Xi}ni=1 in �n,z are all connected in
the random geometric graph.

We first state a bound on the number of boxes visited by an optimal path.

LEMMA 4.4. Suppose d ≥ 2, p = 1, and that f also satisfies (Lip) and (Hilb).
Suppose w ∈ arg minHn and lv ∈ arg minLn are optimal paths. Then, for realiza-
tions {Xi} in ANN ∩ AQ, for all large n, the number of distinct boxes {�n,z}z∈Zd

visited by w and v is bounded by C/εn, where C = C(d,f ).

We also give a bound on the number of points of an optimal path in a box.

LEMMA 4.5. Consider the assumptions of the second parts of Theorems 2.5
and 2.6. Suppose w ∈ arg minHn is an optimal path. Then, with respect to real-
izations {Xi} in a probability 1 subset of ANN, for all large n, there is a constant
K = K(d,ρ,α), such that |{wj }nj=1 ∩ �n,z| ≤ K for all z ∈ Z

d .
Suppose now lv ∈ arg minLn. Then the same statement above holds with v in

place of w.

With these ingredients, we consider the desired compactness property.

PROPOSITION 4.6. Consider the assumptions in the second parts of Theorems
2.5 and 2.6. Suppose w(n) ∈ arg minHn, and consider the piecewise linear inter-
polations ln = lw(n) . Then, with respect to a realizations {Xi}i≥1 in a probability
1 subset of ANN ∩ AQ, the sequence {ln} is relatively compact for the topology of
uniform convergence.

Suppose now lv(n) ∈ arg minLn. Then, the same conclusion holds for the optimal
linear interpolations {lv(n)}.

PROOF. We show that the sequence {ln} is equicontinuous for almost all real-
izations in ANN. As the paths belong to a bounded set D, the proposition would
then follow from the Arzelà–Ascoli criterion.
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Consider the partition of D by boxes {�n,z}z∈Zd . By Lemma 4.4, the number
of boxes visited by w(n) and v(n) is bounded by C/εn a.s., for all large n, where
C = C(f, d). By Lemma 4.5, the number of vertices in w(n) and v(n) in a box is
a.s. bounded by a constant K = K(d,ρ,α) for all large n. Thus, the maximum
number kn of points in w(n) and v(n) is a.s. bounded,

kn ≤ KC/εn.

Since |w(n)
i+1 −w

(n)
i |, |v(n)

i+1 −v
(n)
i | ≤ εn, we obtain supi kn|w(n)

i+1 −w
(n)
i | ≤ KC and

supi kn|v(n)
i+1 − v

(n)
i | ≤ KC a.s. for all large n.

This implies a.s. that the piecewise linear paths ln and lv(n) are Lipschitz, with
respect to the fixed constant KC, for all large n, and so in particular equicontinu-
ous. Indeed, for ln = lw(n) , where say w(n) = (w

(n)
0 , . . . ,w

(n)
kn

), consider the part of

the path connecting w
(n)
i and w

(n)
i+1 from times i/kn to (i + 1)/kn, namely ln(t) =

w
(n)
i (i + 1 − knt) + w

(n)
i+1(knt − i). Then we have |l̇n(t)| = kn|w(n)

i+1 − w
(n)
i | ≤

knεn ≤ KC. The same argument holds for the paths lv(n) . �

We now prove the lemmas used in the proof Proposition 4.6.

PROOF OF LEMMA 4.4. Any visit of the path w or v to 2d + 1 distinct boxes
has a Euclidean length of at least εn/

√
d , since not all 2d +1 boxes can be adjacent.

Recalling (2.4), and the formulas (2.8) and (2.11), such a visitation therefore has a
Hn cost or Ln cost of at least m1εn/

√
d . So, we may bound the number of boxes

visited by w or v by C′Hn(w)/εn, where C′ = (2d + 1)
√

d/m1 depends on the
dimension and f , but not on the path w or v. Recalling Proposition 4.3, we have
with respect to realizations in ANN ∩AQ that lim minHn = lim minLn = minF <

∞. The lemma then follows with say C = 2C′ minF . �

Before coming to the proof of Lemma 4.5, we need some estimates. The next
result shows that optimal paths w ∈ arg minHn and lv ∈ arg minLn cannot have
“long necks,” and gives a bound on the number of points nearby an edge in the
graph.

LEMMA 4.7. Suppose d ≥ 2 and p = 1. Fix a realization {Xi} in ANN. Sup-
pose w ∈ arg minHn is an optimal path. If i < j is such that |wi − wj | < εn, then

(4.8) wk ∈ B(wi,Cεn) for i ≤ k ≤ j,

where C = 2(m2/m1).
Further, let �n = supi,j :|wi−wj |<εn

|i − j |, and suppose εn = n−δ , where δ >

1/(β + d) and β > 0. Then, with respect to realizations in a probability 1 subset
of ANN, for all large n, we have

(4.9) �n ≤ ε−β
n .
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Suppose now lv ∈ arg minLn. The same conclusions (4.8) and (4.9) hold with v
in place of w.

PROOF. We first show (4.8). If one of the points {wk}jk=i is more than an

Euclidean distance 2(m2/m1)εn away from wi , we have
∑j−1

k=i |wk+1 − wk| ≥
2(m2/m1)εn. Then, recalling (2.4), we have

j−1∑
k=i

f (wk,wk+1 − wk) ≥ m1

j−1∑
k=i

|wk+1 − wk|

≥ m1(2m2/m1)εn

≥ 2m2|wj − wi | ≥ 2f (wi,wj − wi).

But, this implies that the path connecting wi and wj in one step would be less
costly, with respect to Hn, than w. Since w was taken to be minimal, all points
{wk}jk=i therefore must belong to B(wi,2(m2/m1)εn).

Suppose now lv ∈ arg minLn and recall the form of Ln when p = 1 in (2.8).
Similarly, if one of the points {vk}jk=i is away from vi by 2(m2/m1)εn, we have

j−1∑
k=i

∫ 1

0
f

(
lvk,vk+1(t), vk+1 − vk

)
dt

≥ m1

j−1∑
k=i

|vk+1 − vk|

≥ 2m2εn ≥ 2m2|vj − vi | ≥ 2
∫ 1

0
f

(
lvi ,vj

(t), vj − vi

)
dt,

also a contradiction of minimality of lv.
We now consider (4.9). The proof here is a count bound with respect to w. The

argument with respect to v is exactly the same with v in place of w.
First, let Ni,n be the number of points {Xi}ni=1 distinct from Xi in the ball

B(Xi,Cεn), and let Nn = max{Ni,n}ni=1. Then, as |j − i| is bounded by the num-
ber of points distinct from wi , one of the sample points, in the ball B(wi,Cεn), we
have |j − i| ≤ Nn.

Now, Ni,n is Binomial(n− 1,p) where p = ν(B(Xi,Cεn)). For k ≥ 1, we have

P(Ni,n ≥ k) ≤
(
n − 1

k

)
pk ≤ (np)k

k! .

Recalling that ν = ρdx and ρ is bounded, we have p ≤ ‖ρ‖∞Vol(B(0,1))εd
n , and

so P(Ni,n ≥ k) ≤ (C′nεd
n)k/k! for some constant C′.

Let Nn = max{Ni,n}ni=1. Then a union bound gives that

P(Nn ≥ k) ≤ n

k! exp
{
k
(
logn + d log εn + logC′)}.
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Taking k = �ε−β
n �, and noting k! ≥ √

2πe−kkk+1/2, yields that

(4.10) P
(
Nn ≥ ε−β

n

) ≤ n√
2π

exp
{
ε−β
n

(
logn + (β + d) log εn + logC′ + 1

)}
.

If εn is in the form εn = n−δ , then the right-hand side of (4.10) is summable when
(β + d)δ > 1.

Hence, by the Borel–Cantelli lemma, for realizations in the intersection of a
probability 1 set and ANN say, we have �n ≤ Nn ≤ ε

−β
n for all large n, and (4.9)

follows. �

We now give a lower bound on the cost of certain “long necks,” that is the cost
of an optimal Hn-path w of moving away from two close by vertices.

LEMMA 4.8. Suppose d ≥ 2, p = 1 and that f also satisfies (TrIneq), and
(Pythag) with α > 1. Fix a realization {Xi} in ANN. Suppose w ∈ arg minHn is an
optimal path, and let i < j be indices such that |wi − wj | < εn. Let � denote the
straight line segment from wi to wj . Consider a neighborhood A = ⋃

x∈� B(x, r)

of �, with r = εα
n .

Then, if there is a point wk /∈ A for some i < k < j , there is a constant C =
C(α,f ) such that

(4.11)
j−1∑
q=i

f (wi,wq+1 − wq) ≥ f (wi,wj − wi) + Crα.

Suppose now lv ∈ arg minLn. Then (4.11) holds with v in place of w.

PROOF. The argument for v is the same as for w, which we now present.
Suppose a point wk is at least an Euclidean distance r from �. By the (TrIneq)
condition,

∑j−1
q=i f (wi,wq+1 − wq) ≥ f (wi,wk − wi) + f (wi,wj − wk).

By Lemma 4.7, as |wi − wj | < εn, we have |wk − wi | ≤ 2(m2/m1)εn, which
is strictly less than an η < 1 for all large n. We also conclude |wj − wk|, |wi −
wj | < η < 1 for all large n. In addition, 2(m2/m1)r

1/α = 2(m2/m1)εn ≥ |wi −
wj |. Thus, by (Pythag) with x = wi , we obtain f (wi,wk − wi) + f (wi,wj −
wk) ≥ f (wi,wj − wi) + Crα , where C = C(α,f ).

Hence, (4.11) follows by combining the inequalities. �

We now give the proof of Lemma 4.5. The argument is in two steps. In the first
step, using a rough count on the number of vertices of the path within a given box,
we may approximate the contribution to Hn and Ln from the vertices in the box
in terms of a localized cost. Then we use (Pythag), applied to the localized cost,
to deduce that the optimal path in the box is trapped in a small set in the box. The
second step then is to show that such small sets contain only a constant number of
points in {Xi}.
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PROOF OF LEMMA 4.5. We will give the main argument for w and indicate
modifications with respect to v. Consider a box � := �n,z. Boxes with at most one
point trivially satisfy the claim in the lemma if say K ≥ 2. Suppose now that there
are at least two points in the box.

Step 1. Let wi and wj be the first and last points of w in the box, that
is, with the smallest and largest indices respectively. By Lemma 4.7, as |wi −
wj | < εn, we have wk ∈ B(wi,C

′εn) for i ≤ k ≤ j . Hence, by (Lip), we have

|∑j−1
k=i f (wk,wk+1 − wk) − ∑j−1

k=i f (wi,wk+1 − wk)| ≤ C′ε2
n|j − i|. Now, also

by Lemma 4.7, when δ > (β + d)−1 for β > 0, we have |j − i| ≤ ε
−β
n . Hence, the

following estimate, with respect to a localized energy, where x = wi is fixed, is
obtained:

(4.12)

∣∣∣∣∣
j−1∑
k=i

f (wk,wk+1 − wk) −
j−1∑
k=i

f (wi,wk+1 − wk)

∣∣∣∣∣ ≤ C′ε2−β
n .

Similarly, when v is considered, by the same reasoning using Lemma 4.7 and
(Lip), we may obtain (4.12) with v in place of w, and moreover,∣∣∣∣∣

j−1∑
k=i

∫ 1

0
f

(
lvk,vk+1(t), vk+1 − vk

)
dt −

j−1∑
k=i

f (vk, vk+1 − vk)

∣∣∣∣∣
≤ C′ε2

n|j − i| ≤ C′ε2−β.

Hence, combining these two estimates, we obtain that

(4.13)

∣∣∣∣∣
j−1∑
k=i

∫ 1

0
f

(
lvk,vk+1(t), vk+1 − vk

)
dt −

j−1∑
k=i

f (vi, vk+1 − vk)

∣∣∣∣∣ ≤ 2C′ε2−β
n .

Returning to w, by Lemma 4.8, noting (4.12), any path (wi, . . . ,wj ) exiting
A, the r = εα

n -neighborhood of the line segment from wi to wj , is costlier, with
respect to Hn, than the Hn-cost f (wi,wj − wi) of a straight path connecting wi

to wj in a single hop, as follows:

j−1∑
q=i

f (wq,wq+1 − wq) − f (wi,wj − wi) ≥ Crα − C′ε2−β
n

(4.14)
= Cεα2

n − C′ε2−β
n .

Let us now consider v. Since |vi − vj | ≤ C′εn by Lemma 4.7, using (Lip), we
have that

(4.15)
∣∣∣∣f (vi, vj − vi) −

∫ 1

0
f

(
lvi ,vj

(t), vj − vi

)
dt

∣∣∣∣ ≤ C′ε2
n.

Following the same reasoning given with respect to w, we may obtain (4.14) with
v in place of w. Then, noting (4.13), a path (vi, . . . , vj ), exiting the r = εα

n -
neighborhood of the line segment from vi to vj , has Ln cost more than the one
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step Hn cost f (vi, vj − vi) by the amount Crα − 2C′ε2−β
n . By (4.15), this Hn cost

differs from the one step Ln cost
∫ 1

0 f (lvi ,vj
(t), vj − vi) dt of moving from vi to

vj by C′ε2
n.

Therefore, the cost savings of moving in one step, in considering w or v which
exit the r-neighborhood, is bounded below by Crα − 3C′ε2−β

n = O(εα2

n − ε
2−β
n ),

which is positive, for all large n, when α2 < 2 − β . This is the case when we fix
β = (2 − α2)η > 0, for an 0 < η < 1, since 1 < α <

√
2.

Hence, with this choice of β , such exiting paths are not optimal, and all
the points {wi, . . . ,wj } or {vi, . . . , vj } in the box must belong to the r = εα

n -
neighborhood of the line segment connecting the ith and j th points.

We note, given the value of β , to use Lemma 4.7 above, the exponent δ should
satisfy δ > [(2 − α2)η + d]−1, afforded by our assumption (2.12).

Step 2. We now focus on w as the following counting argument is the same with
respect to v. We will count the points in the small set A.

To this end, given two samples Xi and Xj , consider the line segment connecting
them. Let �i,j be that portion of the line segment within distance εn of Xi . Define
Nn,i,j as the number of distinct points in the r = εα

n neighborhood of �i,j . Then
Nn,i,j is Binomial(n−2,p) where p is the ν measure of the neighborhood. As the
neighborhood is nearly covered by a cylinder with length εn and radius εα

n , and the
density ρ is bounded, p ≤ C(ρ)ε

α(d−1)+1
n . Let also Nn be the maximum of such

counts Nn,i,j over the sample points.

Now, by Step 1 and the above definitions, the cardinality |{wk}jk=i | = |j − i| =:
Mz of points in the path in �z is bounded by |Xn ∩A| ≤ 2 + Nn, which does not
depend on z. Observe that

P
(
Nn,i,j ≥ K ′) ≤ (

nK ′
/K ′!)ν(A)K

′ ≤ C(ρ)K
′
nK ′

εK ′αd+K ′(1−α)
n .

Hence, by a union of events bound, as the total number of pairs (Xi,Xj ) is n(n−1)

in the sample, we have

P
(
Nn ≥ K ′) ≤ n2 × C(ρ)K

′
nK ′

εK ′αd+K ′(1−α)
n .

Therefore, we have that

(4.16) P
(
max

z
Mz ≥ K ′ + 2

)
≤ P

(
Nn ≥ K ′) ≤ C(ρ)K

′
nK ′+2εK ′αd+K ′(1−α)

n .

Suppose εn is of the form εn = n−δ for 0 < δ < 1/d . If d < K ′ < ∞ and

(4.17) δ >
(
K ′ + 3

)
/
[
K ′(α(d − 1) + 1

)]
,

the display (4.16) is summable in n. In particular, when δ > [α(d − 1)+ 1]−1, part
of our assumptions (2.12), a large but fixed K ′ can be chosen so that (4.17) holds.

Hence, by Borel–Cantelli lemma, on the intersection of a probability 1 set and
ANN say, we recover the claim for all large n that the path visits at most K = K ′+2
points between the first and last visit to a visited box. �
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4.2.2. Convergence of optimal paths. We now consider the behavior of the
optimal paths, in analogy to Theorem 2.2, for the energy Hn.

PROPOSITION 4.9. Consider the assumptions for the second parts of Theo-
rems 2.5 and 2.6. Consider a discrete path w(n) ∈ arg minHn and its linear in-
terpolation, lw(n) . Then, with respect to realizations in a probability 1 subset of
ANN ∩ AQ, for any subsequence of {lw(n)}, and correspondingly of {w(n)}, there
is a further subsequence of the linear paths which converges uniformly to a limit
path γ ∈ arg minF , and of the discrete paths in the Hausdorff sense to Sγ .

If F has a unique (up to reparametrization) minimizer γ , then the whole se-
quence {w(n)} converges, limn→∞ dhaus(w(n), Sγ ) = 0.

Consider now a path lv(n) ∈ arg minLn. The same conclusions holds for {v(n)}
in place of {w(n)}.

PROOF. Consider first w(n) ∈ arg minHn. By the compactness criterion,
Proposition 4.6, almost surely, any subsequence of the paths {lw(n)} has a further
subsequence {lw(nk)} converging uniformly to a limit γ . By the liminf Lemma 3.2,
F(γ ) ≤ lim infk→∞ F(lw(nk)).

The same argument and conclusion holds with lv(n) ∈ arg minLn and v(n) in
place of lw(n) and w(n).

We now show that γ ∈ arg minF . With respect to optimal Ln paths, as
F(lv(n)) = minLn, and minLn → minF a.s. by Proposition 4.3, we obtain F(γ ) ≤
minF , and so the desired conclusion.

For Hn optimal paths, we recall an argument in the proof of Theorem 2.4. Us-
ing only the standing assumptions (allowing p = 1) and (Lip), we derived (4.2),
namely, for u ∈ Vn(a, b), that∣∣Ln(lu) − Hn(u)

∣∣ ≤ cm−1
1 εn min

(
Ln(lu),Hn(u)

)
,

where c is the constant in (Lip). Then, as a consequence of Proposition 4.1, we
saw in (4.4) that minLn ≤ Ln(lw(n)) ≤ (cm−1

1 εn + 1)2 minLn. Since, by Proposi-
tion 4.3, minLn → minF a.s., we conclude that γ ∈ arg minF .

Finally, we remark that the Hausdorff convergences are argued as in the proof
of Corollary 2.3. �

APPENDIX

Here, we collect some results which we had previously assumed.

A.1. Nearest-neighbor rate.

PROPOSITION A.1. Let {Xi} be i.i.d. samples from a probability measure ν =
ρ(x) dx on a Lipschitz domain D, and let

Rn = sup
y∈D

min
1≤i≤n

|Xi − y|.
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Suppose ρ(x) is uniformly bounded below by a positive constant. Then there exists
a constant C, independent of n, such that, for almost all realizations {Xi},

lim sup
n→∞

Rnn
1/d

(logn)1/d
≤ C.

In particular, when εn satisfies (2.6), for a, b ∈ D, almost surely for all large n,
the graph Gn(a, b) is connected.

PROOF. We first address the claim with respect to Rn. Let B(y, r) be the Eu-
clidean ball of radius r centered at y ∈ D. Since D is Lipschitz, there is a constant
c such that m(B(y, r) ∩ D) ≥ cm(B(y, r)) for all small r > 0, where m denotes
Lebesgue measure (cf. the discussion about cone conditions in Section 4.11 of [1]).
It follows that there is a constant c such that m(B(y, r) ∩ D)/m(D) ≥ crd for
all y ∈ D and all small r > 0. Since ν has density ρ bounded below by a posi-
tive constant, there exists a constant c such that ν(B(y, r)) ≥ crd for all y ∈ D

and 0 < r < r0, where r0 is a sufficiently small constant. Therefore, recalling
Xn = {X1,X2, . . . ,Xn}, we have

P
(∣∣B(y, r) ∩Xn

∣∣ = 0
) = (

1 − ν
(
B(y, r)

))n
(A.1)

≤ (
1 − crd)n ≤ e−cnrd

.

Let {y1, . . . , yk} ⊂ D be a collection of points so that supx∈X min1≤i≤k |x − yi | ≤
r . We may take the number of points k to satisfy k ≤ c/rd for some constant c

independent of r , say, by choosing {yi} to be a regular grid, with grid length ∼ r .
Let Ei denote the event that |B(yi, r) ∩Xn| = 0, and consider the event {Rn >

2r} that there exists a y ∈ D with min1≤i≤n |Xi − y| > 2r . Then, by a triangle
inequality argument, we have {Rn > 2r} ⊂ ⋃k

i=1 Ei . Hence, together with (A.1),
we have

(A.2) P(Rn > 2r) ≤
k∑

i=1

P(Ei) ≤ c

rd
e−cnrd

.

Let rd = (3 logn)/(cn). Then (A.2) gives a summable term,

P

(
Rn > 2

(3 logn)1/d

n1/d

)
≤ c2

3n2 .

By the Borel–Cantelli lemma, Rn ≤ 2(3 logn)1/d/n1/d for all large n.
We now show that Gn(a, b) is connected when εn satisfies (2.6). Let v1, v2 be

any vertices in Xn ∪ {a, b}, and consider the line �(t) = v1(1 − t) + v2(t) between
them for t ∈ [0,1]. By convexity of D, the path � is contained in D. Consider
points on the path v1 = �(0), �(Rn), �(2Rn), . . . , �(kRn), �(1) = v1, where k =
�|v2 −v1|/Rn� so that |1− kRn| ≤ Rn. Each point y = �(jRn) is within Euclidean
distance Rn of a point uj ∈ Xn. By construction, for 1 ≤ j ≤ k − 1, the Euclidean
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distance between uj and uj+1 is less than sum of the distances, from uj to �(jRn),
from �(jRn) to �((j + 1)Rn), and from �((j + 1)Rn) to uj+1, which is bounded
by 3Rn. Similarly, the endpoints v1, v2 are within Euclidean distance 2Rn of u1
and uk , respectively. Since, by (2.6), 3Rn/εn < 1 for all large n, the path along
vertices {v1, u1, . . . , uk, v2} belongs to Vn(a, b) and so v1 and v2 are connected in
Gn(a, b) a.s. for all large n. �

A.2. Existence of quasinormal minimizers. We discuss a conservation law
for F -minimizing paths, and existence of F -minimizing Lipschitz paths, following
the treatment in [9].

PROPOSITION A.2. Consider the integral functional F(γ ) = ∫ 1
0 f (γ, γ̇ ) dt ,

where f satisfies (A0)–(A3). Then, F attains a minimum on the set �(a, b) of
Lipschitz paths from a to b. In other words, there exists a γ ∗ ∈ �(a, b) with
F(γ ∗) = infγ∈�(a,b) F (γ ).

In the case that p = 1, there exists a γ ∈ arg minF and constants c, c1, c2 such
that

(A.3) f
(
γ (t), γ̇ (t)

) = c for a.e. t ∈ [0,1]
and

(A.4) c1 ≤ ∣∣γ̇ (t)
∣∣ ≤ c2 for a.e. t ∈ [0,1].

If p > 1, then there are constants c, c1, c2 such that (A.3) and (A.4) hold for any
γ ∈ arg minF .

PROOF. We first give an argument in the case where p > 1. Note, by assump-
tion, the integrand f is continuous and C1 on D × (Rd \ {0}), convex and p-
homogenous in the second argument, and satisfies (2.4). As p > 1, f may be
extended continuously to a C1 function on D ×R

d .
When the domain of F is extended to all Sobolev paths γ ∈ W 1,p([0,1];D)

with γ (0) = a, γ (1) = b, the existence of a minimizer follows from Remark 2 of
Section 3.2 in [9]. In particular, the continuity and convexity assumptions (A0)
and (A1) imply that F is lower-semicontinuous with respect to weak convergence
of Sobolev functions. The existence of a minimizer then follows from a standard
compactness argument.

Let γ denote such a Sobolev minimizer. Consider now an inner variation
ω(t, ε) = γ (ξ(t, ε)) of γ , where ξ is C1 on [0,1] × (−ε0, ε0) for some ε0 > 0
and ξ(·, ε) is a C1 diffeomorphism of the interval [0,1] to itself, with γ (t,0) = t .
It may be shown (see the discussion on pages 19–21, Proposition 1.16 and Re-
mark 3 in Section 1.1 of [9]) that the optimality condition d

dε
F (ω(·, ε))|ε=0 over

the class of inner variations, together with Euler’s identity for homogenous func-
tions, v · ∇vf (x, v) = pf (x, v), together imply, for some constant c, that

(A.5) (p − 1)f
(
γ (t), γ̇ (t)

) = c for a.e. t.
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Finally, by assumption (A3) on f , it follows that c > 0 and there exist constants
c1, c2 > 0 with c1 ≤ |γ̇ (t)| ≤ c2 for almost every t . In particular, γ ∈ �(a, b), and
the proposition is proved for p > 1.

The argument for the p = 1 case is complicated by a lack of compactness with
respect to weak convergence in the Sobolev space W 1,1([0,1];D), as well as dif-
ficulty in establishing an analogue of (A.5). By a more involved argument, relating
optimizers of F to optimizers of the quadratic functional Q(γ ) := ∫ 1

0 f 2(γ, γ̇ ) dt ,
the existence of a Lipschitz path γ ∈ arg minF satisfying (A.3) is established in
Theorem 1 of [16] (see also Theorem 5.22 of [9] which gives an alternative argu-
ment). From this and assumption (A3), inequality (A.4) follows. �
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