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#### Abstract

The numerical approximation of the nonlinear time fractional Klein-Gordon equation in a bounded domain is considered. The time fractional derivative is described in the Caputo sense with the order $\gamma(1<\gamma<2)$. A fully discrete spectral scheme is proposed on the basis of finite difference discretization in time and Legendre spectral approximation in space. The stability and convergence of the fully discrete scheme are rigorously established. The convergence rate of the fully discrete scheme in $H^{1}$ norm is $\mathrm{O}\left(\tau^{3-\gamma}+N^{1-m}\right)$, where $\tau, N$ and $m$ are the time-step size, polynomial degree and regularity in the space variable of the exact solution, respectively. Numerical examples are presented to support the theoretical results.


## 1. Introduction

The following nonlinear Klein-Gordon equation is probably the simplest nonlinear relativistic equation of mathematical physics (17):

$$
\begin{gather*}
u_{t t}-\Delta u+m^{2} u+|u|^{p} u=0, \quad x \in \mathbb{R}^{3}, m>0, p>0  \tag{1.1}\\
u(x, 0)=\phi(x), \quad u_{t}(x, 0)=\psi(x)
\end{gather*}
$$

A complete understanding of it would illuminate our view of many other such equations, such as Shrödinger equation, Dirac equation, etc. The Klein-Gordon equation plays a significant role in many scientific applications such as solid state physics, nonlinear optics and quantum field theory [23]. There are lots of works to investigate the analytical and numerical aspects of the nonlinear Klein-Gordon equation, see $[1,7,9,11,12,17,23,24]$.

Fractional derivatives and integrals are the generalizations of the usual derivatives and integrals. Fractional differential equations are the equations involving the fractional derivatives of the unknown functions. One can refer to the book 5 for more details. In fact, many phenomena in physics and other sciences can be described more accurately

[^0]using fractional calculus, such as anomalous diffusion [15], relaxation and reaction kinetics of polymers [8], image processing [3], bioengineering [14], continuous-time finance [16] and so on.

If we replace the second-order time derivative in equation with a fractional derivative of order $1<\gamma<2$, we obtain the nonlinear time fractional Klein-Gordon equation. Golmankhaneh et al. [6] obtained approximate analytical solutions of the nonlinear time fractional Klein-Gordon equations using homotopy perturbation method. Demiray et al. [4] used the Generalized Kudryashov Method to obtain the exact solutions of the nonlinear time fractional Klein-Gordon equations. Vong and Wang [21] proposed a fourth order compact difference scheme for a nonlinear fractional Klein-Gordon equation, and proved the stability and convergence of the scheme using the energy method.

In this paper, we consider the following nonlinear time fractional Klein-Gordon equation in one-dimensional spatial domain:

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\gamma} u(x, t)-u_{x x}+\beta(x)|u|^{p} u=f(x, t), \quad-1<x<1,0<t \leq T \tag{1.2}
\end{equation*}
$$

subject to the following initial and boundary conditions:

$$
\begin{gather*}
u(x, 0)=u_{0}(x), \quad u_{t}(x, 0)=\psi(x), \quad x \in(-1,1)  \tag{1.3}\\
u(-1, t)=0, \quad u(1, t)=0, \quad 0 \leq t \leq T \tag{1.4}
\end{gather*}
$$

where

$$
{ }_{0}^{C} D_{t}^{\gamma} u(x, t)=\frac{1}{\Gamma(2-\gamma)} \int_{0}^{t} \frac{\partial^{2} u(x, s)}{\partial s^{2}} \frac{\mathrm{~d} s}{(t-s)^{\gamma-1}}, \quad 1<\gamma<2
$$

is the Caputo fractional derivative of order $\gamma$ with respect to $t, p$ is a positive number, $\beta \geq 0$, and $f$ is a given function.

We propose a fully discrete spectral method to solve the $1.2-(1.4)$ numerically. The proposed scheme is based on a finite difference method in the temporal direction and a Legendre spectral method in the spatial direction. More precisely, we use the $L 1$ approximation coupled with a Crank-Nicolson technique to approximate the Caputo time fractional derivative, and use central difference to approximate the nonlinear term $|u|^{p} u$. We give a detailed analysis for the stability and convergence of the fully discrete scheme. The convergence order of the proposed scheme in $H^{1}$ norm is $\mathrm{O}\left(\tau^{3-\gamma}+N^{1-m}\right)$, where $\tau$, $N$, and $m$ are the time-step size, polynomial degree, and regularity in the space variable of the exact solution, respectively.

The rest of the paper is organized as follows. In Section 2, some preliminaries and notations are shown. In Section 3, we present the formulation of the fully discrete spectral scheme, and give a priori estimate for the approximate solutions. Based on the a priori estimate, the existence and uniqueness of the approximate solutions are proved. In Section 4, we analyse the stability and convergence of the fully discrete scheme. We do some numerical experiments in Section 5. Finally, some conclusions are given in Section 6 .

## 2. Preliminaries and notations

Let $\Lambda=(-1,1)$. Throughout this paper, we use Sobolev spaces $W^{r, p}(\Lambda)$ with norm $\|\cdot\|_{r, p}$. When $p=2$, we denote $W^{r, 2}(\Lambda)$ and its inner product, semi-norm and norm by $H^{r}(\Lambda)$, $(\cdot, \cdot)_{r},|\cdot|_{r}$, and $\|\cdot\|_{r}$ respectively. In particular, $(\cdot, \cdot)=(\cdot, \cdot)_{0},\|\cdot\|=\|\cdot\|_{0}$. Furthermore,

$$
H_{0}^{1}(\Lambda)=\left\{v \in H^{1}(\Lambda) \mid v( \pm 1)=0\right\} .
$$

We denote by $L^{\infty}\left(0, T ; H^{m}(\Lambda)\right)$ the space of the measurable functions $v:(0, T) \rightarrow H^{m}(\Lambda)$, such that

$$
\|v\|_{L^{\infty}\left(H^{m}\right)}=\underset{0 \leq t \leq T}{\operatorname{ess} \sup }\|v(t)\|_{m}<\infty
$$

$C^{k}\left([0, T] ; H^{m}(\Lambda)\right)(0 \leq k<\infty)$ the space of $k$-times continuous differentiable functions $v:[0, T] \rightarrow H^{m}(\Lambda)$, such that

$$
\|v\|_{C^{k}\left(H^{m}\right)}=\sum_{i=0}^{k} \max _{0 \leq t \leq T}\left\|v^{(i)}(t)\right\|_{m}<\infty
$$

For simplicity we denote $\partial_{x}^{k} v(x)=\frac{\mathrm{d}^{k}}{\mathrm{~d} x^{k}} v(x)$. Throughout the paper, $c$ denotes a generic positive constant.

Let $N$ be a positive integer. We denote by $\mathbb{P}_{N}(\Lambda)$ the space of all polynomials of degree less than or equal to $N . \mathbb{P}_{N}^{0}:=\left\{\phi \in \mathbb{P}_{N}(\Lambda) \mid \phi( \pm 1)=0\right\}$. Next we introduce some projection approximation results.

Let $\pi_{N}^{1,0}$ be the $H_{0}^{1}$-orthogonal projection operator from $H_{0}^{1}(\Lambda)$ into $\mathbb{P}_{N}^{0}$, such that for all $u \in H_{0}^{1}(\Lambda)$,

$$
\left(\partial_{x} \pi_{N}^{1,0} u, \partial_{x} v_{N}\right)=\left(\partial_{x} u, \partial_{x} v_{N}\right), \quad \forall v_{N} \in \mathbb{P}_{N}^{0}
$$

For the projection operator $\pi_{N}^{1,0}$, one has the following approximation result:
Lemma 2.1. 2] For all $u \in H_{0}^{1}(\Lambda) \cap H^{m}(\Lambda)$, we have

$$
\left\|u-\pi_{N}^{1,0} u\right\|_{k} \leq C N^{k-m}\|u\|_{m}, \quad k=0,1, m \geq 1
$$

where $C$ is a positive constant independent of $N$.
The following Poincare's inequality is useful.
Lemma 2.2. For any $u(x) \in C^{1}[-1,1]$, with $u(-1)=u(1)=0$, we have

$$
\|u\| \leq \frac{1}{\sqrt{2}}\left\|\partial_{x} u\right\|
$$

Proof. The inequality can be obtained by a simple computation.

We then give a discrete Grönwall's inequality.
Lemma 2.3. 10 Let $k, B$, and $a_{\mu}, b_{\mu}, c_{\mu}, \gamma_{\mu}$, for integers $\mu \geq 0$, be nonnegative numbers such that

$$
a_{n}+k \sum_{\mu=0}^{n} b_{\mu} \leq k \sum_{\mu=0}^{n} \gamma_{\mu} a_{\mu}+k \sum_{\mu=0}^{n} c_{\mu}+B, \quad n \geq 0
$$

Suppose that $k \gamma_{\mu}<1$, for all $\mu$, and set $\sigma_{\mu} \equiv\left(1-k \gamma_{\mu}\right)^{-1}$. Then

$$
a_{n}+k \sum_{\mu=0}^{n} b_{\mu} \leq \exp \left(k \sum_{\mu=0}^{n} \sigma_{\mu} \gamma_{\mu}\right)\left\{k \sum_{\mu=0}^{n} c_{\mu}+B\right\}, \quad n \geq 0
$$

The following lemma will be used in the proof of the existence of approximation solutions.

Lemma 2.4. [20, Lemma 1.4, Ch. 2] Let $X$ be a finite-dimensional Hilbert space with scalar product $[\cdot, \cdot]$ and norm $[\cdot]$, and let $P$ be a continuous mapping from $X$ into itself such that

$$
[P(\xi), \xi]>0 \quad \text { for }[\xi]=k>0
$$

Then there exists $\xi \in X,[\xi] \leq k$, such that

$$
P(\xi)=0
$$

3. The formulation of the fully discrete scheme

For a positive integer $M$, let $t_{k}=k \tau, k=0,1, \ldots, M$, where $\tau=T / M$ is the time-step length. Given a grid function $w=\left\{w^{k} \mid 0 \leq k \leq M\right\}$, we define

$$
w^{k+1 / 2}=\frac{1}{2}\left(w^{k+1}+w^{k}\right), \quad \delta_{t} w^{k+1 / 2}=\frac{1}{\tau}\left(w^{k+1}-w^{k}\right) .
$$

For the discretization of the Caputo fractional derivative of order $\gamma(1<\gamma<2)$ in time, we use the $L 1$ approximation coupled with the Crank-Nicolson technique as in (19); see also 22].

Denote $\gamma_{0}=\tau^{\gamma-1} \Gamma(3-\gamma)$ and $b_{j}=(j+1)^{2-\gamma}-j^{2-\gamma}$ for $j \geq 0$. For a differentiable function $v(t)$, let

$$
L_{t}^{\gamma} v^{k+1 / 2}=\frac{1}{\gamma_{0}}\left(\delta_{t} v^{k+1 / 2}-\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right) \delta_{t} v^{k-1-j+1 / 2}-b_{k} v^{\prime}\left(t_{0}\right)\right)
$$

where $k=0,1, \ldots, M-1$.
For the approximation of fractional derivative of order $\gamma \in(1,2)$, we have the following lemma.

Lemma 3.1. 18 Let

$$
D_{t}^{\gamma} v(t)=\frac{1}{\Gamma(2-\gamma)} \int_{0}^{t} \frac{v^{\prime \prime}(s)}{(t-s)^{\gamma-1}} \mathrm{~d} s, \quad 0<t \leq t_{k+1}
$$

Suppose $v(t) \in C^{3}\left[0, t_{k+1}\right](0 \leq k \leq M-1)$, then

$$
\begin{aligned}
& \left|\frac{1}{2}\left(D_{t}^{\gamma} v\left(t_{k+1}\right)+D_{t}^{\gamma} v\left(t_{k}\right)\right)-L_{t}^{\gamma} v^{k+1 / 2}\right| \\
\leq & \frac{1}{\Gamma(3-\gamma)}\left[\frac{2-\gamma}{12}+\frac{2^{3-\gamma}}{3-\gamma}-\left(1+2^{1-\gamma}\right)+\frac{1}{12}\right] \max _{0 \leq t \leq t_{k+1}}\left|v^{\prime \prime \prime}(t)\right| \tau^{3-\gamma}
\end{aligned}
$$

It is direct to check that

$$
\begin{aligned}
& b_{j}>0, \quad j=0,1, \ldots, k \\
& 1=b_{0}>b_{1}>\cdots>b_{k}, \quad b_{k} \rightarrow 0 \text { when } k \rightarrow \infty \\
& \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)+b_{k}=1 .
\end{aligned}
$$

Moreover, we have

$$
b_{j}=(j+1)^{2-\gamma}-j^{2-\gamma}=(2-\gamma) \int_{j}^{j+1} \frac{1}{t^{\gamma-1}} \mathrm{~d} t \geq(2-\gamma)(j+1)^{1-\gamma}
$$

Let $t_{k+1 / 2}=(k+1 / 2) \tau$. For the nonlinear term $|u|^{p} u$, using Taylor's expansion, we have

$$
\frac{1}{p+2} \frac{\left|u\left(t_{k+1}\right)\right|^{p+2}-\left|u\left(t_{k}\right)\right|^{p+2}}{u\left(t_{k+1}\right)-u\left(t_{k}\right)}-\left|u\left(t_{k+1 / 2}\right)\right|^{p} u\left(t_{k+1 / 2}\right)=\mathrm{O}\left(\tau^{2}\right)
$$

We discretize the space using a Legendre spectral method. Let $u_{N}^{j} \in \mathbb{P}_{N}^{0}$ be the approximation of $u(x, t)$ at time $t=t_{j}$ for $j=0,1, \ldots, M$. Then the fully discrete scheme in weak formulation for $(1.2)$ is as follows: find $u_{N}^{k+1} \in \mathbb{P}_{N}^{0}$, such that

$$
\begin{align*}
& \left(\delta_{t} u_{N}^{k+1 / 2}, v_{N}\right)+\gamma_{0}\left(\partial_{x} u_{N}^{k+1 / 2}, \partial_{x} v_{N}\right)+\gamma_{0}\left(\frac{\beta}{p+2} \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}, v_{N}\right)  \tag{3.1}\\
= & \gamma_{0}\left(f^{k+1 / 2}, v_{N}\right)+\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u_{N}^{k-1-j+1 / 2}, v_{N}\right)+b_{k}\left(\psi, v_{N}\right), \quad \forall v_{N} \in \mathbb{P}_{N}^{0},
\end{align*}
$$

with $u_{N}^{0}=\pi_{N}^{1,0} u_{0}$, where $k=0,1, \ldots, M-1$.
Before we prove the well-posedness of the scheme, we need a priori estimate for $u_{N}^{k+1}$.

Lemma 3.2. Suppose $u_{N}^{k+1}(0 \leq k \leq M-1)$ is the solution of the problem (3.1), then we have

$$
\begin{aligned}
& \quad \frac{\tau^{2-\gamma}}{\Gamma(3-\gamma)} \sum_{j=0}^{k} b_{j}\left\|\delta_{t} u_{N}^{k-j+1 / 2}\right\|^{2}+\left\|\partial_{x} u_{N}^{k+1}\right\|^{2}+\frac{2}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k+1}\right|^{p+2} \mathrm{~d} x \\
& \leq \\
& \quad\left\|\partial_{x} u_{N}^{0}\right\|^{2}+\frac{2}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{0}\right|^{p+2} \mathrm{~d} x \\
& \quad+\tau \sum_{j=0}^{k} 2 \Gamma(2-\gamma) T^{\gamma-1}\left\|f^{j+1 / 2}\right\|^{2}+\frac{2((k+1) \tau)^{2-\gamma}}{\Gamma(3-\gamma)}\|\psi\|^{2}
\end{aligned}
$$

Proof. Taking $v_{N}=\delta_{t} u_{N}^{k+1 / 2}$ in (3.1) gives

$$
\begin{align*}
& \left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2}+\gamma_{0}\left(\partial_{x} u_{N}^{k+1 / 2}, \partial_{x} \delta_{t} u_{N}^{k+1 / 2}\right) \\
& \quad+\gamma_{0}\left(\frac{\beta}{p+2} \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}, \delta_{t} u_{N}^{k+1 / 2}\right)  \tag{3.2}\\
& = \\
& \gamma_{0}\left(f^{k+1 / 2}, \delta_{t} u_{N}^{k+1 / 2}\right)+\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u_{N}^{k-1-j+1 / 2}, \delta_{t} u_{N}^{k+1 / 2}\right)+b_{k}\left(\psi, \delta_{t} u_{N}^{k+1 / 2}\right) .
\end{align*}
$$

For the second and third terms on the left-hand side of (3.2), we have

$$
\gamma_{0}\left(\partial_{x} u_{N}^{k+1 / 2}, \partial_{x} \delta_{t} u_{N}^{k+1 / 2}\right)=\frac{\gamma_{0}}{2 \tau}\left(\left\|\partial_{x} u_{N}^{k+1}\right\|^{2}-\left\|\partial_{x} u_{N}^{k}\right\|^{2}\right)
$$

and

$$
\begin{aligned}
& \gamma_{0}\left(\frac{\beta}{p+2} \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}, \delta_{t} u_{N}^{k+1 / 2}\right) \\
= & \frac{\gamma_{0}}{(p+2) \tau}\left(\int_{-1}^{1} \beta\left|u_{N}^{k+1}\right|^{p+2} \mathrm{~d} x-\int_{-1}^{1} \beta\left|u_{N}^{k}\right|^{p+2} \mathrm{~d} x\right) .
\end{aligned}
$$

For the right-hand side of (3.2), using Hölder's inequality and Young's inequality, one has

$$
\begin{aligned}
& \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u_{N}^{k-1-j+1 / 2}, \delta_{t} u_{N}^{k+1 / 2}\right) \\
\leq & \frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}+\left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2}\right) \\
= & \frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}+\frac{1}{2}\left(1-b_{k}\right)\left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2},
\end{aligned}
$$

$$
b_{k}\left(\psi, \delta_{t} u_{N}^{k+1 / 2}\right) \leq b_{k}\left(\|\psi\|^{2}+\frac{1}{4}\left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2}\right)
$$

and

$$
\gamma_{0}\left(f^{k+1 / 2}, \delta_{t} u_{N}^{k+1 / 2}\right) \leq \frac{\gamma_{0}^{2}}{b_{k}}\left\|f^{k+1 / 2}\right\|^{2}+\frac{1}{4} b_{k}\left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2} .
$$

Substituting these inequalities into (3.2), and noticing that

$$
\left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2}+\sum_{j=0}^{k-1} b_{j+1}\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}=\sum_{j=0}^{k} b_{j}\left\|\delta_{t} u_{N}^{k-j+1 / 2}\right\|^{2},
$$

we obtain

$$
\begin{align*}
& \tau \sum_{j=0}^{k} b_{j}\left\|\delta_{t} u_{N}^{k-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} u_{N}^{k+1}\right\|^{2}+\frac{2 \gamma_{0}}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k+1}\right|^{p+2} \mathrm{~d} x \\
\leq & \tau \sum_{j=0}^{k-1} b_{j}\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} u_{N}^{k}\right\|^{2}  \tag{3.3}\\
& +\frac{2 \gamma_{0}}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k}\right|^{p+2} \mathrm{~d} x+2 \tau b_{k}\|\psi\|^{2}+\frac{2 \tau \gamma_{0}^{2}}{b_{k}}\left\|f^{k+1 / 2}\right\|^{2} .
\end{align*}
$$

Let

$$
F^{0}=\gamma_{0}\left\|\partial_{x} u_{N}^{0}\right\|^{2}+\frac{2 \gamma_{0}}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{0}\right|^{p+2} \mathrm{~d} x
$$

and

$$
F^{k+1}=\tau \sum_{j=0}^{k} b_{j}\left\|\delta_{t} u_{N}^{k-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} u_{N}^{k+1}\right\|^{2}+\frac{2 \gamma_{0}}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k+1}\right|^{p+2} \mathrm{~d} x
$$

for $0 \leq k \leq M-1$. Then from (3.3), we have

$$
F^{k+1} \leq F^{k}+2 \tau b_{k}\|\psi\|^{2}+\frac{2 \tau \gamma_{0}^{2}}{b_{k}}\left\|f^{k+1 / 2}\right\|^{2}
$$

or equivalently

$$
\begin{equation*}
F^{k+1} \leq F^{0}+\tau \sum_{j=0}^{k} \frac{2 \gamma_{0}^{2}}{b_{j}}\left\|f^{j+1 / 2}\right\|^{2}+2 \tau(k+1)^{2-\gamma}\|\psi\|^{2} \tag{3.4}
\end{equation*}
$$

Since $b_{j} \geq(2-\gamma)(j+1)^{1-\gamma}, \Gamma(s+1)=s \Gamma(s)$ and $\gamma_{0}=\Gamma(3-\gamma) \tau^{\gamma-1}$, we have

$$
b_{j}^{-1} \leq \Gamma(2-\gamma) \frac{T^{\gamma-1}}{\gamma_{0}}, \quad \tau(k+1)^{2-\gamma}=\frac{\gamma_{0}((k+1) \tau)^{2-\gamma}}{\Gamma(3-\gamma)} .
$$

Substituting these two inequalities into (3.4), we have

$$
F^{k+1} \leq F^{0}+\tau \sum_{j=0}^{k} 2 \Gamma(2-\gamma) T^{\gamma-1} \gamma_{0}\left\|f^{j+1 / 2}\right\|^{2}+\frac{2 \gamma_{0}((k+1) \tau)^{2-\gamma}}{\Gamma(3-\gamma)}\|\psi\|^{2}
$$

Then we have

$$
\begin{aligned}
& \frac{\tau^{2-\gamma}}{\Gamma(3-\gamma)} \sum_{j=0}^{k} b_{j}\left\|\delta_{t} u_{N}^{k-j+1 / 2}\right\|^{2}+\left\|\partial_{x} u_{N}^{k+1}\right\|^{2}+\frac{2}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k+1}\right|^{p+2} \mathrm{~d} x \\
\leq & \left\|\partial_{x} u_{N}^{0}\right\|^{2}+\frac{2}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{0}\right|^{p+2} \mathrm{~d} x \\
& +\tau \sum_{j=0}^{k} 2 \Gamma(2-\gamma) T^{\gamma-1}\left\|f^{j+1 / 2}\right\|^{2}+\frac{2((k+1) \tau)^{2-\gamma}}{\Gamma(3-\gamma)}\|\psi\|^{2}
\end{aligned}
$$

For the existence of solution $u_{N}^{k+1}$ for (3.1), we have the following theorem.
Theorem 3.3. For $\left\{u_{N}^{j}\right\}_{j=0}^{k}$ given, there exists one $u_{N}^{k+1}$ satisfying (3.1).
Proof. Let $X=\mathbb{P}_{N}^{0}$; the scalar product on $X$ is the usual inner product $(\cdot, \cdot)$ in $L^{2}(\Lambda)$. Define a mapping $P: X \rightarrow X$, such that

$$
\begin{aligned}
{[P(w), v]=} & (P(w), v) \\
= & \left(\frac{w}{\tau}, v\right)+\gamma_{0}\left(\frac{\partial_{x} w+2 \partial_{x} u_{N}^{k}}{2}, \partial_{x} v\right) \\
& +\gamma_{0}\left(\frac{\beta}{p+2} \frac{\left|w+u_{N}^{k}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{w}, v\right)-\gamma_{0}\left(f^{k+1 / 2}, v\right) \\
& -\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u_{N}^{k-1-j+1 / 2}, v\right)-b_{k}(\psi, v), \quad \forall w, v \in X .
\end{aligned}
$$

The continuity of the mapping $P$ is obvious. Next, we have

$$
\begin{align*}
{[P(w), w]=} & \frac{\|w\|^{2}}{\tau}+\gamma_{0}\left(\frac{\left\|\partial_{x} w\right\|^{2}}{2}+\left(\partial_{x} u_{N}^{k}, \partial_{x} w\right)\right) \\
& +\frac{\gamma_{0}}{p+2}\left(\int_{-1}^{1} \beta\left|w+u_{N}^{k}\right|^{p+2} \mathrm{~d} x-\int_{-1}^{1} \beta\left|u_{N}^{k}\right|^{p+2} \mathrm{~d} x\right)  \tag{3.5}\\
& -\gamma_{0}\left(f^{k+1 / 2}, w\right)-\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u_{N}^{k-1-j+1 / 2}, w\right)-b_{k}(\psi, w)
\end{align*}
$$

For the right-hand side of (3.5), using Hölder's inequality and Young's inequality, we have

$$
\begin{aligned}
\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u_{N}^{k-1-j+1 / 2}, w\right) & \leq \frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\tau\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}+\frac{\|w\|^{2}}{\tau}\right) \\
& =\frac{\tau}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}+\frac{1}{2}\left(1-b_{k}\right) \frac{\|w\|^{2}}{\tau}
\end{aligned}
$$

$$
b_{k}(\psi, w) \leq b_{k}\left(\tau\|\psi\|^{2}+\frac{1}{4} \frac{\|w\|^{2}}{\tau}\right)
$$

and

$$
\gamma_{0}\left(f^{k+1 / 2}, w\right) \leq \frac{\gamma_{0}^{2}}{b_{k}} \tau\left\|f^{k+1 / 2}\right\|^{2}+\frac{1}{4} b_{k} \frac{\|w\|^{2}}{\tau} .
$$

Substituting the above inequalities into (3.5), and using the a priori estimate in Lemma 3.2, we get

$$
\begin{aligned}
{[P(w), w] \geq } & \frac{1}{2} \frac{\|w\|^{2}}{\tau}-\gamma_{0} \frac{\left\|\partial_{x} u_{N}^{k}\right\|^{2}}{2}+\frac{\gamma_{0}}{p+2}\left(\int_{-1}^{1} \beta\left|w+u_{N}^{k}\right|^{p+2} \mathrm{~d} x-\int_{-1}^{1} \beta\left|u_{N}^{k}\right|^{p+2} \mathrm{~d} x\right) \\
& -\frac{\gamma_{0}^{2}}{b_{k}} \tau\left\|f^{k+1 / 2}\right\|^{2}-\frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right) \tau\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}-b_{k} \tau\|\psi\|^{2} \\
\geq & \frac{1}{2} \frac{\|w\|^{2}}{\tau}-\gamma_{0} \frac{\left\|\partial_{x} u_{N}^{k}\right\|^{2}}{2}-\frac{\gamma_{0}}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k}\right|^{p+2} \mathrm{~d} x \\
& -\frac{\gamma_{0}^{2}}{b_{k}} \tau\left\|f^{k+1 / 2}\right\|^{2}-\frac{1}{2} \sum_{j=0}^{k-1} b_{j} \tau\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}-b_{k} \tau\|\psi\|^{2} \\
= & \frac{1}{2} \frac{\|w\|^{2}}{\tau}-\frac{\gamma_{0}}{2}\left(\left\|\partial_{x} u_{N}^{k}\right\|^{2}+\frac{2}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{k}\right|^{p+2} \mathrm{~d} x\right. \\
& \left.\quad+\frac{\tau^{2-\gamma}}{\Gamma(3-\gamma)} \sum_{j=0}^{k-1} b_{j}\left\|\delta_{t} u_{N}^{k-1-j+1 / 2}\right\|^{2}+\frac{2 \gamma_{0}}{b_{k}} \tau\left\|f^{k+1 / 2}\right\|^{2}+\frac{2 b_{k}}{\gamma_{0}} \tau\|\psi\|^{2}\right) \\
\geq & \frac{\gamma_{0}}{2}\left(\frac{\|w\|^{2}}{\tau \gamma_{0}}-E\right),
\end{aligned}
$$

where

$$
E=\left\|\partial_{x} u_{N}^{0}\right\|^{2}+\frac{2}{p+2} \int_{-1}^{1} \beta\left|u_{N}^{0}\right|^{p+2} \mathrm{~d} x+\tau \sum_{j=0}^{k} 2 \Gamma(2-\gamma) T^{\gamma-1}\left\|f^{j+1 / 2}\right\|^{2}+\frac{2 T^{2-\gamma}}{\Gamma(3-\gamma)}\|\psi\|^{2} .
$$

Then it follows that $[P(w), w]>0$ for $\|w\|=K, K>\left(\tau \gamma_{0} E\right)^{1 / 2}$. By virtue of Lemma 2.4 , there exists $w^{k+1} \in X$ satisfying $P\left(w^{k+1}\right)=0$. Set $u_{N}^{k+1}=w^{k+1}+u_{N}^{k}$, thus the existence of $u_{N}^{k+1}$ is proved.

Next we give the uniqueness theorem.
Theorem 3.4. The solution $u_{N}^{k+1}$ for (3.1) is unique.
Proof. Suppose $\left\{u_{*}^{j}\right\}_{j=0}^{M},\left\{u_{* *}^{j}\right\}_{j=0}^{M}$ are the solutions of the problem (3.1), with the same initial condition. Let $u^{j}=u_{*}^{j}-u_{* *}^{j}$, then we have

$$
\begin{align*}
& \left(\delta_{t} u^{k+1 / 2}, v_{N}\right)+\gamma_{0}\left(\partial_{x} u^{k+1 / 2}, \partial_{x} v_{N}\right)+\gamma_{0}\left(\beta\left(G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right), v_{N}\right) \\
= & \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u^{k-1-j+1 / 2}, v_{N}\right), \quad \forall v_{N} \in \mathbb{P}_{N}^{0}, k=0,1, \ldots, M-1, \tag{3.6}
\end{align*}
$$

where

$$
G^{k+1 / 2}=\frac{1}{p+2} \frac{\left|u_{*}^{k+1}\right|^{p+2}-\left|u_{*}^{k}\right|^{p+2}}{u_{*}^{k+1}-u_{*}^{k}}, \quad \bar{G}^{k+1 / 2}=\frac{1}{p+2} \frac{\left|u_{* *}^{k+1}\right|^{p+2}-\left|u_{* *}^{k}\right|^{p+2}}{u_{* *}^{k+1}-u_{* *}^{k}} .
$$

Denote $g(s)=|s|^{p} s$, then we have (1)

$$
G^{k+1 / 2}=\int_{0}^{1} g\left(\theta u_{*}^{k+1}+(1-\theta) u_{*}^{k}\right) \mathrm{d} \theta, \quad \bar{G}^{k+1 / 2}=\int_{0}^{1} g\left(\theta u_{* *}^{k+1}+(1-\theta) u_{* *}^{k}\right) \mathrm{d} \theta .
$$

By virtue of a priori estimate, the $u_{*}^{j}, u_{* *}^{j}$ are uniformly bounded, therefore,

$$
\begin{aligned}
\left|G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right| & =\int_{0}^{1} g\left(\theta u_{*}^{k+1}+(1-\theta) u_{*}^{k}\right)-g\left(\theta u_{* *}^{k+1}+(1-\theta) u_{* *}^{k}\right) \mathrm{d} \theta \\
& \leq c_{1} \int_{0}^{1} \theta\left|u^{k+1}\right|+(1-\theta)\left|u^{k}\right| \mathrm{d} \theta \\
& =\frac{c_{1}}{2}\left(\left|u^{k+1}\right|+\left|u^{k}\right|\right)
\end{aligned}
$$

Let $v_{N}=\delta_{t} u^{k+1 / 2}$ in (3.6), we have

$$
\begin{align*}
& \left\|\delta_{t} u^{k+1 / 2}\right\|^{2}+\frac{\gamma_{0}}{2 \tau}\left(\left\|\partial_{x} u^{k+1}\right\|^{2}-\left\|\partial_{x} u^{k}\right\|^{2}\right) \\
= & \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u^{k-1-j+1 / 2}, \delta_{t} u^{k+1 / 2}\right)-\gamma_{0}\left(\beta\left(G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right), \delta_{t} u^{k+1 / 2}\right) \tag{3.7}
\end{align*}
$$

For the right-hand side of (3.7), using Hölder's inequality and Young's inequality, one has

$$
\begin{aligned}
& \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} u^{k-1-j+1 / 2}, \delta_{t} u^{k+1 / 2}\right) \\
\leq & \frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\left\|\delta_{t} u^{k-1-j+1 / 2}\right\|^{2}+\left\|\delta_{t} u^{k+1 / 2}\right\|^{2}\right) \\
= & \frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left\|\delta_{t} u^{k-1-j+1 / 2}\right\|^{2}+\frac{1}{2}\left(1-b_{k}\right)\left\|\delta_{t} u^{k+1 / 2}\right\|^{2}
\end{aligned}
$$

and

$$
-\gamma_{0}\left(\beta\left(G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right), \delta_{t} u^{k+1 / 2}\right) \leq \frac{c_{1}^{2} \gamma_{0}^{2}}{4 b_{k}}\left(\left\|u^{k+1}\right\|^{2}+\left\|u^{k}\right\|^{2}\right)+\frac{1}{2} b_{k}\left\|\delta_{t} u_{N}^{k+1 / 2}\right\|^{2}
$$

Then we have

$$
\begin{aligned}
& \tau \sum_{j=0}^{k} b_{j}\left\|\delta_{t} u^{k-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} u^{k+1}\right\|^{2} \\
\leq & \tau \sum_{j=0}^{k-1} b_{j}\left\|\delta_{t} u^{k-1-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} u_{N}^{k}\right\|^{2}+\frac{\tau c_{1}^{2} \gamma_{0}^{2}}{2 b_{k}}\left(\left\|u^{k+1}\right\|^{2}+\left\|u^{k}\right\|^{2}\right)
\end{aligned}
$$

Following the same lines as in the proof of Lemma 3.2, and using Poincaré's inequality, we have

$$
\begin{aligned}
\left\|\partial_{x} u^{k+1}\right\|^{2} & \leq\left\|\partial_{x} u^{0}\right\|^{2}+\tau \sum_{j=0}^{k} \frac{c_{1}^{2}}{2} \Gamma(2-\gamma) T^{\gamma-1}\left(\left\|u^{j+1}\right\|^{2}+\left\|u^{j}\right\|^{2}\right) \\
& \leq\left\|\partial_{x} u^{0}\right\|^{2}+\tau \sum_{j=0}^{k+1} c_{2}\left\|\partial_{x} u^{j}\right\|^{2}
\end{aligned}
$$

Then suppose $\tau<1 / c_{2}$, using Grönwall's inequality in Lemma 2.3, we have

$$
\left\|\partial_{x} u^{k+1}\right\|^{2} \leq c\left\|\partial_{x} u^{0}\right\|^{2}=0
$$

Finally, using Poincaré's inequality, we have $\left\|u^{k+1}\right\|=0$, that is $u_{*}^{k+1}-u_{* *}^{k+1} \equiv 0$. The uniqueness is proved.
4. Stability and convergence of the fully discrete scheme

Suppose $\left\{\widetilde{u}_{N}^{j}\right\}_{j=0}^{M}$ are the solutions of the following:

$$
\begin{aligned}
& \left(\delta_{t} \widetilde{u}_{N}^{k+1 / 2}, v_{N}\right)+\gamma_{0}\left(\partial_{x} \widetilde{u}_{N}^{k+1 / 2}, \partial_{x} v_{N}\right)+\gamma_{0}\left(\frac{\beta}{p+2} \frac{\left|\widetilde{u}_{N}^{k+1}\right|^{p+2}-\left|\widetilde{u}_{N}^{k}\right|^{p+2}}{\widetilde{u}_{N}^{k+1}-\widetilde{u}_{N}^{k}}, v_{N}\right) \\
= & \gamma_{0}\left(\widetilde{f}^{k+1 / 2}, v_{N}\right)+\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} \widetilde{u}_{N}^{k-1-j+1 / 2}, v_{N}\right)+b_{k}\left(\widetilde{\psi}, v_{N}\right), \quad \forall v_{N} \in \mathbb{P}_{N}^{0},
\end{aligned}
$$

with an initial condition $\widetilde{u}_{N}^{0}$, where $k=0,1, \ldots, M-1$.
Following the same lines as in the proof of Lemma 3.2 and Theorem 3.4, we can obtain the following stability result.

Theorem 4.1. Suppose $\left\{u_{N}^{j}\right\}_{j=0}^{M}$ are the solutions of problem (3.1), with an initial condition $u_{N}^{0}$. Let $\eta_{N}^{j}=u_{N}^{j}-\widetilde{u}_{N}^{j}$, then we have

$$
\begin{aligned}
& \left\|\partial_{x} \eta_{N}^{k+1}\right\|^{2} \\
\leq & c\left(\left\|\partial_{x} \eta_{N}^{0}\right\|^{2}+\tau \sum_{j=0}^{k} 2 \Gamma(2-\gamma) T^{\gamma-1}\left\|f^{k+1 / 2}-\widetilde{f}^{k+1 / 2}\right\|^{2}+\frac{2 T^{2-\gamma}}{\Gamma(3-\gamma)}\|\psi-\widetilde{\psi}\|^{2}\right) .
\end{aligned}
$$

For the convergence of the fully discrete scheme (3.1), we have
Theorem 4.2. Let $u$ be the exact solution of (1.2)-(1.4), $\left\{u_{N}^{k}\right\}_{k=0}^{M}$ be the solution of the problem (3.1) with the initial condition $u_{N}^{0}=\pi_{N}^{1,0} u_{0}(x)$. Suppose $u \in C^{3}\left([0, T] ; H^{1}(\Lambda)\right) \cap$
$L^{\infty}\left(0, T ; H^{m}(\Lambda)\right), D_{t}^{\gamma} u \in L^{\infty}\left(0, T ; H^{m}(\Lambda)\right), \psi \in H^{m}(\Lambda), m \geq 1$, then for $j=0,1, \ldots, M$, we have

$$
\begin{aligned}
\left\|\partial_{x} u\left(t_{j}\right)-\partial_{x} u_{N}^{j}\right\|^{2} \leq & c 2 \Gamma(2-\gamma) T^{\gamma}\left(N^{-2 m}\left\|D_{t}^{\gamma} u\right\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau^{6-2 \gamma}\|u\|_{C^{3}\left(H^{1}\right)}^{2}\right) \\
& +\frac{c 2 T^{2-\gamma}}{\Gamma(3-\gamma)} N^{-2 m}\|\psi\|_{m}^{2}+c N^{2-2 m}\|u\|_{L^{\infty}\left(H^{m}\right)}^{2}
\end{aligned}
$$

Proof. Let $e_{N}^{j}=u\left(t_{j}\right)-u_{N}^{j}, \widetilde{e}_{N}^{j}=\pi_{N}^{1,0} u\left(t_{j}\right)-u_{N}^{j}, \hat{e}_{N}^{j}=u\left(t_{j}\right)-\pi_{N}^{1,0} u\left(t_{j}\right)$, thus we have $e_{N}^{j}=\widetilde{e}_{N}^{j}+\widehat{e}_{N}^{j}$, in particular $e_{N}^{0}=u^{0}-\pi_{N}^{1,0} u^{0}=\widehat{e}_{N}^{0}, \widetilde{e}_{N}^{0}=0$. From the initial equation (1.2) and the fully discrete scheme (3.1), we have the following error equation

$$
\begin{aligned}
& \left(\delta_{t} e_{N}^{k+1 / 2}, v_{N}\right)+\gamma_{0}\left(\partial_{x} e_{N}^{k+1 / 2}, \partial_{x} v_{N}\right)+\gamma_{0}\left(\beta\left(G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right), v_{N}\right) \\
= & \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} e_{N}^{k-1-j+1 / 2}, v_{N}\right)+\gamma_{0}\left(R_{t}^{k+1 / 2}, v_{N}\right), \quad \forall v_{N} \in \mathbb{P}_{N}^{0}
\end{aligned}
$$

where $R_{t}^{k+1 / 2}=L_{t}^{\gamma} u^{k+1 / 2}-\frac{1}{2}\left(D_{t}^{\gamma} u\left(t_{k+1}\right)+D_{t}^{\gamma} u\left(t_{k}\right)\right)+c \tau^{2}$,

$$
G^{k+1 / 2}=\frac{1}{p+2} \frac{\left|u^{k+1}\right|^{p+2}-\left|u^{k}\right|^{p+2}}{u^{k+1}-u^{k}}, \quad \bar{G}^{k+1 / 2}=\frac{1}{p+2} \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}
$$

As $e_{N}^{j}=\widetilde{e}_{N}^{j}+\widehat{e}_{N}^{j}$, and by virtue of the definition of the projection operator $\pi_{N}^{1,0}$, we get

$$
\begin{align*}
& \left(\delta_{t} e_{N}^{k+1 / 2}, v_{N}\right)+\gamma_{0}\left(\partial_{x} \widetilde{e}_{N}^{k+1 / 2}, \partial_{x} v_{N}\right)+\gamma_{0}\left(\beta\left(G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right), v_{N}\right) \\
= & \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} \widetilde{e}_{N}^{k-1-j+1 / 2}, v_{N}\right)+\gamma_{0}\left(R_{t}^{k+1 / 2}, v_{N}\right)+\sum_{i=1}^{2} R_{i}^{k+1}, \quad \forall v_{N} \in \mathbb{P}_{N}^{0} \tag{4.1}
\end{align*}
$$

where

$$
\begin{aligned}
& R_{1}^{k+1}=-\left(\delta_{t} \hat{e}_{N}^{k+1 / 2}-\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right) \delta_{t} e_{N}^{k-1-j+1 / 2}-b_{k}\left(\psi-\pi_{N}^{1,0} \psi\right), v_{N}\right) \\
& R_{2}^{k+1}=-b_{k}\left(\psi-\pi_{N}^{1,0} \psi, v_{N}\right)
\end{aligned}
$$

Denote $\widehat{e}_{N}(x, t)=u-\pi_{N}^{1,0} u$, we have

$$
\begin{aligned}
& \delta_{t} \hat{e}_{N}^{k+1 / 2}-\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right) \delta_{t} e_{N}^{k-1-j+1 / 2}-b_{k}\left(\psi-\pi_{N}^{1,0} \psi\right) \\
= & \gamma_{0} L_{t}^{\alpha} \widehat{e}_{N}^{k+1 / 2} \\
= & \gamma_{0} \frac{1}{2}\left(D_{t}^{\gamma} \widehat{e}_{N}\left(t_{k+1}\right)+D_{t}^{\gamma} \widehat{e}_{N}\left(t_{k}\right)\right)+\gamma_{0} \widehat{R}_{t}^{k+1 / 2} .
\end{aligned}
$$

Then according to the Lemmas 2.1, 2.2 and 3.1, we have

$$
\begin{aligned}
& \left|R_{1}^{k+1}\right| \leq \frac{c \gamma_{0}^{2}}{b_{k}}\left(N^{-2 m}\left\|D_{t}^{\gamma} u\right\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau^{6-2 \gamma}\|u\|_{C^{3}\left(H^{1}\right)}\right)+\frac{1}{8} b_{k}\left\|v_{N}\right\|^{2} \\
& \left|R_{2}^{k+1}\right| \leq c b_{k} N^{-2 m}\|\psi\|_{m}^{2}+\frac{1}{8} b_{k}\left\|v_{N}\right\|^{2}
\end{aligned}
$$

and

$$
\gamma_{0}\left(R_{t}^{k+1 / 2}, v_{N}\right) \leq \frac{c \gamma_{0}^{2}}{b_{k}} \tau^{6-2 \gamma}\|u\|_{C^{3}\left(L^{2}\right)}+\frac{1}{8} b_{k}\left\|v_{N}\right\|^{2}
$$

We also have

$$
\begin{aligned}
\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\delta_{t} \widetilde{e}_{N}^{k-1-j+1 / 2}, v_{N}\right) & \leq \frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(\left\|\delta_{t} e_{N}^{k-1-j+1 / 2}\right\|^{2}+\left\|v_{N}\right\|^{2}\right) \\
& =\frac{1}{2} \sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left\|\delta_{t} \widetilde{e}_{N}^{k-1-j+1 / 2}\right\|^{2}+\frac{1}{2}\left(1-b_{k}\right)\left\|v_{N}\right\|^{2}
\end{aligned}
$$

Denote $g(s)=|s|^{p} s$, then we have

$$
G^{k+1 / 2}=\int_{0}^{1} g\left(\theta u^{k+1}+(1-\theta) u^{k}\right) \mathrm{d} \theta, \quad \bar{G}^{k+1 / 2}=\int_{0}^{1} g\left(\theta u_{N}^{k+1}+(1-\theta) u_{N}^{k}\right) \mathrm{d} \theta
$$

Therefore,

$$
\begin{aligned}
\left|G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right| & =\int_{0}^{1} g\left(\theta u^{k+1}+(1-\theta) u^{k}\right)-g\left(\theta u_{N}^{k+1}+(1-\theta) u_{N}^{k}\right) \mathrm{d} \theta \\
& \leq c_{1} \int_{0}^{1} \theta\left|e_{N}^{k+1}\right|+(1-\theta)\left|e_{N}^{k}\right| \mathrm{d} \theta \\
& =\frac{c_{1}}{2}\left(\left|e_{N}^{k+1}\right|+\left|e_{N}^{k}\right|\right)
\end{aligned}
$$

and

$$
\gamma_{0}\left(\beta\left(G^{k+1 / 2}-\bar{G}^{k+1 / 2}\right), v_{N}\right) \leq \frac{c_{1}^{2} \gamma_{0}^{2}}{b_{k}}\left(\left\|e_{N}^{k+1}\right\|^{2}+\left\|e_{N}^{k}\right\|^{2}\right)+\frac{1}{8} b_{k}\left\|v_{N}\right\|^{2}
$$

Substituting these above inequalities into (4.1), and taking $v_{N}=\delta_{t} \widetilde{e}_{N}^{k+1 / 2}$, we get

$$
\begin{aligned}
& \tau \sum_{j=0}^{k} b_{j}\left\|\delta_{t} \widetilde{e}_{N}^{k-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} \widetilde{e}_{N}^{k+1}\right\|^{2} \\
\leq & \tau \sum_{j=0}^{k-1} b_{j}\left\|\delta_{t} \widetilde{e}_{N}^{k-1-j+1 / 2}\right\|^{2}+\gamma_{0}\left\|\partial_{x} \widetilde{e}_{N}^{k}\right\|^{2}+2 \tau b_{k} c N^{-2 m}\|\psi\|_{m}^{2} \\
& +\frac{2 \tau \gamma_{0}^{2}}{b_{k}} c\left(N^{-2 m}\left\|D_{t}^{\gamma} u\right\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau^{6-2 \gamma}\|u\|_{C^{3}\left(H^{1}\right)}\right)+\frac{2 \tau \gamma_{0}^{2} c_{1}^{2}}{b_{k}}\left(\left\|e_{N}^{k+1}\right\|^{2}+\left\|e_{N}^{k}\right\|^{2}\right) .
\end{aligned}
$$

Then following the same lines as in the proof of Lemma 3.2, we obtain

$$
\begin{aligned}
\left\|\partial_{x} \widetilde{e}_{N}^{k+1}\right\|^{2} \leq & \tau \sum_{j=0}^{k} c 2 \Gamma(2-\gamma) T^{\gamma-1}\left(N^{-2 m}\left\|D_{t}^{\gamma} u\right\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau^{6-2 \gamma}\|u\|_{C^{3}\left(H^{1}\right)}\right) \\
& +\tau \sum_{j=0}^{k} c_{1}^{2} 2 \Gamma(2-\gamma) T^{\gamma-1}\left(\left\|e_{N}^{j+1}\right\|^{2}+\left\|e_{N}^{j}\right\|^{2}\right)+\frac{c 2 T^{2-\gamma}}{\Gamma(3-\gamma)} N^{-2 m}\|\psi\|_{m}^{2}
\end{aligned}
$$

Finally, using the triangular inequality $\left\|\partial_{x} e_{N}^{k+1}\right\| \leq\left\|\partial_{x} \widetilde{e}_{N}^{k+1}\right\|+\left\|\partial_{x} \widehat{e}_{N}^{k+1}\right\|$ and Lemma 2.1. we have

$$
\begin{aligned}
\left\|\partial_{x} e_{N}^{k+1}\right\|^{2} \leq & c N^{2-2 m}\|u\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau \sum_{j=0}^{k+1} c_{1}^{2} 2 \Gamma(2-\gamma) T^{\gamma-1}\left\|\partial_{x} e_{N}^{j}\right\|^{2} \\
& +c \Gamma(2-\gamma) T^{\gamma}\left(N^{-2 m}\left\|D_{t}^{\gamma} u\right\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau^{6-2 \gamma}\|u\|_{C^{3}\left(H^{1}\right)}\right) \\
& +\frac{c 2 T^{2-\gamma}}{\Gamma(3-\gamma)} N^{-2 m}\|\psi\|_{m}^{2}
\end{aligned}
$$

Suppose $\tau c_{1}^{2} 2 \Gamma(2-\gamma) T^{\gamma-1}<1$, then according to Grönwall's inequality in Lemma 2.3 , we have

$$
\begin{aligned}
\left\|\partial_{x} e_{N}^{k+1}\right\|^{2} \leq & c 2 \Gamma(2-\gamma) T^{\gamma}\left(N^{-2 m}\left\|D_{t}^{\gamma} u\right\|_{L^{\infty}\left(H^{m}\right)}^{2}+\tau^{6-2 \gamma}\|u\|_{C^{3}\left(H^{1}\right)}^{2}\right) \\
& +\frac{c 2 T^{2-\gamma}}{\Gamma(3-\gamma)} N^{-2 m}\|\psi\|_{m}^{2}+c N^{2-2 m}\|u\|_{L^{\infty}\left(H^{m}\right)}^{2}
\end{aligned}
$$

## 5. Numerical experiment

### 5.1. Implementation

For the implementation of our methods, we follow the similar lines as in paper [13]. Both of the integrals are evaluated by using numerical quadratures. We use the Legendre-GaussLobatto quadrature to compute the integrals. Let $L_{n}(x)$ denote the Legendre polynomial with degree $n .\left\{x_{j}\right\}_{j=0}^{N}$ are the zeros of $\left(1-x^{2}\right) L_{N}^{\prime}(x)$, and the weights are expressed by

$$
\omega_{j}=\frac{2}{N(N+1)} \frac{1}{\left[L_{N}\left(x_{j}\right)\right]^{2}}, \quad 0 \leq j \leq N
$$

$\left\{x_{j}, \omega_{j}\right\}_{j=0}^{N}$ are referred to as the Legendre-Gauss-Lobatto quadrature nodes and weights, such that the following quadrature holds:

$$
\int_{-1}^{1} p(x) \mathrm{d} x=\sum_{j=0}^{N} p\left(x_{j}\right) \omega_{j}, \quad \forall p \in \mathbb{P}_{2 N-1}(\Lambda)
$$

Define the discrete inner product as follows:

$$
(\phi, \psi)_{N}=\sum_{j=0}^{N} \phi\left(x_{j}\right) \psi\left(x_{j}\right) \omega_{j}, \quad \forall \phi, \psi \in C^{0}(\bar{\Lambda})
$$

and the associated discrete norm $\|\phi\|_{N}:=(\phi, \phi)_{N}^{1 / 2}$.
Let $\alpha_{0}=\tau \gamma_{0} / 2$, we rewrite (3.1) in the form

$$
\left(u_{N}^{k+1}, v_{N}\right)_{N}+\alpha_{0}\left(\partial_{x} u_{N}^{k+1}, \partial_{x} v_{N}\right)_{N}+\frac{2 \alpha_{0}}{p+2}\left(\beta \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}, v_{N}\right)=F_{N}^{k+1}\left(v_{N}\right)
$$

for all $v_{N} \in \mathbb{P}_{N}^{0}$, where

$$
\begin{aligned}
F_{N}^{k+1}\left(v_{N}\right)= & \left(u_{N}^{k}, v_{N}\right)_{N}-\alpha_{0}\left(\partial_{x} u_{N}^{k}, \partial_{x} v_{N}\right)_{N}+\alpha_{0}\left(f^{k+1}+f^{k}, v_{N}\right)_{N} \\
& +\sum_{j=0}^{k-1}\left(b_{j}-b_{j+1}\right)\left(u_{N}^{k-j}-u_{N}^{k-1-j}, v_{N}\right)_{N}+\tau b_{k}\left(\psi, v_{N}\right)_{N}
\end{aligned}
$$

We express the function $u_{N}^{k+1}$ in terms of the Lagrangian interpolants based on the Legendre-Gauss-Lobatto points $x_{j}, j=0,1, \ldots, N$,

$$
u_{N}^{k+1}(x)=\sum_{j=0}^{N} \widehat{u}_{j}^{k+1} h_{j}(x)
$$

where $\widehat{u}_{j}^{k+1}:=u_{N}^{k+1}\left(x_{j}\right)$, are unknowns of the discrete solution, $h_{j}(x)$ is the Lagrangian polynomial defined in $\Lambda$. So we have

$$
h_{i}\left(x_{j}\right)=\delta_{i j}, \quad \forall i, j \in\{0,1, \ldots, N\},
$$

here $\delta_{i j}$ denotes the Kronecker-delta function.
As $u_{N}^{k+1}( \pm 1)=0$, then choosing each test function $v_{N}$ to be $h_{i}(x), i=1,2, \ldots, N-1$, we obtain

$$
\begin{aligned}
& \sum_{j=1}^{N-1}\left(h_{j}, h_{i}\right)_{N} \widehat{u}_{j}^{k+1}+\alpha_{0} \sum_{j=1}^{N-1}\left(\partial_{x} h_{j}, \partial_{x} h_{i}\right)_{N} \widehat{u}_{j}^{k+1}+\frac{2 \alpha_{0}}{p+2}\left(\beta \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}, h_{i}\right)_{N} \\
= & F_{N}^{k+1}\left(h_{i}\right)
\end{aligned}
$$

Using the definition of the discrete inner product, we have

$$
\begin{aligned}
\left(h_{i}, h_{j}\right)_{N} & =\sum_{l=0}^{N} h_{i}\left(x_{l}\right) h_{j}\left(x_{l}\right) \omega_{l}=w_{i} \delta_{i j}, \\
\left(\partial_{x} h_{i}, \partial_{x} h_{j}\right)_{N} & =\sum_{l=0}^{N} \partial_{x} h_{i}\left(x_{l}\right) \partial_{x} h_{j}\left(x_{l}\right) \omega_{l}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\beta \frac{\left|u_{N}^{k+1}\right|^{p+2}-\left|u_{N}^{k}\right|^{p+2}}{u_{N}^{k+1}-u_{N}^{k}}, h_{i}\right)_{N} & =\sum_{l=0}^{N} \beta\left(x_{l}\right) \frac{\left|u_{N}^{k+1}\left(x_{l}\right)\right|^{p+2}-\left|u_{N}^{k}\left(x_{l}\right)\right|^{p+2}}{u_{N}^{k+1}\left(x_{l}\right)-u_{N}^{k}\left(x_{l}\right)} h_{i}\left(x_{l}\right) \omega_{l} \\
& =\beta\left(x_{i}\right) \frac{\left|\widehat{u}_{i}^{k+1}\right|^{p+2}-\left|\widehat{u}_{i}^{k}\right|^{p+2}}{\widehat{u}_{i}^{k+1}-\widehat{u}_{i}^{k}} \omega_{i} .
\end{aligned}
$$

Thus we obtain the following system of nonlinear equations:

$$
\begin{aligned}
& \widehat{u}_{i}^{k+1} \omega_{i}+\alpha_{0} \sum_{j=1}^{N-1} \sum_{l=0}^{N} \partial_{x} h_{i}\left(x_{l}\right) \partial_{x} h_{j}\left(x_{l}\right) \omega_{l} \widehat{u}_{j}^{k+1}+\frac{2 \alpha_{0}}{p+2} \beta\left(x_{i}\right) \frac{\left|\widehat{u}_{i}^{k+1}\right|^{p+2}-\left|\widehat{u}_{i}^{k}\right|^{p+2}}{\widehat{u}_{i}^{k+1}-\widehat{u}_{i}^{k}} \omega_{i} \\
= & F_{N}^{k+1}\left(h_{i}\right), \quad i=1,2, \ldots, N-1 .
\end{aligned}
$$

We adopt the Newton iteration method to solve it.

### 5.2. Numerical results

We carry out some numerical experiments and present some results to confirm our theoretical statements.

Example 5.1. We consider the problem (1.2)-(1.4) with an exact analytical solution:

$$
u(x, t)=t^{2+\gamma} \sin (\pi x)
$$

$\beta(x)=4 \cos (x), p=2$. The corresponding forcing term is

$$
f(x, t)=\frac{\Gamma(3+\gamma)}{2} t^{2} \sin (\pi x)+\pi^{2} t^{2+\gamma} \sin (\pi x)+4 \cos (x) t^{6+3 \gamma} \sin ^{3}(\pi x)
$$

Example 5.2. We consider the problem (1.2)-(1.4) with an exact solution which has limited regularity:

$$
u(x, t)=t^{2+\gamma}\left(1-x^{2}\right) x^{16 / 3}
$$

(one can verify $u \in H^{5}(\Lambda)$, but $\left.\notin H^{6}(\Lambda)\right), \beta(x)=1, p=1 / 2$. The corresponding forcing term is

$$
f(x, t)=\frac{\Gamma(3+\gamma)}{2} t^{2}\left(1-x^{2}\right) x^{16 / 3}+t^{2+\gamma}\left(\frac{418}{9} x^{16 / 3}-\frac{208}{9} x^{10 / 3}\right)+t^{3+1.5 \gamma}\left(1-x^{2}\right)^{3 / 2} x^{8}
$$

To confirm the temporal accuracy, we choose $N$ big enough to eliminate the error caused by spatial discretization. For Example 5.1 we take $N=15$, while for Example 5.2 we take $N=100$. Tables 5.1 and 5.2 show the errors $\left\|u(T)-u_{N}^{M}\right\|$ and the corresponding temporal convergence rates, which are consistent with our theoretical analysis. Here $T=1$. The convergence rate is given by the formula: Rate $=\log _{\tau_{1} / \tau_{2}}\left(e_{1} / e_{2}\right)$ ( $e_{i}$ is the error corresponding to $\tau_{i}$ ).

| $\tau$ | $\alpha=1.01$ |  |  | $\alpha=1.5$ |  |  | $\alpha=1.9$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error | Rate |  | Error | Rate |  | Error | Rate |
| $1 / 10$ | $1.7360 \mathrm{e}-02$ | 1.9699 |  | $3.9470 \mathrm{e}-02$ | 1.6353 |  | $2.3262 \mathrm{e}-01$ | 1.0527 |
| $1 / 20$ | $4.4313 \mathrm{e}-03$ | 1.9921 |  | $1.2706 \mathrm{e}-02$ | 1.6061 |  | $1.1214 \mathrm{e}-01$ | 1.0761 |
| $1 / 40$ | $1.1139 \mathrm{e}-03$ | 1.9976 |  | $4.1737 \mathrm{e}-03$ | 1.5795 |  | $5.3188 \mathrm{e}-02$ | 1.0886 |
| $1 / 80$ | $2.7895 \mathrm{e}-04$ | 1.9989 |  | $1.3966 \mathrm{e}-03$ | 1.5586 |  | $2.5010 \mathrm{e}-02$ | 1.0947 |
| $1 / 160$ | $6.9790 \mathrm{e}-05$ | 1.9992 |  | $4.7409 \mathrm{e}-04$ | 1.5428 |  | $1.1711 \mathrm{e}-02$ | 1.0976 |
| $1 / 320$ | $1.7457 \mathrm{e}-05$ | $*$ |  | $1.6272 \mathrm{e}-04$ | $*$ |  | $5.4726 \mathrm{e}-03$ | $*$ |

Table 5.1: $H^{1}$ errors and temporal convergence rates for Example 5.1.

| $\tau$ | $\alpha=1.1$ |  |  | $\alpha=1.5$ |  |  | $\alpha=1.9$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error | Rate |  | Error | Rate |  | Error | Rate |
| $1 / 10$ | $2.2529 \mathrm{e}-04$ | 1.9083 |  | $1.8471 \mathrm{e}-03$ | 1.4957 |  | $1.2132 \mathrm{e}-02$ | 1.0847 |
| $1 / 20$ | $6.0019 \mathrm{e}-05$ | 1.9092 |  | $6.5500 \mathrm{e}-04$ | 1.4988 |  | $5.7202 \mathrm{e}-03$ | 1.0910 |
| $1 / 40$ | $1.5979 \mathrm{e}-05$ | 1.9109 |  | $2.3177 \mathrm{e}-04$ | 1.5004 |  | $2.6853 \mathrm{e}-03$ | 1.0952 |
| $1 / 80$ | $4.2492 \mathrm{e}-06$ | 1.9172 |  | $8.1922 \mathrm{e}-05$ | 1.5022 |  | $1.2569 \mathrm{e}-03$ | 1.0976 |
| $1 / 160$ | $1.1251 \mathrm{e}-06$ | 1.9315 |  | $2.8920 \mathrm{e}-05$ | 1.5107 |  | $5.8734 \mathrm{e}-04$ | 1.0988 |
| $1 / 320$ | $2.9494 \mathrm{e}-07$ | $*$ |  | $1.0149 \mathrm{e}-05$ | $*$ |  | $2.7423 \mathrm{e}-04$ | $*$ |

Table 5.2: $H^{1}$ errors and temporal convergence rates for Example 5.2.

Next we check the spatial accuracy with respect to the polynomial degree $N$. By fixing the time step small enough to avoid the contamination of the temporal error. We take the case $\tau=0.001, \gamma=1.5$ to illustrate.

Figure 5.1 shows the errors corresponding to the polynomial degree $N$ in a semi-log scale for Example 5.1. From which, we can see the errors decay exponentially. That is the so-called spectral accuracy.

Figure 5.2 shows the errors with respect to the polynomial degree $N$ in a $\log$-log scale for Example 5.2. Since its solution belongs to $H^{5}(\Lambda)$, but $\notin H^{6}(\Lambda)$, we can see from Figure 5.2 the convergence rate is between $N^{-4}$ and $N^{-5}$, which conforms with our theoretical analysis.


Figure 5.1: $\gamma=1.5$ for Example 5.1


Figure 5.2: $\gamma=1.5$ for Example 5.2

## 6. Conclusion

We have presented a fully discrete spectral scheme for the nonlinear time fractional KleinGordon equation in a bounded domain. The priori estimate for the approximate solution is derived. We have proved the well-posedness of the fully discrete scheme based on the priori estimate. The stability and convergence of the fully discrete scheme have been rigorously established. We have carried out some numerical experiments to confirm the theoretical results.

In the future, we will try to solve some other nonlinear time-fractional partial differential equation, such as Schrödinger equation, Dirac equation, etc.
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