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We introduce the notion of almost automorphic random functions in probability. Some basic and fundamental properties of such
functions are established.

1. Introduction

Since almost periodic random functions in probability are
introduced in [1], several authors have made contributions
on such almost periodic random functions (see, e.g., [2–
5] and references therein). In fact, almost periodic random
functions in probability are a natural generalization of the
deterministic almost periodic functions.

On the other hand, just like that almost periodic func-
tions are an important generalization of continuous periodic
functions (see, e.g., [6], where it is shown that the space
of continuous periodic functions is a set of first category
in 𝐴𝑃(𝑋)), almost automorphic functions are an important
generalization of almost periodic functions (cf. [7, 8] for some
basic results and applications about almost automorphic
functions). However, to the best of our knowledge, the notion
of almost automorphic random functions in probability has
not been introduced and studied. So, in this paper, we aim
to study some basic and fundamental properties of almost
automorphic random functions in probability.

It is needed to note that another kind of almost periodic
random functions, which is called 𝑝th mean almost periodic
random functions, has been introduced and studied by
Bezandry andDiagana.We refer the reader to themonograph
of Bezandry and Diagana [9] for a detailed knowledge on
𝑝th mean almost periodic random functions. In addition,
the notion of square-mean almost automorphic random
functions is introduced recently by Fu and Liu [10]; the
notion of square-mean pseudo almost automorphic random
functions is introduced by Chen and Lin [11], and the concept

of distributional almost automorphy for stochastic processes
is introduced by Fu and Chen in [12]. For other results
concerning such functions and their applications, we refer
the reader to [13–15] and references therein for some recent
works. But, as one will see in the next section, our notion of
almost automorphic random functions in probability is dif-
ferent from the notion of square-mean almost automorphic
random functions.

2. Almost Automorphic Random
Functions in Probability

Throughout the rest of this paper, let (Ω,F, 𝑃) be a probabil-
ity space, R the set of real numbers, and N the set of positive
integers.

Definition 1. A random function 𝑓 : R × Ω → R is
called almost automorphic in probability provided that, for
every sequence of real numbers {𝑠󸀠

𝑛
}, there exist a subsequence

{𝑠
𝑛
} ⊂ {𝑠
󸀠

𝑛
} and a random function 𝑔 : R×Ω → R, such that,

for every 𝑡 ∈ R, 𝜀 > 0, and 𝜂 > 0, there corresponds a positive
integer𝑁(𝑡, 𝜀, 𝜂) with the property that, for all 𝑛 > 𝑁,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂.

(1)

We denote all such functions by 𝐴𝐴R(R × Ω,R).
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Remark 2. In the above definition, we do not assume that 𝑓
is continuous in probability onR since ourmain interest here
is the recurrent property of such functions.

Before we make further study on the properties of almost
automorphic random functions in probability, we would like
first to compare our notion with the notion of square-mean
almost automorphism.

Definition 3 (see [10]). A random function 𝑓 : R × Ω → R

is called square-mean almost automorphic provided that 𝑓 ∈

𝐴𝐴(R, 𝐿2(Ω,R)), where

[𝑓 (𝑡)] (𝜔) = 𝑓 (𝑡, 𝜔) , 𝑡 ∈ R, 𝜔 ∈ Ω, (2)

and 𝐴𝐴(R, 𝐿2(Ω,R)) means the space of all classical almost
automorphic functions from R to 𝐿

2
(Ω,R) (cf. [7]). For

convenience, we denote the set of all such functions by
𝐴𝐴(R, 𝐿2(Ω,R)).

Remark 4. It is not difficult to show that if 𝑓 ∈ 𝐴𝐴R(R ×

Ω,R) and if 𝑓 is continuous in probability on R, then
𝑓 ∈ 𝐴𝐴(R, 𝐿2(Ω,R)) by using the definitions. However,
the contrary is not true in general. In fact, for a random
function from R × Ω to R, convergence in probability does
not necessarily mean square-mean convergence.

Definition 5. A random function 𝑓 : R × Ω → R is said to
be bounded in probability, if for every 𝜂 > 0 there exists a
number𝑀 > 0 such that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑀} < 𝜂 ∀𝑡 ∈ R. (3)

Theorem 6. Let 𝑓, 𝑓 ∈ 𝐴𝐴R(R × Ω,R). Then, the following
assertions hold true:

(i) 𝑓 + 𝑓 ∈ 𝐴𝐴R(R × Ω,R);
(ii) for every 𝑐 ∈ R, 𝑐𝑓 ∈ 𝐴𝐴R(R × Ω,R);
(iii) for every 𝑎 ∈ R, 𝑓(⋅ + 𝑎, ⋅) ∈ 𝐴𝐴R(R × Ω,R);
(iv) 𝑓 is bounded in probability, and 𝑔 is also bounded in

probability, where 𝑔 is the function in Definition 1;
(v) 𝑓 ⋅ 𝑓 ∈ 𝐴𝐴R(R × Ω,R);
(vi) 𝑓/𝑓 ∈ 𝐴𝐴R(R × Ω,R) provided that 1/𝑓 is bounded

in probability;
(vii) if there exists a constant 𝛼 ∈ R such that for every 𝑡 > 𝛼

𝑃 {𝜔 ∈ Ω; 𝑓 (𝑡, 𝜔) = 0} = 1, (4)

then for every 𝑡 ∈ R, 𝑃{𝜔 ∈ Ω; 𝑓(𝑡, 𝜔) = 0} = 1.

Proof. One can show (i)–(iii) by the definition of 𝐴𝐴R(R ×

Ω,R). We omit the details here. Next, let us prove (iv). We
prove it by contradiction. Suppose that 𝑓 is not bounded in
probability. Then, there exists a number 𝜂

0
> 0 such that for

every 𝑛 ∈ N, there corresponds a number 𝑡
𝑛
∈ R with the

property that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡
𝑛
, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑛} ≥ 𝜂
0
. (5)

Since 𝑓 ∈ 𝐴𝐴R(R × Ω,R), there exist a subsequence of
{𝑡
𝑛
} (for convenience, we still denote it by {𝑡

𝑛
}) and a random

function 𝑔 : R × Ω → R, such that for the above 𝜂
0
, there

corresponds a positive integer𝑁
1
with the property that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡
𝑛
, 𝜔) − 𝑔 (0, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 1} <
𝜂
0

3
, 𝑛 > 𝑁

1
. (6)

On the other hand, it is easy to see that there exists a positive
integer𝑁

2
> 0 such that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (0, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑛 − 1} <
𝜂
0

3
, 𝑛 > 𝑁

2
. (7)

Combining the above two inequalities, we get for all 𝑛 >

max{𝑁
1
, 𝑁
2
}

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡
𝑛
, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑛} ≤ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (0, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑛 − 1}

+ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡
𝑛
, 𝜔) − 𝑔 (0, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 1}

<
2𝜂
0

3
,

(8)

which contradicts with (5). In addition, the boundedness of 𝑔
follows from the boundedness of𝑓 and the fact that, for every
𝑡 ∈ R and 𝜂 > 0, there exists 𝑠

𝑡,𝜂
∈ R such that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝑠

𝑡,𝜂
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 1} < 𝜂. (9)

Now, let us prove (v). By the definition, we know that for
every sequence of real numbers {𝑠󸀠

𝑛
}, there exist a subsequence

{𝑠
𝑛
} ⊂ {𝑠
󸀠

𝑛
} and two random functions𝑔, 𝑔 : R×Ω → R, such

that, for every 𝑡 ∈ R, 𝜀 > 0, and 𝜂 > 0, there corresponds a
positive integer𝑁(𝑡, 𝜀, 𝜂) with the property that for all 𝑛 > 𝑁

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀} < 𝜂,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑔 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀} < 𝜂.

(10)

By (iv), we know that for every 𝜂 > 0 there exists a number
𝑀
𝜂
> 0 such that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 𝑀
𝜂
} <

𝜂

4
,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑀
𝜂
} <

𝜂

4
,

(11)
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for all 𝑡 ∈ R. Then, for every 𝑡 ∈ R, 𝜀 > 0, 𝜂 > 0, and 𝑛 >

𝑁(𝑡, 𝜀/2𝑀
𝜂
, 𝜂/4), we have

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) ⋅ 𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔) ⋅ 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀}

≤ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) ⋅ 𝑓 (𝑡 + 𝑠

𝑛
, 𝜔)

−𝑔 (𝑡, 𝜔) ⋅ 𝑓 (𝑡 + 𝑠
𝑛
, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥

𝜀

2
}

+ 𝑃{𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑔 (𝑡, 𝜔) ⋅ 𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔) ⋅ 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥

𝜀

2
}

≤ 𝑃{𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥
𝜀

2𝑀
𝜂

}

+ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝑠

𝑛
, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 𝑀
𝜂
}

+ 𝑃{𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥

𝜀

2𝑀
𝜂

}

+ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝑀
𝜂
} < 𝜂,

(12)

and by a similar argument, we can also get

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑔 (𝑡−𝑠

𝑛
, 𝜔) ⋅ 𝑔 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓 (𝑡, 𝜔) ⋅ 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀} < 𝜂.

(13)

Thus, 𝑓 ⋅ 𝑓 ∈ 𝐴𝐴R(R × Ω,R).
The proof of (vi) is similar to that of (v). So we omit the

details.
It remains to show (vii). By Definition 1, we can choose

a subsequence {𝑠
𝑛
} with lim

𝑛→∞
𝑠
𝑛

= +∞ and a random
function 𝑔 : R × Ω → R, such that for every 𝑡 ∈ R, 𝜀 > 0,
and 𝜂 > 0 there corresponds a positive integer𝑁(𝑡, 𝜀, 𝜂) with
the property that, for all 𝑛 > 𝑁,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂, (14)

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂. (15)

Noting that 𝑡 + 𝑠
𝑛
> 𝛼 for sufficiently large 𝑛 and

𝑃 {𝜔 ∈ Ω; 𝑓 (𝑡, 𝜔) = 0} = 1, 𝑡 > 𝛼, (16)

we conclude by (14) that, for every 𝑡 ∈ R, 𝜀 > 0, and 𝜂 > 0,
there holds

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂, (17)

which means that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 = 0} = 1, (18)

for every 𝑡 ∈ R. Combining this with (15), by a similar
argument to the above proof, we can get

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 = 0} = 1, (19)

for all 𝑡 ∈ R.

Theorem 7. Let {𝑓
𝑘
} ⊂ 𝐴𝐴R(R × Ω,R) be uniformly

convergent in probability on R to a random function 𝑓 : R ×

Ω → R. Then, 𝑓 ∈ 𝐴𝐴R(R × Ω,R).

Proof. For every sequence of real numbers {𝑠
󸀠

𝑛
}, by the

diagonal method, one can choose a subsequence {𝑠
𝑛
} ⊂ {𝑠

󸀠

𝑛
}

such that, for every 𝑘 ∈ N, there is a random function 𝑔
𝑘
:

R × Ω → R, that satisfying for every 𝑡 ∈ R, 𝜀 > 0, and
𝜂 > 0, there corresponds a positive integer 𝑁(𝑘, 𝑡, 𝜀, 𝜂) with
the property that, for all 𝑛 > 𝑁,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓𝑘 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔

𝑘
(𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂, (20)

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔𝑘 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓

𝑘
(𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂. (21)

By using the fact that {𝑓
𝑘
} is uniformly convergent in proba-

bility on R to 𝑓, (20), and
󵄨󵄨󵄨󵄨𝑔𝑘 (𝑡, 𝜔) − 𝑔

𝑙
(𝑡, 𝜔)

󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨𝑔𝑘 (𝑡, 𝜔) − 𝑓

𝑘
(𝑡 + 𝑠
𝑛
, 𝜔)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑓𝑘 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑓

𝑙
(𝑡 + 𝑠
𝑛
, 𝜔)

󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨𝑓𝑙 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔

𝑙
(𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ,

(22)

we can prove that, for every 𝜀 > 0 and 𝜂 > 0, there exists a
positive integer𝑁󸀠 > 0 such that, for all 𝑘, 𝑙 > 𝑁

󸀠 and 𝑡 ∈ R,
there holds

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔𝑘 (𝑡, 𝜔) − 𝑔

𝑙
(𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂. (23)

Then, by [9, Proposition 3.7], there exists a subsequence (we
still denote it by𝑔

𝑘
for convenience) such that for every 𝑡 ∈ R,

lim
𝑘→∞

𝑔
𝑘
(𝑡, 𝜔) exists for a.e. 𝜔 ∈ Ω.

Let 𝑔(𝑡, 𝜔) = lim
𝑘→∞

𝑔
𝑘
(𝑡, 𝜔).Then, again by the fact that

{𝑓
𝑘
} is uniformly convergent in probability on R to 𝑓, (20),

and
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑓

𝑘
(𝑡 + 𝑠
𝑛
, 𝜔)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑓𝑘 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔

𝑘
(𝑡, 𝜔)

󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨𝑔𝑘 (𝑡, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ,

(24)

we conclude that, for every 𝑡 ∈ R, 𝜀 > 0, and 𝜂 > 0, there
corresponds a positive integer 𝑁(𝑡, 𝜀, 𝜂) with the property
that, for all 𝑛 > 𝑁,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝑔 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂. (25)

Similarly, we can obtain

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡 − 𝑠

𝑛
, 𝜔) − 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂. (26)

Thus, 𝑓 ∈ 𝐴𝐴R(R × Ω,R). This completes the proof.

Lemma 8. Let 𝑓 ∈ 𝐴𝐴R(R × Ω,R). Then, for every 𝑡 ∈ R

and 𝜀, 𝜂 > 0, there exist finite real numbers 𝑠
1
, . . . , 𝑠

𝑛
such that

𝑛

⋃

𝑖=1

(𝑠
𝑖
+ 𝐶) = R, (27)
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where
𝐶 = 𝐶 (𝑡, 𝜀, 𝜂)

= {𝜏 ∈ R : 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝜔) − 𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂} .

(28)

Proof. Weprove it by contradiction. Assume that there do not
exist finite real numbers 𝑠

1
, . . . , 𝑠

𝑛
such that

𝑛

⋃

𝑖=1

(𝑠
𝑖
+ 𝐶) = R. (29)

Taking an arbitrary real number 𝑠
1
, there exists a real number

𝑠
2
∉ (𝑠
1
+ 𝐶); that is, 𝑠

2
− 𝑠
1
∉ 𝐶. Then, we can choose a real

number 𝑠
3
∉ (𝑠
1
+ 𝐶)⋃(𝑠

2
+ 𝐶); that is,

𝑠
3
− 𝑠
1
, 𝑠
3
− 𝑠
2
∉ 𝐶. (30)

Continuing by this way, we can get a real number sequence
{𝑠
𝑛
} satisfying that for every 𝑛, 𝑘 ∈ N with 𝑛 > 𝑘, there holds

𝑠
𝑛
− 𝑠
𝑘
∉ 𝐶. (31)

Now, since 𝑓 ∈ 𝐴𝐴R(R × Ω,R), there exist 𝑁
1
∈ N and a

random function 𝑔 : R × Ω → R such that

𝑃{𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑔 (𝑡 − 𝑠

𝑁
1

, 𝜔) − 𝑓 (𝑡, 𝜔)
󵄨󵄨󵄨󵄨󵄨
≥

𝜀

2
} <

𝜂

2
. (32)

Again by 𝑓 ∈ 𝐴𝐴R(R × Ω,R), one can choose a positive
integer𝑁

2
> 𝑁
1
such that

𝑃{𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 − 𝑠

𝑁
1

+ 𝑠
𝑁
2

, 𝜔) − 𝑔 (𝑡 − 𝑠
𝑁
1

, 𝜔)
󵄨󵄨󵄨󵄨󵄨
≥

𝜀

2
} <

𝜂

2
.

(33)

Combining the above two inequalities, we get

𝑃 {𝜔;
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 − 𝑠

𝑁
1

+ 𝑠
𝑁
2

, 𝜔) − 𝑓 (𝑡, 𝜔)
󵄨󵄨󵄨󵄨󵄨
≥ 𝜀} < 𝜂. (34)

Then, we have 𝑠
𝑁
2

−𝑠
𝑁
1

∈ 𝐶, which contradicts with (31).This
completes the proof.

Theorem9. Let𝑓 ∈ 𝐴𝐴R(R×Ω,R) and let𝐶 be the set as in
Lemma 8. Then, for every 𝐿 > 0, there exists 𝐿󸀠 > 0 such that
for every 𝑎 ∈ R there holds

mes (𝐶 ∩ [𝑎, 𝑎 + 𝐿
󸀠
]) ≥ 𝐿. (35)

Proof. By Lemma 8, there exist finite real numbers 𝑠
1
, . . . , 𝑠

𝑛

such that
𝑛

⋃

𝑖=1

(𝑠
𝑖
+ 𝐶) = R. (36)

Fix 𝐿 > 0. Let

𝐿
󸀠
= 2max
1≤𝑖≤𝑛

󵄨󵄨󵄨󵄨𝑠𝑖 − 𝑡
󵄨󵄨󵄨󵄨 + 𝑛𝐿, (37)

and for 𝑎 ∈ R and 𝑖 = 1, 2, . . . , 𝑛,

𝐶
𝑎

𝑖
:= [𝑎 +max

1≤𝑖≤𝑛

󵄨󵄨󵄨󵄨𝑠𝑖 − 𝑡
󵄨󵄨󵄨󵄨 − 𝑠
𝑖
+ 𝑡,

𝑎 +max
1≤𝑖≤𝑛

󵄨󵄨󵄨󵄨𝑠𝑖 − 𝑡
󵄨󵄨󵄨󵄨 + 𝑛𝐿 − 𝑠

𝑖
+ 𝑡] ⋂𝐶.

(38)

It is easy to see that for every 𝑎 ∈ R and 𝑖 = 1, 2, . . . , 𝑛, 𝐶𝑎
𝑖
⊂

[𝑎, 𝑎 + 𝐿
󸀠
] ∩ 𝐶. So, for every 𝑎 ∈ R, we have

mes (𝐶 ∩ [𝑎, 𝑎 + 𝐿
󸀠
])

≥
1

𝑛

𝑛

∑

𝑖=1

mes𝐶𝑎
𝑖

=
1

𝑛

𝑛

∑

𝑖=1

mes (𝐶𝑎
𝑖
+ 𝑠
𝑖
− 𝑡)

≥
1

𝑛
mes[

𝑛

⋃

𝑖=1

(𝐶
𝑎

𝑖
+ 𝑠
𝑖
− 𝑡)]

=
1

𝑛
mes{[𝑎 +max

1≤𝑖≤𝑛

󵄨󵄨󵄨󵄨𝑠𝑖 − 𝑡
󵄨󵄨󵄨󵄨 , 𝑎 +max

1≤𝑖≤𝑛

󵄨󵄨󵄨󵄨𝑠𝑖 − 𝑡
󵄨󵄨󵄨󵄨 + 𝑛𝐿]

⋂(

𝑛

⋃

𝑖=1

(𝐶 + 𝑠
𝑖
− 𝑡))} = 𝐿.

(39)

Definition 10. Let 𝐸 ⊂ R. A random function 𝑓 : R ×

𝐸 × Ω → R is called almost automorphic in probability
uniformly for 𝑥 ∈ 𝐸 provided that for every sequence of real
numbers {𝑠󸀠

𝑛
}, there exist a subsequence {𝑠

𝑛
} ⊂ {𝑠

󸀠

𝑛
} and a

random function 𝑔 : R × 𝐸 × Ω → R, such that for every
𝑡 ∈ R, 𝑥 ∈ 𝐸, 𝜀 > 0, and 𝜂 > 0 there corresponds a positive
integer𝑁(𝑡, 𝑥, 𝜀, 𝜂) with the property that, for all 𝑛 > 𝑁,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝑥, 𝜔) − 𝑔 (𝑡, 𝑥, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡 − 𝑠

𝑛
, 𝑥, 𝜔) − 𝑓 (𝑡, 𝑥, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝜀} < 𝜂.

(40)

We denote all such functions by 𝐴𝐴R(R × 𝐸 × Ω,R). In
addition, we denote by H(𝑓) all the random functions 𝑔 in
the definition.

Next, for convenience, we denote Lip (R × 𝐸 × Ω,R) by
the set of all random functions 𝑓 : R×𝐸×Ω → R satisfying
that there exist a constant 𝐿 > 0 and Ω

󸀠
⊂ Ω with 𝑃(Ω

󸀠
) = 0

such that
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥, 𝜔) − 𝑓 (𝑡, 𝑦, 𝜔)

󵄨󵄨󵄨󵄨 ≤ 𝐿
󵄨󵄨󵄨󵄨𝑥 − 𝑦

󵄨󵄨󵄨󵄨 , (41)

for all 𝑡 ∈ R, 𝑥, 𝑦 ∈ 𝐸, and 𝜔 ∈ Ω \ Ω
󸀠.

Lemma 11. Let 𝑓 ∈ 𝐴𝐴R(R × Ω,R). Then for every 𝜀, 𝜂 > 0

and 𝑡 ∈ R there exists finite numbers 𝑥
1
, . . . , 𝑥

𝑛
∈ R such that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔) − 𝑥

𝑖

󵄨󵄨󵄨󵄨 ≥ 𝜀, 𝑖 = 1, 2 . . . , 𝑛} < 𝜂. (42)

Proof. Since

lim
𝑀→+∞

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 > 𝑀} = 0, (43)

there exists 𝑀
0
> 0 such that 𝑃{𝜔; |𝑓(𝑡, 𝜔)| > 𝑀

0
} < 𝜂. On

the other hand, there exist finite numbers 𝑥
1
, . . . , 𝑥

𝑛
∈ R such

that [−𝑀
0
,𝑀
0
] ⊂ ⋃

𝑛

𝑖=1
𝐵(𝑥
𝑖
, 𝜀). Noting that

{𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔) − 𝑥

𝑖

󵄨󵄨󵄨󵄨 ≥ 𝜀, 𝑖 = 1, 2 . . . , 𝑛} ⊂ {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 > 𝑀
0
} ,

(44)
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we conclude that
𝑃 {𝜔;

󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝜔) − 𝑥
𝑖

󵄨󵄨󵄨󵄨 ≥ 𝜀, 𝑖 = 1, 2 . . . , 𝑛} < 𝜂. (45)

Theorem 12. Let 𝑓 ∈ 𝐴𝐴R(R ×R × Ω,R) withH(𝑓) ⊂ Lip
(R × R × Ω,R), and let 𝜑 ∈ 𝐴𝐴R(R × Ω,R). Then, 𝐹 ∈

𝐴𝐴R(R × Ω,R), where 𝐹(𝑡, 𝜔) = 𝑓(𝑡, 𝜑(𝑡, 𝜔), 𝜔) for 𝑡 ∈ R

and 𝜔 ∈ Ω.

Proof. Let {𝑠󸀠
𝑛
} be a sequence of real numbers. Then, there

exist a subsequence {𝑠
𝑛
} ⊂ {𝑠

󸀠

𝑛
} and two random functions

𝑔 : R × 𝐸 × Ω → R and 𝜓 : R × Ω → R. Here, 𝑔 is the
function in Definition 10 and𝜓 corresponds 𝑔 in Definition 1
(𝜑 corresponds 𝑓 in Definition 1).

Fix 𝑡 ∈ R and 𝜀, 𝜂 > 0. By Lemma 11, there exist finite
numbers 𝑥

1
, . . . , 𝑥

𝑘
∈ R such that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝜓 (𝑡, 𝜔) − 𝑥

𝑖

󵄨󵄨󵄨󵄨 ≥ 𝜀, 𝑖 = 1, 2 . . . , 𝑘} < 𝜂. (46)
SinceH(𝑓) ⊂ Lip (R×R×Ω,R), there exist a constant 𝐿 > 0

andΩ󸀠 ⊂ Ω with 𝑃(Ω
󸀠
) = 0 such that

󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥, 𝜔) − 𝑓 (𝑡, 𝑦, 𝜔)
󵄨󵄨󵄨󵄨 ≤ 𝐿

󵄨󵄨󵄨󵄨𝑥 − 𝑦
󵄨󵄨󵄨󵄨 ,

󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝑥, 𝜔) − 𝑔 (𝑡, 𝑦, 𝜔)
󵄨󵄨󵄨󵄨 ≤ 𝐿

󵄨󵄨󵄨󵄨𝑥 − 𝑦
󵄨󵄨󵄨󵄨 ,

(47)

for all 𝑡 ∈ R, 𝑥, 𝑦 ∈ 𝐸, and 𝜔 ∈ Ω \ Ω
󸀠. In addition, there

exists𝑁 > 0 such that, for all 𝑛 > 𝑁, there hold
𝑃 {𝜔;

󵄨󵄨󵄨󵄨𝜑 (𝑡 + 𝑠
𝑛
, 𝜔) − 𝜓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 3𝜀} < 𝜂,

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝑥
𝑖
, 𝜔)−𝑔 (𝑡, 𝑥

𝑖
, 𝜔)

󵄨󵄨󵄨󵄨≥𝐿𝜀}<
𝜂

𝑘
, 𝑖 = 1, 2 . . . , 𝑘.

(48)
Let

Ω
0
= {𝜔;

󵄨󵄨󵄨󵄨𝜓 (𝑡, 𝜔) − 𝑥
𝑖

󵄨󵄨󵄨󵄨 ≥ 𝜀, 𝑖 = 1, 2 . . . , 𝑘} ,

Ω
𝑖
= {𝜔;

󵄨󵄨󵄨󵄨𝜓 (𝑡, 𝜔) − 𝑥
𝑖

󵄨󵄨󵄨󵄨 < 𝜀} , 𝑖 = 1, 2 . . . , 𝑘.

(49)

Then we have 𝑃(Ω
0
) < 𝜂 and⋃𝑘

𝑖=0
Ω
𝑖
= Ω. Combining all the

above assertions, for all 𝑛 > 𝑁, we have
𝑃 {𝜔;

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠
𝑛
, 𝜑 (𝑡 + 𝑠

𝑛
, 𝜔) , 𝜔) − 𝑔 (𝑡, 𝜓 (𝑡, 𝜔) , 𝜔)

󵄨󵄨󵄨󵄨 ≥ 6𝐿𝜀}

≤ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜑 (𝑡 + 𝑠

𝑛
, 𝜔) , 𝜔)

− 𝑓 (𝑡 + 𝑠
𝑛
, 𝜓 (𝑡, 𝜔) , 𝜔)

󵄨󵄨󵄨󵄨 ≥ 3𝐿𝜀}

+ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜓 (𝑡, 𝜔) , 𝜔) − 𝑔 (𝑡, 𝜓 (𝑡, 𝜔) , 𝜔)

󵄨󵄨󵄨󵄨 ≥ 3𝐿𝜀}

≤ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝜑 (𝑡 + 𝑠

𝑛
, 𝜔) − 𝜓 (𝑡, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 3𝜀}

+ 𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝜓 (𝑡, 𝜔) , 𝜔) − 𝑔 (𝑡, 𝜓 (𝑡, 𝜔) , 𝜔)

󵄨󵄨󵄨󵄨 ≥ 3𝐿𝜀}

≤ 𝜂 + 𝑃(

𝑘

⋃

𝑖=0

Ω
𝑖
∩ {𝜔;

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠
𝑛
, 𝜓 (𝑡, 𝜔) , 𝜔)

−𝑔 (𝑡, 𝜓 (𝑡, 𝜔) , 𝜔)
󵄨󵄨󵄨󵄨 ≥ 3𝐿𝜀})

≤ 𝜂 +

𝑘

∑

𝑖=0

𝑃 (Ω
𝑖
∩ {𝜔;

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠
𝑛
, 𝜓 (𝑡, 𝜔) , 𝜔)

− 𝑔 (𝑡, 𝜓 (𝑡, 𝜔) , 𝜔)
󵄨󵄨󵄨󵄨 ≥ 3𝐿𝜀})

≤ 2𝜂 +

𝑘

∑

𝑖=1

𝑃 (Ω
𝑖
∩ {𝜔;

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠
𝑛
, 𝜓 (𝑡, 𝜔) , 𝜔)

−𝑔 (𝑡, 𝜓 (𝑡, 𝜔) , 𝜔)
󵄨󵄨󵄨󵄨 ≥ 3𝐿𝜀})

≤ 2𝜂 +

𝑘

∑

𝑖=1

𝑃 (Ω
𝑖
∩ {𝜔;

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠
𝑛
, 𝑥
𝑖
, 𝜔) − 𝑔 (𝑡, 𝑥

𝑖
, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝐿𝜀})

≤ 2𝜂 +

𝑘

∑

𝑖=1

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝑠

𝑛
, 𝑥
𝑖
, 𝜔) − 𝑔 (𝑡, 𝑥

𝑖
, 𝜔)

󵄨󵄨󵄨󵄨 ≥ 𝐿𝜀}

≤ 2𝜂 +

𝑘

∑

𝑖=1

𝜂

𝑘
= 3𝜂.

(50)

Similarly, one can show that

𝑃 {𝜔;
󵄨󵄨󵄨󵄨𝑔 (𝑡 − 𝑠

𝑛
, 𝜓 (𝑡 − 𝑠

𝑛
, 𝜔) , 𝜔) − 𝑓 (𝑡, 𝜑 (𝑡, 𝜔) , 𝜔)

󵄨󵄨󵄨󵄨 ≥ 6𝐿𝜀}

≤ 3𝜂,

(51)

for sufficiently large 𝑛. Thus, we conclude that 𝐹 ∈ 𝐴𝐴R(R×

Ω,R).

Remark 13. Let 𝑓 ∈ Lip (R ×R ×Ω,R) and 𝑔 ∈ H(𝑓). Then,
we can obtain that there exists a constant 𝐿 > 0 such that, for
every 𝑡 ∈ R and 𝑥, 𝑦 ∈ 𝐸, there holds

𝑃 {𝜔 ∈ Ω;
󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝑥, 𝜔) − 𝑔 (𝑡, 𝑦, 𝜔)

󵄨󵄨󵄨󵄨 ≤ 𝐿
󵄨󵄨󵄨󵄨𝑥 − 𝑦

󵄨󵄨󵄨󵄨} = 1. (52)

But, we are not sure if 𝑔 ∈ Lip (R × R × Ω,R). We leave it as
a problem to the reader.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

Hui-Sheng Ding acknowledges support from the NSF of
China (11101192), the Program for Cultivating Young Scientist
of Jiangxi Province (20133BCB23009), and the NSF of Jiangxi
Province.

References
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[2] Gh. Cenuşă and I. Săcuiu, “Some properties of random
functions almost periodic in probability,” Revue Roumaine de
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