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Abstract
We give a formula for the Donaldson—Futaki invariants oftaier type of semi
test configurations, which essentially generalizes thesRbsomas slope theory [28].
The positivity (resp. non-negativity) of those “a prioriegal” Donaldson—Futaki in-
variants implies K-stability (resp. K-semistability). A application, we prove the
K-(semi)stability of certain polarized varieties with selomg-canonical singularities,
which generalizes some results of [28].

1. Introduction

Considering some algebro-geometric objects such as aligelmrieties, vector bun-
dles or representations, the moduli “spacet’ (in very loose sense) which parametrizes
all of them is often unseparated (not Hausdorff). The geamtvariant theory (in
short, GIT) [20] provides a Zariski open subskts of M which is a quasi-projective
scheme. The objects parametrized by points\iti above, are said to be “GIT-stable”.

The objects which we study here are polarized varieties. fop& has recently
drawn much attention as the relation with the existence lprolof “canonical” Kéhler
metrics become clearer. Along that development, Kastability is formulated as a
newer kind of the GIT stability by Tian [30] and reformulatbg Donaldson [4], which
is conjecturally an algebro-geometric equivalent of théstexce of a Kéahler metric
with constant scalar curvaturecK metric, in short). In this paper, we provide some
basic results towards a concrete solution for the geneddll@m “When a polarized va-
riety is GIT-stable?”. This paper will provide the foundatifor our subsequent papers
(cf. [22], [23], [24]). Mainly, we treat K-stability here.

The K-stability is defined as the positivity of tli#gonaldson—Futaki invariantéalso
called as thegeneralized Futaki invarian}s Roughly speaking, they are a kind of GIT
weights associated to thest configurationswhich can be regarded as the “geometriza-
tion” of one-parameter subgroups from the GIT viewpointorirthe viewpoint of dif-
ferential geometry, the Donaldson—Futaki invariant galiees the Futaki's obstruction
[7] to the existence of Kahler—Einstein metric on a Fano fiadohi More precisely, it
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generalizes a value of the Futaki characters [7] at a gesrecditC*-action on a Fano
manifold, which should vanish if there is a Kahler—Einstaietric on it.

Recently, Ross introduced and systematically studied Witbmas ([27], [28]) the
concept ofslope stabilityas the polarized variety analogue of the original stability
which was defined for vector bundles by Mumford and Takemotet (X, L) be a
polarized variety which we are interested in. Then, esabytihey gave an explicit for-
mula for the Donaldson—Futaki invariants of some specit ¢enfigurations of X, L).

It is the blow up of X x A along a closed subscheme (scheme-theoritically) supporte
in X x {0}, which is coined aghe deformation to the normal congy Fulton. The
slope stabilityis defined as the positivity of those invariants. Therefétestability im-
plies slope stability. However, the converse does not holdhe sense that the blow
up of 2 points in the projective plane is slope stable but Ktable (Panov and Ross
[26]). Please consult [27], [28], [26] for their theory.

In this paper, we generalize their theory by treating moreegal test configura-
tions and give an explicit formula 3.2 for the Donaldson-dkutinvariants.

The formula 3.2 is useful in two senses. Firstly, the pogjtiresp. non-negativity)
of the Donaldson—Futaki invariants of those “a priori spEctest configurations im-
plies K-stability (resp. K-semistability) as we will see @orollary 3.11.

Secondly, those Donaldson—Futaki invariants are destribean analyzable form
as a sum of two parts, theanonical divisor partreflecting the global “positivity” of
the canonical divisor, and thdiscrepancy ternreflecting the singularities. Please con-
sult Theorem 3.2 for the details of our formula.

As simplest applications, we provide straightforward hlgegeometric proofs of
K-semistability (resp. K-stability) of Calabi-Yau vaiie$ (resp. curves) which admit
some mild singularities.

Corollary 1.1 (= Theorem 4.1). (i) A semi-log-canonical canonically polarized
curve (X, L = wx) is K-stable.
(i) A semi-log-canonical polarized varietgX, L) with numerically trivial Ky is
K-semistable.

Some generalisations of the above results are in the segjubkist paper [23], although
it was at last published earlier than this paper. The notibsemi-log-canonical sin-
gularities, which form a class of mild singularities, wenesffiintroduced by Kollar and
Shepherd-Barron [14] for the 2-dimensional case and egrtray Alexeev [1] to the
higher dimensional cases. It is defined in terms of the sleadiscrepancywhich has
been developed along the log minimal model program as a fonadtl invariant of
singularities. A variety is simply said to be semi-log-cammal if it has only semi-log-
canonical singularities. For the details, consult the inagpaper [1] and the textbook
[13, Sections 2.3 and 5.4] on the basics of discrepancy.

We should remark that the affirmative solution to the Calaimjecture [32] and
the recent works [5], [2], [29], [17], [18] on Yau’s conjecty the polarized variety
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analogue of Kobayashi—Hitchin correspondence, altogegive a differential geometric
proof of Corollary 1.1 for smoottX. The statement (i) of Corollary 1.1 for smooi
and the slope stability version of (ii) foX with at worst canonical singularities are
also proved by an algebro-geometric method in [28, Compl&7 and Theorem 8.4].

We should also note that, after having written the first doéfthis paper, the author
noticed that a similar formula for the Donaldson—Futakiimants had already been dis-
covered by Professor X. Wang [31, Proposition 19]. The tvaults are different in two
senses. Firstly, we extend the setting to “semi” test condions (cf. Definition 2.2),
which was essential in the proof of Corollary 1.1. Our forenahn be regarded as a gen-
eralization of the Ross—Thomas slope theory at the same @®eondly, the proofs are
totally different; Wang’s proof depends on the relationwzsn GIT weights antieights
[31, Theorem 8], while ours depends on an old lemma of [21].

We refer the reader to [22], [23] and [24] as for further apgiions of the for-
mula 3.2.

This paper is organized as follows. In the next section, wk meview the ba-
sic stability notions for polarized varieties. For the read convenience, we include
Mabuchi’s proof [16] of the equivalence of asymptotic Hilbsetability and asymptotic
Chow stability in a simplified but essentially the same foilm.Section 3, we will in-
troduce the key formula 3.2 for Donaldson—Futaki invasaabhd show that K-stability
(resp. K-semistability) follows from those positivity & non-negativity) alone. In
Section 4, we give the applications.

CONVENTION. We work over the complex number field throughout. An al-
gebraic scheme means separated scheme of finite type. Atyanieans a reduced
algebraic scheme.

A projective scheme means a complete (algebraic) schemehwias some am-
ple invertible sheaves.X( L) always denotes a polarized scheme, a projective scheme
X with a polarizationL, which means an ample invertible sheaf. Furthermore, we al-
ways assumeX to be reduced, equidimensional, and Gorenstein in codiimeris for
simplicity. We also assume tha¢ satisfies Serre’s conditiof,.

For a divisore over a normal varietyX (cf. [13]), a(e; X) denotes the discrep-
ancy ofe under the assumption @-Gorensteiness oK and a(e; (X, D)) denotes the
discrepancy ofe on a log pair K, D) (i.e. a pair of a normal variet)X and its Weil
divisor D with Q-Cartier Kx + D). As for the notation about discrepancy we follow
[13, Section 2.3], which we refer to for the details.

2. The stability notions

In this section, we will review the basic of the stability iwots for polarized vari-
eties. There are a few of well known versions: K-stabilitgyrmptotic Chow stability,
asymptotic Hilbert stability and their semistable versiorOriginally, Gieseker [8], [9]
introduced the asymptotic Hilbert stability which was camfed for canonically polar-
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ized curves and surfaces with only mild singularities. Apyotic Chow stability was
introduced in [21] and K-stability was introduced firstly Bian in [30], and extended and
reformulated by Donaldson [4]. The motivation for introthgthe K-(semi, poly)stability
is to seek the GIT-counterpart of the existence of specialéténetric, as an analogy of
the Kobayashi—Hitchin correspondence for vector bundlesus recall that #-unstable”
means that “nok-semstable”.

At first, we review the definition of asymptotic stabilities.

DEFINITION 2.1. A polarized schemeX( L) is said to beasymptotically Chow
stable (resp.asymptotically Hilbert stableasymptotically Chow semistablasymptoti-
cally Hilbert semistablyg if for an arbitrarym > 0, ¢m(X) € P(HO(X, L®™)) is Chow
stable (resp. Hilbert stable, Chow semistable, Hilbertisehle), wherepy, is the closed
immersion defined by the complete linear systgrfi™|.

To define the K-stability, we review the concept of test camfigion following
Donaldson [4]. Our notation (and even expression) almolbvis [28], so we refer
to it for details.

DEFINITION 2.2. A test configuration(resp.semi test configuratignfor a polar-
ized scheme X, L) is a polarized schemeX{, M) with:
(i) a Gn, action on &, M),
(i) a proper flat morphismr: X — Al
such thatx is Gy-equivariant for the usual action of?:

GmxAl—>Al

(t, X) — tX,

M is relatively ample (resp. relatively semi ample), antl, (M)|,-1a1\(0)) IS Gm-
equivariantly isomorphic toX, L®") x (A?\ {0}) for some positive integer, called ex-
ponent with the natural action ofs,, on the latter and the trivial action on the former.

Proposition 2.3 ([28, Proposition 3.7]). In the above situationa one-parameter
subgroup of GLHO(X, L®")) is equivalent to the data of a test configuratiohl, M)
whose polarizationM is very ample(over A') with exponent r o X, L) for r > 0.

We will call the test confinguration which corresponds to @ parameter subgroup,
called theDeConcini—Procesi family (Its curve case appears in [20, Chapter 4 §6].)
Therefore, the test configuration can be regardedyemmetrizationof one-parameter
subgroup. This is a quite essential point for our study, aRass and Thomas’ slope
theory [27], [28].

The total weightof an action ofG,, on some finite-dimensional vector space is de-
fined as the sum of all weights. Here thaightsmean the exponents of eigenvalues
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which should be powers of. We denote the total weight of the induced action on
(s M®K)|g as w(Kr) and dimX asn. It is a polynomial of K of degreen + 1.
We write P(k) := dim HO(X, L®X). Let us focus on the action d&, on (. M)lo
and “normalize” it as follows. Let us take itsP(r)-th power (i.e., the new action
obtained by composing the morphism oP(r)-th power G, — Gy,) and after that
take a product with the suitable power bfso that the determinant of the action on
(asM)|o will be 1. Then the corresponding normalized weight of thg-action on
(e Mg is Wy kr := wK)rP(r) — w(r)kP(k), wherek := Kr. It is a polynomial
of the form Zi“jola(r)k‘ of degreen + 1 in k for k > 0, whose coefficients (r)
are also polynomial of of degreen + 1 forr > 0. Write (r) = Z'j‘iéquj for
r > 0. Since the action is normalize@;;1n+1 = 0. The next coefficient, 1, is
the so-calledDonaldson—Futaki invarianof the test configurationX(, M), which we
will denote as DFY, M). Let us recall thatr{+ 1)! e,,1(r)r"*! is the Chow weight
of X ¢ P(HO(X, L®")) ([21, Lemma 2.11]). For an arbitrargemitest configuration
(X, M) of exponentr (cf. [28]), we can also define the (normalized) Chow weight
or the Donaldson—Futaki invariant as well by settw{Kr) as the total weight of the
induced action orHO(x, M®K)/tHO(Xx, M®K),

Roughly speaking, the K-stability is positivity of the Dddson—Futaki invariants
above but recentely it is pointed out by [15] that some paifjichl test configurations
of the following type should be “taken away” from our concern

DEFINITION 2.4 ([15], [25]). A test configuration X, £) is said to bealmost
trivial if X is Gy-equivariantly isomorphic to the product test configunatiaway from
a closed subscheme of codimension at least 2.

Now we can define K-stability of Donaldson’s version as falo

DEFINITION 2.5. A polarized schemeX( L) is said to beK-stable (resp. K-
semistable K-polystablg if for all r > 0, for any non-almost-trivial test configuration
for (X, L) with exponentr the leading coefficieng,.1n of ey+1(r) (the Donaldson—
Futaki invariant) is positive (resp. non-negative, pesitif X' % X x A! and non-
negative otherwise).

We should note that the original K-stability of [4] is whatdalled Kpolystability
in [28]. We follow the convention of [28]. These are relatex fallows.

Asymptotically Chow stable= asymptotically Hilbert stable= asymptotically
Hilbert semistable= asymptotically Chow semistable> K-semistable.

The implications above are easy to prove, so we omit the pr¢gde [21], [28]).
We finish this section by proving the equivalence of two asitip stability notions,
following the paper [16] but in much simplified form, for read’ convenience. We
should note that its semistability version is not provedvamgre in literatures, as far
as the author knows.
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Theorem 2.6 ([16, Main Theorem (b)]). For a polarized scheme over an arbi-
trary algebraically closed fieldasymptotic Hilbert stability and asymptotic Chow sta-
bility are equivalent.

Proof. We prove this along the idea of [16]. The formulati@re different, but
the essential ideas are the same. We make full use of the rarkeof test con-
figurations. This proof is valid over an arbitrary algebedliz closed field with any
characteristic.

Let us recall the basic criteria of asymptotic stabiliti€g8( Theorem 3.9]). X, L)
is asymptotically Chow stable (resp. asymptotically Hitbstable) if and only if for
all r > 0, any nontrivial test configuration foX( L) with exponentr hase,,1(r) >0
(resp.wr k > 0O for all k > 0). Therefore, asymptotic Chow stability implies asymiatot
Hilbert stability. (Actually, Chow stability implies Hikert stability as well). To prove
the converse, we assume that, > 0 for all k > r > 0.

Since
Wik ) Wk ) _ rP(r) i
kk P (kK) kP(K) ) ~ \ k2 P(kK)P(K) ki

andwy i is positive by our assumption, the inequaliy . /(Kk' P(kK)) > wy /(K P(K))
holds for allk’ > k > r > 0. Therefore, we can take a monotonely-increasing sequence
ki i =0,1,...) divisible byr, andky =r with wy, /(ki P(ki)) increasing.uy y, /(ki P(ki))
converges since the denominator is a polynomiak;obf degreen + 1 and the numer-
ator is a polynomial ofk; of degree at mosh + 1. In our case, the initial term is

wr k,/(KoP (ko)) = 0, so the sequence converges to a positive number, whichdshave
the same sign as,.1(r). This completes the proof. ]

3. A formula for Donaldson—Futaki invariants

In this section, we prove the main formula for the Donalddeutaki invariants of
certain type of semi test configurations, and establish soeselts on the structures
of semi test configurations which assure the usefulnesseofdimula. As we noted in
the introduction, a same type formula of Donaldson—Futakaiiants had already been
proved independently for a test configuration (with a re&yi ample polarizatioh by
Professor X. Wang [31], earlier than us. The differences emsentially twofolds, as
we explained in the introduction. Firstly, we define a claks&deals, which we use for
our study on stability.

DerINITION 3.1. Let (X, L) be ann-dimensional polarized variety. A coherent
ideal 7 of X x Al is called aflag idealif J = lg+ I1t 4+ -+ In_1tN "2+ (tN), where
loC 11 C---CIn_1 € Ox is the sequence of coherent ideals. (It is equivalent to that
the ideal isGy-invariant under the natural action @, on X x A')
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Let us introduce some notation. We s€t:= pjL on X x P! or X x A, and
denote thei-th projection morphism fromX x Al or X x P! by pi. Let us write the
blowing up morphism asl: B (:= Bl;(X xP1)) — X xP* and the natural exceptional
Cartier divisor asE, i.e., O(=E) = II"17. Let us assumel® (—E) is (relatively)
semi-ample (ove') and consider the Donaldson—Futaki invariant of the blgwimp
(semi) test configuration, L®' (—E)), where B := Bl 7(X x A'). Now, we can state
our main formula.

Theorem 3.2. Let (X, L) and B, J be as above. And we assume that exponent
r = 1. (It is just to make the formula easier. For generalput L®" and £®" to the
place of L andf.) Furthermore we assume thaB is Gorenstein in codimensioh.
Then the corresponding Donaldson—Futaki invari@®((Bl 7 (X x Al), L(-E))) is

1

SEn Ty LT OB 4 (4 DILLEE) - T (P Kx)

+ (M + DLLEEDT . Ka xear))-

In the above all the intersection numbers are taken on X Br which are complete
schemes.

We call the sum of first two terms theanonical divisor partsince they involve
intersection numbers with the canonical divid€k or its pullback, and the last term
the discrepancy ternsince it reflects discrepancies ov&r This division into two parts
plays an important role in our applications (cf. Section 2B][ [24]).

Proof of Theorem 3.2. By definition, the Donaldson—Futakiaimant is the co-
efficient of kK"*r" in w(k)r P(r) — w(r)k P(k) under the same notation as in the previ-
ous section. Therefore, it is enough to calculatg) modulo O(k"1).

Firstly, we interpret the weighiv(k) as a dimension of a certain vector space,
through the following lemma [21, Lemma (2.14)] which wasleal “droll lemma”
by Mumford.

Lemma 3.3 ([21, Lemma (2.14)]). Let V be a vector space over k and assume
that G, acts on V®y k[t], where V is a vector space over ky acting V trivially
and t by weight(—1). For a sequence of subspaces of \(p C V; € .- C V.1 C
Vy =---=V, let us setV := Y Vit which is a sub k] module of V®yk[t]. Then
the total weight onV/tV is equal to—dim(V & k[t]/V).

From this lemma, it follows that
w(k) = —dim(HO(X x AL, £2K)/HO(X x AL, TKLZK)).

Lemma 3.4. hi(X x Al, 7K£®) = O(k"™ 1) for i > 0.
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Proof. By our assumption;(—E) is (relatively) semiample (oveAl). Therefore,
its global section (the direct image sheaf of the projectimmo AY) and £ (—kyE)
for large enoughky induces a morphisnt : B — C, which is isomorphic over \ {0}.
Let A be the canonical ample invertible sheaf withV = £*(—kyE). Since H' (X x
Al gkl pekly — Hi(B, £8k(_kihE)) = HOC, (R f.03) ® N®K) and we have the
support of R .03 only on the image off -exceptional set (i.e., the locus & where
f is not finite) whose dimension is less than or equalrte- (), the lemma holds. []

Using Lemma 3.4, we can see that for> 0;
—dim(HO(X x AL, £8)/HO(X x A, TkL®K))
— —h0(£®k/jk£®k) + o(knfl)
= x(X x P, 7KL — y (X x PY, £2K) + O(k" D).
Finally, using the weak Riemann—Roch formula of the follogvitype, we obtain

the formula by simple calculation, which we omit here.

Lemma 3.5 (Weak Riemann—Roch formula).For an n-dimensional polarized va-
riety (X, L) which is Gorenstein in codimensidh

(L) o _ (L"Kx)
n! 2(n—121)Y)

X(X! L®k) — kn—l + O(kn—Z)'

where (L' . Ky) is well-defined since X is Gorenstein in codimension

Proof. We can prove it by induction on diX). If dim(X) = 0, then the assertion
is obvious, and for the induction, we cdt by a general membe € |L®™| for m >
0. We note thatH is reduced and Gorenstein in codimension 1. By fixidgand
seeing the long exact sequence of coherent cohomologiesciated to

0— L®(—H) - L% - L®|, > 0,

we have
X (X, L&) — (X, LMy = ¥ (H, L®|y).

Then the assertion oX follows from that of H. O

REMARK 3.6. The formula 3.2 can also be deduced from the formula awCh
weight by Mumford [21, Theorem (2.9)], as we did (implicitlin [22]. As Mumford
obtained it by using thdroll lemma(Lemma 3.3), these proofs are essentially the same.

From now on, we will argue to ensure the usefulness of our dtar3.2 (cf. Corol-
lary 3.11). Let us continue fixing a polarized variet{, (L) and think of its semi test
configurations. We prepare the following notion.
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DEFINITION 3.7. A semi test configurationX{, M) is partially normal if any
prime divisor supported on the singular locus Bfprojects surjectively onta\?®.

For example, a nhormal semi test configuration is partialljmrad of course. This notion
is defined to extend the notion of the normality of semi testfigorations to that of
not necessarily normaX.

Proposition 3.8. For an arbitrary test configuratior{.X’, M), there exists a finite
surjective birational morphism ) — X', where (), f*M) is a partially normal test
configuration with DF(Y, f*M) < DF(X, M).

Proof. If X is normal, we can simply take the normalization of the tesifige
uration. Even ifX is not normal, andY is not partially-normal, we can still “partially
normalize” X as follows.

Let us take the normalization A" — & and takepv: () :=) Speg, , (i+Oxx(@\(opN
Oxv) — X, wherei: X x (A'\ {0}) — X x Al is the open immersion. Obviouslpy is
finite as a morphism. We call thig as thepartial normalizationof the semi test configur-
ation X. SinceX is equidimensional and it dominat@sby a birational finite morphism,
it is obvious thaty is equidimensional as well. Furthermore, siri¢ds reducedy is re-
duced as well. Thereforg, is flat overA® (cf. [10, Chapter lIl, Proposition 9.7]) and it
forms a test configuration with the natu@},-equivariant polarizationpgv)* M.

This partial normalization is partially-normal as a teshfiguration (Definition 3.7)
due to the following lemma.

Lemma 3.9. The morphismX” — Y is an isomorphism over an open neighbor-
hood of the generic points of the central fiber.

Proof. Let us take an open affine subschdh¢x~ SpecR) C X which includes
all the generic points of the central fiber ii. Then the preimage ot in ) is
SpecR[t~1] N RY). If we take small enougly, R[t~] is normal so thatR" c R[t™].
This completes the proof. []

The normalization or the partial normalizatign of semi test configuration has the ca-
nonical Gy-linearized polazation, the pullback of the linearizedgp@ation of the orig-
inal test configuration.

Then, DF{, f*M) < DF(X, M) by [28, Proposition 5.1], whose claim holds and
the proof essentially works without the normality conditiof X. []

Proposition 3.10. For an arbitrary partially normal test configuratiof.X’, M),
there is a flag ideal7 and r,s € Z. o such that its blow ug3 := Bl 7(X xA), L% (—E))
is a semi test configuratiomvhich is Gorenstein in codimensidn dominating(X', M ®9)
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by a morphism f B — X such that£®'(-E) = f*M and DF(B, L® (-E)) =
DF(X, M®S).

Proof. Firstly, we take aGny-equivariant resolution of the indeterminancy of a
natural birational mag: X x A --> X as follows. Since the indeterminancy locds
of h has codimension at least 2 ¥Kx Al, if we write j: (X xA)\ Z) — X x A! the
natural open immersion, thejh* M®s for s € Z.o is canonically isomorphic taC®"
for somer € Z_ g, by the Serre’sS, property of X x A* which follows from theS, con-
dition of X, which is assumed in Convention. If we take sufficiently éasgthen M®S
is (relatively) very ample oveA® and soh is defined by the relative linear system over
Al. Take a basis oHO(X, M®3) as a freek[t]-module, which consists of eigenvectors
of the naturally associate@n-action. They induces sections btz‘(XX Al)\Z)M‘X’S and

so, they also define global sections 6f" becauseZ has codimension at least 2, as
we noted. Therefore, there is a flag ideal where those global sections @f*" gen-
erate the subsheaf’£®" c £®". We note that®/J’ is not necessarily supported in
Z. If we blow up the flag ideal7’, we obtain a resolution of indeterminancy lof Let
us write it asB’ := Bl (X x AY) — X and letE’ be the exceptional Cartier divisor
with Op(—E) = J'Op.

Furthermore, we can take the partial normalizati®of 5’ as before. We note that
B is Gorenstein in codimension 1. To prove it, it is sufficiemtprove that for an arbi-
trary prime divisore, a general point of has an open neighborhood which is Goren-
stein. If e is supported on the central fiber, it follows from Lemma 3.9ialhimplies
that the generic points o is regular. If it is not the case, the Gorenstein property of
the generic point oé follows from the assumption thaX is Gorenstein in codimension
1. Let us write the projectiol — X x A asTI. Let us putJ := IT,(pv)*Op (—mE)
for sufficiently largem € Z_o. Then, it is a flag (coherent) ideal sin¢ex A' satisfies
Serre’sS, condition. And its blow up is3 itself since pv*Op (—E’) over Al is rela-
tively ample. The relative ampleness follows from e.g., thkative Nakai—Moishezon
criterion (cf. [13, Theorem 1.42]). Furthermore, if we werif the morphism fromB
to X, f*M®S = L®(—E) where E = (pv)*E’.

We want to prove DR, L' (—E)) = DF(X, M®S). For that, we note that there
exists a closed subset’ of the central fiber ofX with codimy(Z’) > 2 such that
f is isomorphism outsideZ’, since X’ is assumed to be partially normal. Therefore
the equality DFB, L®'(—E)) = DF(X, M®5) follows from the proof of [28, Propos-
ition 5.1], in particular the equation on each weighté-) written at the 3 line above
from the end of the proof. We note again that the proof of [2&pBsition 5.1] works
essentially without the assumption of normality Xf ]

A remark is that if &, £) is almost trivial test configuration, the flag idedl is of
the form ¢M) with someM € Z.o. ([25, Proposition 3.5]). Hence, Propositions 3.8
and 3.10 imply the following corollary. The “only if” part siply follows the fact that
for an arbitrary semi test configuratioy ('), by taking Proj@,.o H(Y,N'¥2),0(r))
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with sufficiently divisible positive integer, we can associate a test configuration with
the same Donaldson—Futaki invariant 3§ (V).

Corollary 3.11. (i) A polarized variety(X, L) is K-semistable if and only if for
all semi test configurations of the typeTheorem 3.2i(e., (B = Bl 7(XxA%),L%" (—E))
with B Gorenstein in codimensioh), the Donaldson—Futaki invariant is non-negative.
(i) A polarized variety(X, L) is K-stable if and only if for all semi test configurations
of the type inTheorem 3.2i(e., (B = Bl (X x Al), L% (—~E)) with B Gorenstein in
codimensionl and 7 is not of the form(tM) with some Me Z.(), the Donaldson—
Futaki invariant is positive.

Corollary 3.11 (i) provides further corollary as followsnse the Donaldson—Futaki in-
variants of the type in Theorem 3.2 is continuous with respeca variation ofGy,-
linearized polarizations, if we extend the frameworkQeline bundles

We can extend the definition of the Donaldson—Futaki invasianaturally to those
of the case where\ is semiampleQ-line bundle. It is because the Donaldson—Futaki
invariant behaves in homogeneous way, if we take the powktbeo (G -linearized)
line bundle. From its natural extension, it is obvious that @rmula 3.2 works even
under thisQ-polarized setting.

Let us fix a flag ideal7 and consider the Donaldson—Futaki invariant B#(—cE))
with ¢ € Q.o and £L(—cE) semiample. We introduce the following Seshadri constants
e Sesh(7;: (X x Al, L x AY)) := supc € Q.o | L(—CE) is amplg,

e Sesh(i;(X,L)):=supceQ-q|(mi)*L(—ce) is amplg, wherer;: B; := Bl (X)— X
is the blow up ofX along the coherent ided| and Og (—€) = (i) 1I;.

Recall that Sesli(; (X x AL, L x AY) = minj{Sesh{;; (X, L))} ([28, Corollary 5.8]).
Therefore, Sesli{;(X xA®, L xA%)) depends only on the numerical classlofand 7).

The parameterc runs over all rational numbers in the interval (0, SEBh(X x
A, L xAY)) or possiblyc = Sesh(7;(X xAl,L x Al)). We point out that the Donaldson—
Futaki invariant DFB, £(—cE)) depend only on the numerical class lof 7 and the
parameterc. Moreover, the invariant is continuous with respecttarherefore, we have

Corollary 3.12. K-semistability of(X, L) only depends on X and the numerical
equivalent class of L.

4. Some K-(semi)stabilities

In this section, we give the first direct applications of tlenfula 3.2. That is a
concise and algebro-geometric proof of some K-(semi)ktialsi

Theorem 4.1. (i) A semi-log-canonical polarized curveX, L), where L= wy
(i.e,, canonically polarized curjeis K-stable.
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(i) A semi-log-canonical polarized variefX, L) with numerically trivial canonical
divisor Ky is K-semistable.

REMARK 4.2. Let us recall that a polarized manifold which admits astant
scalar curvature Kahler metric is K-polystable, due to thwks of [5], [2], [29], [17]
and [18].

Therefore, the classical result of the existence of comstarvature metric on an
arbitrary compact Riemann surface gives another way offpobdi) for smooth X, as
well as the famous result by Yau on the existence of Ricciflahler metric on an
arbitrary polarized Calabi-Yau manifold gives anothergprof (ii) for smooth X.

Proof of Theorem 4.1. Due to Corollary 3.11, it is sufficieotprove the positiv-
ity or non-negativity of the test configurations of the forh £ Bl s (X xA?), L% (—E))
with B Gorenstein in codimension 1, for which we have a formula oh&dson—
Futaki invariants in Theorem 3.2.

Let us assume thaK is semi-log-canonical, and denotes its normalization as
v: X” — X with its conductor cond(). Then (X" x A%, condg) x At + X" x {0}) is
log-canonical, which can be shown by seeing the discrepahdhe exceptional div-
isors of the log resolution oK” x A of the form X x A® — X" x A!, where X — X"
is a log resolution of XV, cond¢)), which exists by [11] and [12]. This upshot is
an easy case of the inversion of adjunction of log-cangniditow, we want to prove
that for an arbitrary (not necessarily closed) pajne XV x {0} with dim{p} <n-—1,
mindiscrepf; (X¥ x Al, condp) x A') > 0, where “mindiscrep” means the associated
minimal discrepancy. We take an exceptional prime divigorabove X" x Al with
centekrxa1(E) = {n}. Then;

a(E; (X" x A%, condg) x Al))
= a(E; (X" x A, condf) x Al + X” x {0})) + ve(t)
> mindiscrepg; (X¥ x A, cond) x A + X" x {0})) + 1,

where, vg(—) denotes the corresponding discrete valuation for prinvésali E. Here,
a(—) denotes the corresponding discrepancy (cf. [13, SectiBhd Convention of this
paper). Since X" x A, cond@) x Al + XV x {0}) is log-canonical as we proved, the
last line is nonnegative.

Therefore, we proved that the relative canonical divisgg x«a: is effective so
that the discrepancy term is nonnegative Xifis semi-log-canonical.

The canonical divisor part vanishes in this case, since émomcal divisor is as-
sumed to be numerically trivial and the canonical divisortpaonsist of the inter-
section numbers with the canonical divisrk or its pullback. This completes the
proof of (ii).

For the case (i), the signature of the canonical divisor jmrthat of (C®" —
E).(L® + E)) = —(E?). We note that dividing the flag ideal by power oft does
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not change the associated Donaldson—Futaki invariantsrefdre, we can assume that
0O/J is supported in groper closed subset oK x {0}, not whole of X x {0}, with-
out loss of generality, by dividing by suitable power tof Consider the normalization
w: B* — B. We note that there is some connected compo®&auit 3, which is a blow
up of 0-dimensional closed subscheme in some connectedar@mnp of X x Al, by
the assumption above. Then, we havm(EFS) >0 and F/,L*E%M\S) > 0. Therefore,
we complete the proof of (i) as well. O

We end with reviewing that foasymptotic stabilityof these polarized varieties,
following is obtained so far by [21], [9] and [3], in compauis with Theorem 4.1.

Theorem 4.3. (i) ([21],[9]) A semi-log-canonical polarized cury,L), where
L = wyx (i.e, canonically polarized curyeis asymptotically stable.
(ii) (the combination 0f32] and [3]) A smooth polarized manifol@X, L) with nu-
merically trivial canonical divisor K is asymptotically stable.

The proof of (i) is purely algebro-geometric and done by @lation of weights, al-
though the proof of (ii) is only done by differential geometmethods, which depends
on the existence of Ricci-flat Ké&hler metrics.

We also note that we canot admit semi-log-canonical singularities for The-
orem 4.3 (ii), and the naturally conceivable extension ¢ft¢ higher dimensional
semi-log-canonical canonically polarized varieties does hold, as we will show ex-
plicit counterexamples in [23].
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