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A STEPWISE APPROXIMATION OF INTRACTABLE SPATIAL CONSTRAINTS

IN IMAGE QUERIES ∗

QING-LONG ZHANG† AND STEPHEN S.-T. YAU‡

Abstract. An image stored in image database systems is assumed to be associated with some content-based

meta-data about that image, that is, information about objects in the image and absolute/relative spatial relationships

among them. An image query for such an image database system can generally be handled in two ways: exact

picture matching and approximate picture matching. We address the approximate picture matching problem of

central interest in this paper, and present a stepwise approximation of intractable spatial constraints in an image

query. Especially, this stepwise approximation may be pre-processed on an image query before an advanced picture

matching algorithm is invoked. We then work out details of the stepwise approximation algorithm by analyzing, one

by one, all possible 16 cases for results of the object matching step. Our analysis turns out that only 13 cases are

valid, while the other 3 cases are identified impossible for finding an exact picture-matching between a query picture

and a database picture. The worst-case running time complexity is given for each of them. In order to reduce the

number of database pictures being matched by a user query, we also provide two suggestions to help enhance the

effectiveness of image retrieval at the additional time cost.

1. Introduction. Image database systems have been very active over the past 20 years.

With the explosive interest for the last 10 years in multimedia systems, content-based image

retrieval has attracted the attention of researchers across several disciplines, including com-

puter vision, pattern recognition, human-computer interaction, and image databases. Appli-

cations that use image databases include office automation, computer-aided design, robotics,

art museums, geographic information systems, remote sensing and management of earth re-

sources, law enforcement and criminal investigation, large medical image databases, digital

library, and defense. Existing methods on image representation and retrieval can be found in

the literature (see, e.g., [1, 2, 6, 7, 8, 10, 11, 23]). A recent survey on content-based image

retrieval was given by Smeulders et al. [12].

Tanimoto [14] suggested the use of picture icons as picture indexes, thus introducing

the concept of iconic indexing. Subsequently, Chang et al. [4] developed the concept of

iconic indexing by introducing the 2D string representation of the image. With the 2D string

approach, the problem of pictorial information retrieval for 2D pictures becomes a problem of

2D string subsequence matching [4, 9]. Since then, the 2D string approach has been studied

further in the literature (see, e.g., [3]).

Zhang [15, Chapter 3] defined two efficiently decidable classes of two-dimensional

scenes, pseudo-symbolic pictures and extended pseudo-symbolic pictures, and introduced

the extended pseudo-2D string representation for them. Zhang et al. [17] then extended his
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work on the extended pseudo-symbolic pictures to work for the whole images. In that paper

[17], they proposed a unified iconic indexing, the generalized combined 2D string represen-

tation, for images in image databases. Each 2D image is modelled as a generalized extended

pseudo-symbolic picture, which has the GEP-2D string representation. Their proposed iconic

indexing (GC-2D string representation) combines both the GEP-2D string representation and

the usual 2D string representation to capture absolute and relative spatial relationships in the

image. The result is better representation of spatial relationships in image databases. Spatial

relationships may be absolute or relative, and directional or topological. The 2D string ap-

proach developed by Chang et al. [4] is based on (relative) directional spatial relationships:

left-of, right-of, above, andbelow. Spatial relationships proposed in our work [15, 16, 17, 19]

are quite general, can be (absolute) directional, (relative) directional, or (absolute) topologi-

cal.

In [18], Zhang et al. proposed the important consistency problem about content-based

image indexing and retrieval, and presented a model for Content-based Image DataBase Sys-

tems (CIDBS). They described major components of image database systems, and demon-

strated how these components work together to facilitate content-based image indexing and

retrieval. In their most recent paper [20], Zhang and Yau have presented a very general ap-

proach to indexing and retrieval of images in image database systems.

The rest of this paper is organized as follows. In Section 2, we show how to specify

a general user query, and then utilize our polynomial-time algorithm, proposed in [18], to

verify the consistency among spatial constraints in the query image. In Section 3, we address

the approximate picture matching problem of central interest in this paper, and present a

stepwise approximation of intractable spatial constraints in an image query. We formulate

16 possible cases for results of the object matching step, and then work out details of the

stepwise approximation algorithm by analyzing them one by one. Our analysis turns out that

only 13 cases are valid, while the other 3 cases are identified impossible for finding an exact

picture-matching between a query picture and a database picture. The worst-case running

time complexity is given for each of them. In order to reduce the number of database pictures

being matched by a user query, we also provide two ways to help enhance the effectiveness of

image retrieval at the additional time cost. In Section 4, we discuss related work. Conclusion

and future research are given in Section 5.

2. A Consistent Image Query Formulation. In this section, we first show how to spec-

ify a general user query, and then utilize our polynomial-time algorithm, proposed in [18], to

verify the consistency among spatial constraints in the query image.

2.1. Specifying a User Query.A real picture is assumed to be associated with some

content-based meta-data about that picture, that is, information about objects in the picture

and absolute/relative spatial relationships among them. An object in a real picture corre-

sponds to a significant element of the image. Depending on the application, the significant

elements of the image can be pixels, lines, regions, etc. A spatial relationship among objects
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is relative if it is determined by the position of the centroid of its objects. A spatial relation-

ship is absolute if it is determined by the absolute position of its objects in the image. The

following various absolute spatial relationships are of common interest in pictorial databases:

left-of, right-of, in-front-of, behind, above, below, inside, outside,andoverlaps. Only the first

six spatial operators are considered for relative spatial relationships, sinceinside, outside,and

overlapsoperators are not applicable. Note that the first six spatial operators are directional

and the last three spatial operators are topological.

We will usexa andxr to indicate the absolute spatial operatorx and the relative spatial

operatorx respectively. For example,belowa is the absolutebelow spatial operator while

belowr is the relativebelowspatial operator. Note thatright-of andaboveare dual spatial

operators ofleft-of andbelowrespectively, andin-front-of andbehindspatial operators are

only applicable for three dimensional pictures. Let

(1) R= {left-ofa, left-ofr ,belowa,belowr , inside, outside, overlaps}.

Clearly we can just use these seven spatial operators inR to specify spatial constraints among

objects in a planar (i.e., two-dimensional) picture. Then an image stored in the image database

is assumed to be represented by objects in the image and the complete information about

absolute/relative spatial relationships ofRamong them.

Now a user query is of the following form:

An image queryQ: Find images containing a nonempty finite

setOQ of objects and another set (possibly null)FQ of(2)

absolute/relative spatial relationships ofRamong them.

That is, an imagef stored in the image database is matched by an image queryQ if f contains

a setOQ of objects satisfying spatial constraintsFQ among these objects inOQ. We call itan

exact picture-matchingbetweenQ and f . Note that the setFQ in the image queryQ implicitly

indicates the conjunction of all absolute/relative spatial relationships inFQ using the∧ (i.e.,

AND) logical operator. A more general user query may then be formulated from the above

user queries in (2) using both∧ (i.e., AND) and∨ (i.e., OR) logical operators. Observe that

(Q1∨Q2) ∧Q3 = (Q1∧Q3) ∨ (Q2∧Q3) for any three user queriesQ1,Q2, andQ3 in (2); and

bothQ1∧Q3 andQ2∧Q3 can be reduced, in view of the user’s preference, to the appropriate

forms of a user query in (2) respectively. Thus, a more general user query is, in fact, the

disjunction of the above user queries in (2) using∨ (i.e., OR) logical operators. Therefore, a

more general user query can always be handled via its user subqueries in (2); that is, the query

outcome of a more general user query consists of all query outcomes of its user subqueries in

(2).

2.2. Consistency Checking of Spatial Constraints in a User Query.The meta-data

about a real picture might contain certain incorrect information about the picture, which

is introduced during the image capture stage, possibly because of limitations of existing
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image-processing algorithms or manual errors. In [18], we considered the followingcon-

sistencyproblem:Does the meta-data about a picture contain certain contradictory informa-

tion across the entire database having all meta-data information about pictures?The con-

sistency problem is of common interest for content-based image database systems, and the

Consistency Checking Mechanism is dedicated to verify/maintain consistency of meta-data

information about pictures across the entire database. We [18] presented a polynomial-time

algorithm for consistency checking of spatial relationships in a picture. However, our pro-

posed consistency checking algorithm might fail to detect inconsistency of the description

of absolute spatial relationships (involvinginside, outside,andoverlaps) for certain planar

pictures.

As suggested in [18], the consistency problem may happen to an image query. It is

possible to have contradictory content-based information description about a picture in an

image query the user provides through the User Interface during the image retrieval stage.

This may occur for a casual or novice user, and more likely when more objects are involved

in an image query. This type of contradictory image queries needs to be detected/corrected

during the image query formulation and before they are submitted for the Image Matching

component. Otherwise, it will be a disaster if a contradictory image query is submitted for

the image-matching in a huge image database, since it will waste time particularly for appli-

cations such as law enforcement and criminal investigation, and consume a lot of real-time

system resources spending on image-matching which definitely results in no matching. We

can utilize our polynomial-time algorithm, proposed in [18], to verify the consistency among

spatial relationships in the query image. Note that it is not necessary to check the consistency

among objects in the query image.

3. A Stepwise Approximation of Spatial Constraints. An image query for image

databases can generally be handled in two ways: exact picture matching and approximate

picture matching [20]. In this section we address the approximate picture matching problem

of central interest in this paper.

Let an image queryQ haveq (q≥ 0) absolute/relative spatial constraintsr i , 1≤ i ≤ q,

among its involved objects. Observe that, whenq = 0, no spatial constraints are imposed

among objects inQ and the image matching process will only perform matching of objects

betweenQ and a picture stored in the database. Letf be a stored image fetched from the

database. To satisfy the spatial constraints imposed byQ on f during the image query pro-

cessing, we can have the following stepwise query approximation: match each spatial rela-

tionshipr i (1≤ i ≤ q) imposed by the query imageQ, one after one, in the stored imagef ;

this process will stop and return “No Matching betweenQ and f ” if at least one of theseq

spatial relationships is not matched inf , and it will successfully terminate otherwise.

The following Theorem 3.1 states that every database image matched exactly by a user

query is always matched by it using the above stepwise query approximation. This important

fact ensures that all database images, matched exactly by a user query, are always contained in
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the query outcome of the stepwise query approximation, though additional database images

may be approximately matched by it.

THEOREM 3.1. The above stepwise query approximation always terminates successfully

on every stored image matched exactly by the user query.

Proof. It is obvious.

THEOREM 3.2. The above stepwise query approximation on spatial constraints has the

algorithmic time complexity of O(q∗N2), where q is the number of absolute/relative spatial

constraints in the user query and N is the number of involved objects in a stored image.

Proof. Observe that, in order to match each spatial relationshipr i (1≤ i ≤ q) imposed by

the query imageQ in the stored imagef , one needs to check at mostO(N2) spatial relation-

ships in f .

Theorem 3.2 shows that our proposed stepwise query approximation on spatial con-

straints is reasonably fast. Especially, this stepwise approximation is quite simple and

straightforward to implement, it may thus be pre-processed on an image query before an

advanced picture-matching algorithm is invoked.

Let Q be a user query. We can use our proposed efficient algorithm with the time com-

plexity at mostO(m3), in [15, Chapter 2] [17], to compute the set of all deducible spatial

relationships fromFQ under a system of rules (i.e., the maximal set ofFQ), wherem is the

number of all involved objects inQ. In view of the following Theorem 3.3, we can always

take the modified user query ofQ, with the set of objectsOQ and the maximal set ofFQ,

to perform the stepwise query approximation on spatial constraints. Clearly it helps exclude

the database pictures, which fail the test of additional spatial constraints not inFQ, from be-

ing matched byQ at the extra time cost as indicated in Theorem 3.2. Thus, it helps reduce

the number of database pictures being matched byQ to enhance the effectiveness of image

retrieval.

THEOREM 3.3. Let Q and f be a user picture and a database picture respectively. If f

is matched by the modified user query with the set of objects OQ and the maximal set of FQ

using the above stepwise query approximation on spatial constraints, then f is matched by Q

too.

Proof. Directly from the fact that the maximal set ofFQ always containsFQ.

3.1. Matching of Objects. The picture-matching algorithm consists of both matching

of objects and matching of spatial relationships [20]. Given a query pictureQ and a picturef

stored in the database, the matching step between objects inQ and objects inf will check all

possible pairs of an object inQ and an object inf . Let Q have totallyssignificant objectsOQ
k

(1≤ k≤ s) and f have totallyt significant objectsOf
l (1≤ l ≤ t). Then the step for matching

of objects will yield that: each objectOQ
k (1≤ k≤ s) in Q matches a possibly empty subset

of objectsOf
l (1≤ l ≤ t) in f . An objectOQ in the query imageQ matches an objectOf

in a stored imagef , denoted byOQ −→ Of , if the picture-matching process determines the

matching betweenOQ and Of using an object matching schemeMβ in M [20]. If there
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exists an objectOQ in Q matching none of objectsOf in f , then the stored imagef is clearly

not matched by the given query imageQ, and the picture-matching process will continue on

the next available image stored in the database. Otherwise, that is, if every objectOQ in Q

matches at least one objectOf in f , then the step for matching of spatial relationships will

follow for further picture-matching between the query imageQ and the stored imagef .

An object may appear multiple times in a user query and a picture stored in the database.

Multiple occurrences of a same object can be represented by a same object symbol associated

with different subscripts [15, Chapter 3] [17]. Consider, for example,k (> 1) occurrences of

a same object denoted by a symbola, are represented, respectively, bya0 (= a), a1, . . . ,ak−1.

We always treat all thesek object symbolsa j (0≤ j ≤ k−1) as “the same object symbol like

a” (the main purpose of using subscripts is to capture different physical locations of multiple

occurrences of a same object). In another word, when “two distinct (object) symbolsa and

b” is mentioned in the context, it does mean “a andb represent two distinct objects,” and

it does not mean “botha andb represent two occurrences of a same object.” There are four

combinations of a query pictureQ and a database picturef , depending on single/multiple

occurrence(s) of objects inQ and f :

1. Each (object) symbol occurs only once in bothQ and f .

2. At least one (object) symbol occurs more than once inQ, while each (object) symbol

occurs only once inf .

3. Each (object) symbol occurs only once inQ, while at least one (object) symbol

occurs more than once inf .

4. At least one (object) symbol occurs more than once in bothQ and f .

The following two cases of matching, between a symbol inQand a symbol inf , are identified:

I. Each (object) symbol inQ matches at most one (object) symbol inf .

II. At least one (object) symbol inQ matches more than one distinct (object) symbols inf .

Furthermore, there are two possible consequences regarding matching results of two distinct

(object) symbols inQ:

A. No two distinct (object) symbols inQ match a same (object) symbol inf .

B. At least two distinct (object) symbols inQ match a same (object) symbol inf .

Now, results of the matching step between objects inQ and objects inf vary on different

combinations (totally 16 cases) of the above three types of considerations. As discussed in

the next Section 3.2, in fact, only 13 cases are valid while the other 3 cases are identified

impossible for finding an exact picture-matching betweenQ and f .

Observe that, if two distinct symbols inQ match a same symbol inf for case I.B., then

these two distinct symbols inQ match exactly the same symbol inf .

Now, let us present examples to demonstrate all four possible cases I.A, I.B, II.A, and

II.B. Consider, for example, a class of simplifiedcar objects with only two properties (i.e.,

attributes)makeandtype:

car(make, type): makecan be BMW and Ford,typecan be passenger and sports.

Let f1 be a database picture with threecar objects, of which two are BMW passenger cars
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represented bya0 (= a) anda1, wherea is car(BMW, passenger), and another one is a Ford

passenger car represented byb0 (= b), whereb is car(Ford, passenger). LetQ1 be a query

picture having twocar objects, with one BMW passenger car and another Ford passenger car.

Then case I.A holds betweenQ1 and f1. Let Q2 be a query picture having twocar objects,

with one BMW passenger car and another BMW car (the user doesn’t specify whether the

type of the second car is passenger or sports!). Then both objects inQ2 match the same

symbola in f1, that is, case I.B holds betweenQ2 and f1. Let Q3 be a query picture having

two car objects, with one BMW passenger car and another passenger car (the user doesn’t

specify whether the second car is BMW or Ford!). Then the second object inQ3 matches both

a andb in f1, that is, case II.B holds betweenQ3 and f1. Let Q4 be a query picture having

two car objects, one of which is a passenger car (the user doesn’t specify whether another

car is BMW or Ford, and passenger or sports!). Then both objects inQ4 match botha andb

in f1, that is, case II.B holds betweenQ4 and f1. Let f2 be a database picture having three

car objects, with one BMW passenger car represented bya0 (= a), wherea is car(BMW,

passenger), one Ford passenger car represented byb0 (= b), whereb is car(Ford, passenger),

and another BMW sports car represented byc0 (= c), wherec is car(BMW, sports). LetQ5 be

a query picture having twocar objects, with one BMW car (the user doesn’t specify whether

it is passenger or sports!) and another Ford passenger car. Then case II.A holds betweenQ5

and f2. LetQ6 be a query picture having twocar objects, with one BMW car (the user doesn’t

specify whether it is passenger or sports!) and another passenger car (the user doesn’t specify

whether the second car is BMW or Ford!). Then the first BMW car inQ6 matches botha and

c in f2, and the second passenger car inQ6 matches botha andb in f2; that is, case II.B holds

betweenQ6 and f2.

Observe that, if two distinct symbolsa andb in a user queryQ match a same symbol in

a database picturef for case II.B, then one of the following four holds:

• match(a)⊂match(b)
• match(a)⊃match(b)
• match(a) = match(b)
• match(a)∩match(b) is the proper subset of bothmatch(a) andmatch(b)

wherematch(x) denotes the set of all symbols (including repetitive occurrences) inf matched

by x in Q. The above three examples ofQ3 and f1, Q4 and f1, andQ6 and f2 in the preceding

paragraph, have demonstrated the validity of each possiblity in this observation. It is obvious

that if two distinct symbolsa andb in a user queryQ match a same symbol in a database

picture f for case I.B, thenmatch(a) = match(b).

3.2. Case Analysis of the Stepwise Approximation Algorithm.To work out details

of the stepwise approximation of spatial constraints, we analyze, one by one, all possible 16

cases for results of the object matching step, formulated in Section 3.1. In fact, we will see

that only 13 cases are valid, while the other 3 cases are identified impossible for finding an

exact picture-matching between a query picture and a database picture.
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Let Q be a user query with a set ofm objects OQ = {OQ
1 ,OQ

2 , . . . ,OQ
m} and a set of

q absolute/relative spatial relationships FQ = {r1, r2, . . . , rq}. Let f be a database picture

with a set ofN objects Of = {Of
1,Of

2, . . . ,Of
N} and a set Ff of all absolute/relative spatial

relationships among objects in Of . Assume that all absolute/relative spatial relationships inf

are maintained by the adjacency matrix representation [15, Chapter 2] [18]. So, it needs only

O(1) (i.e., constant) time to access/check a spatial relationship inf . Note that, it only needs

O(N2) to generate the adjacency matrix representation of spatial relationships inf from Ff .

The picture-matching algorithm consists of both matching of objects and matching of

spatial relationships [20]. Given a query pictureQ and a database picturef , the matching

step between objects inQ and objects inf will check all possible pairs of an object inQ

and an object inf . In fact, if Q and f have an object symbolaQ of k multiple occurrences

and another object symbolbf of l multiple occurrences respectively, then it only needs to

perform the object matching betweenaQ(= aQ
0 ) andbf (= bf

0) instead of the object matching

between the set ofk multiple occurrences ofaQ, {aQ
0 ,aQ

1 , . . . ,aQ
k−1}, and the set ofl multiple

occurrences ofbf , {bf
0,bf

1, . . . ,bf
l−1}. That is, to perform the step of object matching, it only

needs to checks∗t pairs ofsdistinct objects inQ andt distinct objects inf . Thus, the number

of object pairs needed to be checked for the step of object matching is always bounded by

m∗N, wherem andN are the numbers of all involved objects inQ and in f respectively.

It should be noted thatm≤ N. Otherwise, ifm > N, there are not enough objects inf

being matched by objects inQ and an exact picture-matching betweenQ and f then become

impossible. After the step of object matching, the step for matching of spatial relationships

will follow for further picture-matching between the query imageQ and the stored imagef .

We will perform a stepwise approximation of spatial constraints, instead of an exact matching

between spatial relationships inQ and spatial relationships inf .

It should be quite simple to view the result of matching, between objects in a query

picture Q and objects in a database picturef , usingan object matching matrix. We can

construct an object matching matrixM of s× t, wheres and t are the numbers of distinct

objects inQ and in f respectively, to represent the result of object matching betweenQ and

f in the following way. The rows and columns of the matrixM are, respectively, labelled by

s distinct (object) symbols inQ andt distinct (object) symbols inf . ThenM is the matrix

with a 1 in rowaQ and columnbf if there is a matching between the objectaQ in Q and the

objectbf in f and a 0 there otherwise. The object matching matrix representation may help

facilitate the implementation of the algorithm in general, but it might not be needed, e.g., for

the case I where each object symbol inQ matches at most one object symbol inf (since it

will waste memory!).

Now it is quite straightforward to decide, given a query pictureQ and a database picture

f , which of the 16 cases is applicable to this pair ofQ and f ? This can be done in the

following way. First, clearly it only needs the time, at mostO(m+ N), to determine which

of the four cases (1–4) is applicable to this pair ofQ and f , by deciding single/multiple

occurrence(s) of objects in bothQ and f . In fact, we assume here that multiple occurrences
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of a same objectx in Q are grouped together and represented byx j in the list OQ of all objects

in Q (the subscriptj of x means the repetitive occurrences ofx). If it is not the case, then

we have to spend the timeO(m2) to maintain this type of order for the set OQ of objects in

Q by checking all possible pairs ofm objects inQ (note that corresponding absolute/relative

spatial relationships in FQ might also be properly maintained in the time cost of same order

O(m2), that is, they are enumerated in the list FQ based on this type of order for the set OQ

of objects inQ and, by grouping all spatial relationships between two corresponding objects

together). It should be noted that this type of order is assumed to be maintained for the set Of

of objects in the database picturef during the image indexing flow (see, e.g., [15, 17, 19] for

our iconic indexing approach). Second, it only needs the time, at mostO(mN), to determine

which of the two cases (I–II) is applicable to this pair ofQ and f , by counting the number of

1′s in each row of the object matching matrix defined in the preceding paragraph. In fact, this

time complexityO(mN) can be significantly reduced if other methods are employed. Third, it

only needs the time, at mostO(mN), to determine which of the two cases (A–B) is applicable

to this pair ofQ and f , by counting the number of 1′s in each column of the object matching

matrix.

To illustrate the stepwise approximation of spatial constraints, we below analyze all pos-

sible 16 cases for results of the object matching step, one by one, based on the combination

order of cases (I–II) first, then cases (1–4), and cases (A–B). The worst-case running time

complexity is provided for each of them.

CASE I.1.A.

This is the simplest valid case. Let the result of the object matching step be

(3) OQ
j −→Of

sj
where 1≤ j ≤m.

Obviously it only needs the timeO(q) to verify, for eachr j ∈ FQ (1≤ j ≤ q), whether its

corresponding absolute/relative spatial relationship under the object matching given by (3) is

valid in the database picturef . If there exists oner j (1≤ j ≤ q) in FQ whose corresponding

spatial relationship under (3) is invalid inf , then the stored imagef is clearly not matched

by the given query imageQ, and the picture-matching process will continue on the next

available image stored in the database. Otherwise, that is, if, for eachr j ∈ FQ (1≤ j ≤ q), its

corresponding spatial relationship under (3) is valid inf , then the step for matching of spatial

relationships will yield that the stored imagef is matched by the given query imageQ.

Note that the stepwise approximation algorithm, for this case I.1.A, always generates an

exact picture-matching between a query image and a database image, if there is a matching

between them.

CASE I.1.B.

This case is impossible. Because at least two distinct (object) symbols inQ have to match a

same (object) symbol with single occurrence inf , no exact picture-matching betweenQ and

f can thus be made.

CASE I.2.A.
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This case is impossible. Because multiple(> 1) occurrences of at least one (object) symbol

in Q have to match a same (object) symbol with single occurrence inf , no exact picture-

matching betweenQ and f can thus be made.

CASE I.2.B.

This case is impossible. In fact, the difficulty of this case I.2.B is at least the combined

difficulty of both cases I.1.B and I.2.A. Thus, no exact picture-matching betweenQ and f

can be made either.

CASE I.3.A.

Let the result of the object matching step be

(4) OQ
j −→Of

sj ,0
,Of

sj ,1
, . . . ,Of

sj ,t j−1 where 1≤ j ≤m.

In (4), we use the second subscript ofOf to indicate the situation of multiple occurrences.

That is, the object symbolOf
sj (1≤ j ≤m) hast j (≥ 1) occurrence(s) in the database picture

f , represented by, respectively,Of
sj ,0

(= Of
sj ),O

f
sj ,1

, . . . , andOf
sj ,t j−1. It should be noted that

∑m
j=1 t j ≤ N.

The stepwise approximation algorithm now needs to determine that, given 1≤ k< l ≤m,

whether there exist 0≤ u≤ tk− 1 and 0≤ v≤ tl − 1 such that all absolute/relative spatial

relationships in FQ betweenOQ
k andOQ

l can exactly match their corresponding ones in Ff

betweenOf
sk,u andOf

sl ,v. If the answer is NO for some pair ofk andl (1≤ k < l ≤m), that is,

there exist 1≤ k < l ≤ m such that, for any pair ofu (0≤ u≤ tk−1) andv (0≤ v≤ tl −1),

at least one spatial relationship in FQ betweenOQ
k andOQ

l cannot find its corresponding valid

one in Ff betweenOf
sk,u andOf

sl ,v; then the stored imagef is clearly not matched by the given

query imageQ, and the picture-matching process will continue on the next available image

stored in the database. Otherwise, that is, if the answer is always YES for every pair ofk and

l (1≤ k < l ≤m), then the step for matching of spatial relationships will yield that the stored

image f is matched by the given query imageQ.

It is obvious that the number of valid absolute/relative spatial relationships between any

two objects, in a picture, is always bounded by|R| (= 7), whereR is the set of absolute/relative

spatial operators defined in (1) of Section 2.1. Thus, the number of spatial relationships

needed to be checked for this case is at most

∑
1≤k<l≤m

|R| ∗ tk ∗ tl =
1
2
|R| ∑

1≤k<l≤m

2tktl ≤
1
2
|R|(

m

∑
j=1

t j)2 ≤ 1
2
|R|N2.

Therefore, the total time for this case I.3.A is at mostO(N2).

Note that, whent1 = t2 = · · · = tm = 1, this case I.3.A becomes essentially the same

as case I.1.A, and the stepwise approximation algorithm always generates an exact picture-

matching between a query image and a database image if there is a matching between them;

however, whent j > 1 for at least onej (1≤ j ≤ m), the algorithm then can not guarantee

that an exact picture-matching between a query imageQ and a database imagef has been
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generated when the algorithm yields YES forQ and f (i.e., an approximate matching between

them).

CASE I.3.B.

Let the result of the object matching step be the union of following forms:

(5) OQ
j1
,OQ

j2
, . . . ,OQ

j l
−→Of

s,0,O
f
s,1, . . . ,O

f
s,t−1 where 1≤ j1 < j2 < · · ·< j l ≤m.

For at least one of the forms (5),l > 1, andl distinct object symbols inQ, OQ
j1
,OQ

j2
, . . . ,

andOQ
j l
, match a same object symbolQf

s with t (≥ 1) occurrence(s) in the database picture

f , represented by, respectively,Of
s,0(= Of

s),Of
s,1, . . . , andOf

s,t−1. To have an exact picture-

matching betweenQ and f , the following necessary condition for each form (5) must hold:

(6) l ≤ t.

Observe that, the necessary condition (6) for each form (5) can be verified in the timeO(mN),
by traversing the object matching matrix ofQ and f column by column.

Now the step for matching of spatial relationships can be done in the following way. Let

1≤ j < k≤m. If the two objectsOQ
j andOQ

k are in the same form (5), that is,

OQ
j −→Of

s,0,O
f
s,1, . . . ,O

f
s,t−1 and

OQ
k −→Of

s,0,O
f
s,1, . . . ,O

f
s,t−1,

then the stepwise approximation algorithm needs to determine that, whether there exist 0≤
u≤ t−1 and 0≤ v≤ t−1 (u 6= v) such that all absolute/relative spatial relationships in FQ

betweenOQ
j andOQ

k can exactly match their corresponding ones in Ff betweenOf
s,u andOf

s,v.

Otherwise, that is, if the two objectsOQ
j andOQ

k are not in the same form (5), then

OQ
j −→Of

sj ,0
,Of

sj ,1
, . . . ,Of

sj ,t j−1 and

OQ
k −→Of

sk,0
,Of

sk,1
, . . . ,Of

sk,tk−1;

this situation is similar to that in the case I.3.A, and the algorithm needs to determine that,

whether there exist 0≤ u≤ t j − 1 and 0≤ v≤ tk− 1 such that all spatial relationships in

FQ betweenOQ
j andOQ

k can exactly match their corresponding ones in Ff betweenOf
sj ,u and

Of
sk,v. If the answer is NO for some pair ofj andk (1≤ j < k≤ m), then the stored image

f is clearly not matched by the given query imageQ, and the picture-matching process will

continue on the next available database image. Otherwise, that is, if the answer is always

YES for every pair ofj andk (1≤ j < k≤ m), then the algorithm will yield that the stored

image f is matched by the given query imageQ.

Using the same argument as in Theorem 3.2, we conclude that the total time for this case

I.3.B is always bounded byO(qN2).
CASE I.4.A.

Case I.4.A is essentially similar to Case I.3.B, except that multiple occurrences of a same

object symbol inQ for Case I.4.A replace several distinct object symbols inQ for Case I.3.B
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in the left-handed side of (5). Thus, the stepwise approximation algorithm for this case can

accordingly be formulated from that for Case I.3.B, and the time complexity is still bounded

by O(qN2).
CASE I.4.B.

Case I.4.B is essentially similar to Case I.3.B, except that multiple occurrences of several

distinct object symbols inQ for Case I.4.B are allowed in the left-handed side of (5) instead

of several distinct object symbols (with single occurrence) inQ for Case I.3.B. Thus, the

stepwise approximation algorithm for this case can accordingly be formulated from that for

Case I.3.B, and the time complexity is still bounded byO(qN2).
CASE II.1.A.

Case II.1.A is essentially similar to Case I.3.A, except that several distinct object symbols in

f for Case II.1.A replace multiple occurrences of a same object symbol inf for Case I.3.A in

the right-handed side of (4). Thus, the algorithm for this case can accordingly be formulated

from that for Case I.3.A, and the time complexity is at mostO(N2).
CASE II.1.B.

Assume that, given 1≤ j < k≤m,

match(OQ
j ) = {Of

j1
,Of

j2
, . . . ,Of

js
} and

match(OQ
k ) = {Of

k1
,Of

k2
, . . . ,Of

kt
}.(7)

For at least one pair ofj andk (1≤ j < k≤m),

match(OQ
j )∩match(OQ

k ) 6= /0.

To have an exact picture-matching betweenQ and f , the following necessary condition must

hold:

(8)

If match(OQ
j )∩match(OQ

k ) 6= /0 (1≤ j < k≤m), thenmax(|match(OQ
j )|, |match(OQ

k )|) > 1.

Note that, the necessary condition (8) can be verified in the timeO(mN), by traversing the

object matching matrix ofQ and f row by row. In fact, it can be done in the following way.

First, compute|match(OQ
j )| (1≤ j ≤m), in the timeO(mN), by traversing them×N object

matching matrix ofQ and f row by row and counting the number of 1′s in each row. Second,

in order to satisfy the necessary condition (8), it suffices to verify the following equivalent

condition

(9) If |match(OQ
j )|= |match(OQ

k )|= 1 (1≤ j < k≤m), thenmatch(OQ
j )∩match(OQ

k ) = /0.

The condition (9) can be verified in the timeO(m2) by examining at mostm(m−1)
2 pairs of

objectsOQ
j andOQ

k (1≤ j < k ≤ m) with |match(OQ
j )| = |match(OQ

k )| = 1 (it needs only

the constant time to see whether the only symbol inmatch(OQ
j ) is the same only one in

match(OQ
k )). It should be noted thatm≤ N is always assumed.
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Observe that, the necessary condition (8) is still not sufficient forQ and f to meet the

size requirement of a possible exact picture-matching between them. Letf3 be a database

picture with three objects, of which two arecar objects and another is a non-car object. The

two car objects are one BMW passenger car represented bya0 (= a), wherea is car(BMW,

passenger), and another Ford passenger car represented byb0 (= b), whereb is car(Ford,

passenger). LetQ7 be a query picture having threecar objects, with one BMW passenger car

represented byx, one passenger car represented byy and one more car represented byz (the

user doesn’t specify whether the second cary is BMW or Ford and the third carz is BMW or

Ford and passenger or sports!). Then

match(x) = {a},match(y) = {a,b}, andmatch(z) = {a,b}.

That is, Case II.1.B holds betweenQ7 and f3. It is obvious that the necessary condition (8)

holds, but the size requirement of a possible exact picture-matching betweenQ7 and f3 is still

not met (since there is no way for{x,y,z} in Q7 matching{a,b} in f7). Nevertheless, the

necessary condition (8) is useful to exclude the database pictures, which fail the basic size

requirement imposed by (8), from further picture-matching.

Now the stepwise approximation algorithm needs to determine that, given 1≤ j < k≤m,

whether there exist 1≤ u≤ sand 1≤ v≤ t (Of
ju
6= Of

kv
) such that all absolute/relative spatial

relationships in FQ betweenOQ
j andOQ

k can exactly match their corresponding ones in Ff

betweenOf
ju

andOf
kv

. If the answer is NO for some pair ofj andk (1≤ j < k≤m), then the

stored imagef is clearly not matched by the given query imageQ, and the picture-matching

process will continue on the next available database image. Otherwise, that is, if the answer

is always YES for every pair ofj andk (1≤ j < k≤m), then the algorithm will yield that the

stored imagef is (approximately) matched by the given query imageQ.

Using the same argument as in Theorem 3.2, we conclude that the total time for this case

II.1.B is always bounded byO(qN2).
CASE II.2.A.

Case II.2.A is essentially similar to Case I.3.B, except that multiple occurrences of a same

object symbol inQ for Case II.2.A replace several distinct object symbols inQ for Case I.3.B

in the left-handed side of (5) while several distinct object symbols inf for Case II.2.A replace

multiple occurrences of a same object symbol inf for Case I.3.B in the right-handed side of

(5). Thus, the stepwise approximation algorithm for this case can accordingly be formulated

from that for Case I.3.B, and the time complexity is still bounded byO(qN2).
CASE II.2.B.

Assume that, given two distinct object symbolsOQ
j1

andOQ
j2

in Q,

OQ
j1,0,O

Q
j1,1, . . . ,O

Q
j1,k1−1 −→Of

u1
,Of

u2
, . . . ,Of

us
and

OQ
j2,0,O

Q
j2,1, . . . ,O

Q
j2,k2−1 −→Of

v1
,Of

v2
, . . . ,Of

vt
.(10)

For at least one pair, such asOQ
j1

andOQ
j2

, of distinct symbols inQ,

match(OQ
j1
)∩match(OQ

j2
) 6= /0.
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To have an exact picture-matching betweenQ and f , the following necessary condition must

hold:

For any two distinct symbolsOQ
j1

andOQ
j2

, with k1 andk2 occurrences resp., inQ,

|match(OQ
j1
)| ≥ k1, |match(OQ

j2
)| ≥ k2, and(11)

|match(OQ
j1
)|+ |match(OQ

j2
)|− |match(OQ

j1
)∩match(OQ

j2
)| ≥ k1 +k2.

Note that, the necessary condition (11) can be verified in the following way. LetOQ
j1
,OQ

j2
, . . .,

OQ
j l

be l (≤ m) distinct object symbols inQ. First, compute|match(OQ
jk
)| (1≤ k ≤ l ), in

the time at mostO(mN), by traversing thel ×N object matching matrix ofQ and f row

by row and counting the number of 1′s in each row. Second,|match(OQ
jk1

)∩match(OQ
jk2

)|
(1≤ k1 < k2 ≤ l ) can be computed, in the timeO(m2N), with the help of anl × l square

matrix X. X is initialized to all 0′s in its entries.X is updated accordingly by traversing the

l ×N object matching matrix ofQ and f column by column; that is,X(k1,k2) is increased by

1 if and only if bothOQ
jk1

andOQ
jk2

match a same object symbol inf . At most l(l−1)
2 entries

in X can be increased by 1 after one ofN columns of the object matching matrix is visited.

Thus, the necessary condition (11) can be verified in the total timeO(m2N).

The step for matching of spatial relationships in Case II.2.B can similarly be formulated

from that in Case II.2.A. In fact, the only difference between Case II.2.B and Case II.2.A is

that, given any two distinct object symbolsOQ
j1

andOQ
j2

in Q, match(OQ
j1
)∩match(OQ

j2
) 6= /0

can hold (at least once) in Case II.2.B whilematch(OQ
j1
)∩match(OQ

j2
) 6= /0 cannot hold at all

in Case II.2.A. In view of this difference, in order to perform matching of spatial relation-

ships betweenOQ
j1

andOQ
j2

in Q, an extra effort is needed in Case II.2.B to avoid choosing

the common object symbol inmatch(OQ
j1
)∩match(OQ

j2
) as “two distinct objects inf ” being

matched byOQ
j1

andOQ
j2

respectively, while it is not needed in Case II.2.A. Thus, the step-

wise approximation algorithm for this case can accordingly be formulated from that for Case

II.2.A.

The time complexity for this case II.2.B is now bounded byO(qN2 + m2N), where

O(qN2) is taken for matching of spatial relationships (using the same argument as in The-

orem 3.2) andO(m2N) is taken for verifying the necessary condition (11) on the basic size

requirement.

CASE II.3.A.

Case II.3.A is essentially similar to Case I.3.A, except that multiple occurrences of several

distinct object symbols inf for Case II.3.A replace multiple occurrences of a same object

symbol in f for Case I.3.A in the right-handed side of (4). Thus, the stepwise approximation

algorithm for this case can accordingly be formulated from that for Case I.3.A, and the time

complexity is at mostO(N2).

CASE II.3.B.

Case II.3.B is essentially similar to Case II.1.B, except that multiple occurrences of several

distinct object symbols inf for Case II.3.B replace several distinct object symbols inf for
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Case II.1.B in the right-handed side of (7). Thus, the stepwise approximation algorithm for

this case can accordingly be formulated from that for Case II.1.B, and the time complexity is

still bounded byO(qN2).
CASE II.4.A.

Case II.4.A is essentially similar to Case I.3.B, except that multiple occurrences of a same

object symbol inQ for Case II.4.A replace several distinct object symbols inQ for Case I.3.B

in the left-handed side of (5) while multiple occurrences of several distinct object symbols

in f for Case II.4.A are allowed instead of multiple occurrences of only one same object

symbol in f for Case I.3.B in the right-handed side of (5). Thus, the stepwise approximation

algorithm for this case can accordingly be formulated from that for Case I.3.B, and the time

complexity is still bounded byO(qN2).
CASE II.4.B.

Case II.4.B is essentially similar to Case II.2.B, except that multiple occurrences of several

distinct object symbols inf for Case II.4.B replace several distinct object symbols inf for

Case II.2.B in the right-handed side of (10). Thus, the stepwise approximation algorithm for

this case can accordingly be formulated from that for Case II.2.B, and the time complexity is

still bounded byO(qN2 +m2N), whereO(qN2) is taken for matching of spatial relationships

(using the same argument as in Theorem 3.2) andO(m2N) is taken for verifying the necessary

condition (11) on the basic size requirement.

Now, we have worked out details of the stepwise approximation of intractable spatial

constraints by analyzing, one by one, all possible 16 cases for results of the object matching

step, formulated in Section 3.1. Our analysis turns out that only 13 cases are valid, while

the other 3 cases (i.e., I.1.B, I.2.A, and I.2.B) are identified impossible for finding an exact

picture-matching between a query picture and a database picture. The worst-case running

time complexity is also provided for each of them. In this Section 3.2, we have imposed the

necessary condition on the basic size requirement, in the stepwise approximation algorithm,

to exclude the database pictures, which fail the test of the necessary condition required by an

exact picture-matching, from further picture-matching. It helps further reduce the number of

database pictures being matched by a user query; and the stepwise approximation algorithm

with this feature thus outperforms the algorithm without this feature introduced in the begin-

ning of Section 3, at the additional time cost ofO(m2N), wherem andN are the numbers

of all involved objects in a query image and in a database image respectively. However, as

illustrated in Case II.1.B, the necessary condition on the basic size requirement is still not

sufficient for a query image and a database image to meet the size requirement of a possible

exact picture-matching between them.

In summary, we have the following Theorem 3.4.

THEOREM 3.4. The proposed picture-matching algorithm consists of both matching

of objects and matching of spatial relationships. Given a query picture Q and a database

picture f , the step for matching of objects needs to check at most m∗N pairs of an object in

Q and an object in f , where m and N are the numbers of all involved objects in Q and in f
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respectively. After the step of object matching, the step for matching of spatial relationships

needs the time O(mN) to decide which of the 16 cases is applicable to this pair of Q and

f , and the time O(N2) to generate the adjacency matrix representation of absolute/relative

spatial relationships in f for accessing/checking, in the constant time, a spatial relationship

in f . Then, for performing a stepwise approximation of intractable spatial constraints, the

extra algorithmic time complexity by each of 16 cases is:

(1). O(q) for Case I.1.A.

(2). O(N2) for each of three Cases I.3.A, II.1.A, and II.3.A.

(3). O(qN2) for each of seven Cases I.3.B, I.4.A, I.4.B, II.1.B, II.2.A, II.3.B and II.4.A.

(4). O(qN2 +m2N) for each of two Cases II.2.B and II.4.B, where O(m2N) is taken for veri-

fying the necessary condition on the basic size requirement.

(5). No extra time for each of three Cases I.1.B, I.2.A, and I.2.B, being identified impossi-

ble for finding an exact picture-matching between a query picture and a database

picture.

where q is the number of absolute/relative spatial constraints in the query picture Q.

Theorem 3.4 is a detailed version, equipped with the feature of testing the necessary

condition on the basic size requirement, of Theorem 3.2. In view of both Theorems 3.2 and

3.4, the worst-case algorithmic time complexity in Theorem 3.4 is at mostO(qN2+m2N) for

both Cases II.2.B and II.4.B while it isO(q∗N2) in Theorem 3.2, where the additional time

cost ofO(m2N) is taken for verifying the necessary condition on the basic size requirement.

It should be noted thatm≤ N is always assumed. Observe that

(12) whenq≥ (
m
N

)m, thenqN2 ≥ (
m
N

)m∗N2 = m2N.

Consider, e.g.,m=
√

N (m= 5,N = 25; andm= 10,N = 100). Thenmcan be considered to

be much smaller thanN, i.e.,m�N. The condition in the observation (12) now becomes that

q≥ (m
N )m= 1. If m is much closer toN (i.e., m≈ N), then the condition in the observation

(12) becomes that approximatelyq≥m. Thus, the additional time cost ofO(m2N), for both

Cases II.2.B and II.4.B in Theorem 3.4, would be underO(qN2) if m� N or approximately

q≥m; and it might become significant ifq�m≈ N.

4. Discussion of Related Work.Costagliola et al. [5] defined three types (i.e., type-0,

type-1, and type-2) of spatial relations respectively, corresponding to each of three types of

picture matching by 2D strings defined in [4]. They then used these three types of spatial

relations to improve the (approximate) picture-matching of type-0, type-1, and type-2, by

avoiding to test some unnecessary (spatial) agreements. In their paper [5], Costagliola et al.

only considered single occurrence of each symbol in the query image and single/multiple

occurrence(s) of a symbol in a database image (i.e., both Cases 1 and 3 in our paper). Sof-

fer and Samet [13] presented a method for processing pictorial queries of symbolic images

from, e.g., the map domain. They considered multiple/single occurrence(s) of a symbol in

a database image while requiring single occurrence of each symbol in the query image (i.e.,
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both Cases 1 and 3 in our paper). In their concluding remarks [13], it was mentioned that

Soffer and Samet were trying to work on handling multiple occurrences of a symbol in the

query image. Gudivada and Raghavan [7] gave an algorithm for computing the spatial simi-

larity between a query symbolic image and a database symbolic image, for image retrieval by

spatial constraints. In fact, in their paper [7], they only considered single occurrence of each

object in both query and database images (i.e., the simplest Case 1 in our paper). El-Kwae

and Kabuka [6] extended the work of Gudivada and Raghavan [7], and only considered single

occurrence of each object in both query and database images, too (i.e., the simplest Case 1 in

our paper).

Note that, in [5, 6, 7, 13], all the authors did not consider the result of object matching

between a query image and a database image (i.e., Cases I and II, and Cases A and B); in fact,

they all considered only one or two case(s) (i.e., the simplest Case I.1.A, or both Cases I.1.A

and I.3.A), out of totally 13 valid cases, respectively, for the questions of their concern.

In [24], Zhong and Chang used the method of Gudivada and Raghavan [7] to represent

spatial relationships, and thus considered only single occurrence of each query region in a

query image.

5. Conclusion and Future Research.In this paper we have first showed how to for-

mulate a consistent general image query. Then the approximate picture matching problem of

central interest in this paper is addressed, and we have presented a stepwise approximation

of intractable spatial constraints in an image query. We have worked out details of the algo-

rithm by analyzing, one by one, all possible 16 cases for results of the object matching step.

Our analysis turns out that only 13 cases are valid, while the other 3 cases (i.e., I.1.B, I.2.A,

and I.2.B) are identified impossible for finding an exact picture-matching between a query

picture and a database picture. The worst-case running time complexity is also provided, in

Theorem 3.4, for each of them.

In order to reduce the number of database pictures being matched by a user query, we

can have two ways to help enhance the effectiveness of image retrieval at the additional time

cost. First, given a user queryQ, we can always take the modified user query ofQ, with the

set of objectsOQ and the maximal set ofFQ, to perform the stepwise query approximation

on spatial constraints. Clearly it helps exclude the database pictures, which fail the test of

additional spatial constraints not inFQ, from being matched byQ. Second, we have imposed

the necessary condition on the basic size requirement, in the stepwise approximation algo-

rithm, to exclude the database pictures, which fail the test of the necessary condition required

by an exact picture-matching, from further picture-matching. The stepwise approximation

algorithm with this feature thus outperforms the algorithm without this feature.

Especially, this stepwise approximation of spatial constraints may be pre-processed on an

image query before an advanced picture matching algorithm is invoked. Future research is re-

quired to further address the issue of using approximate picture matching to handle an image

query in image databases. Advanced polynomial-time algorithms for the approximate picture
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matching need to be much developed to help improve the performance of image retrieval.

In [21], we have successfully used the method of stepwise approximation of spatial con-

straints to work out a similarity measure between a query image and a database image, for

image retrieval. Furthermore, in [22], we have worked out an advanced picture matching

algorithm to handle a general image query in our proposed content-based image database

systems.
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