
BULLETIN OF THE 
AMERICAN MATHEMATICAL SOCIETY 
Volume 80, Number 5, September 1974 

SOME THEOREMS ON C-FUNCTIONS 
BY LESLIE COHN1 

Communicated by E. M. Stein, November 29, 1973 

The purpose of this note is to announce certain results I have obtained 
about the behavior of the Harish-Chandra C-function as a meromorphic 
function. The notation and terminology, if not explained, are that of 
[2], [3], or [6]. 

1. The C-ring. Let (P, A) be a fixed parabolic pair of a semisimple 
Lie group G having finite center, P=MAN the corresponding Langlands 
decomposition, K a fixed maximal compact subgroup. Let <£, Ctif, X' M, 
Jt be the universal enveloping algebras of G, K, KM, and M, respectively 
(KM=KnM)—i.e. of their complexified Lie algebras gc, ic, iMtC, mc. 
Let b-+bl (b E <g) denote the unique anti-automorphism of ^ such that 
Xl= — X (X e g). Consider J f to be a right JfM-module via the multi­
plication in Cf\b o d=bd (b e Jf , de XM), a n d consider J ^ to be a 
left JTM-module via the operation do c=cdl (de X M, c E JK). We can 
then form the tensor product J f <S>jf ^ of JTM-modules. (We write 
è®c for elements of J f <S>jf - ^ , b<g)C for elements of J f ® ^ . ) The 
group KM acts on J f ^xMJ( via the (well-defined) representation 
p:p(m)(bêc)=:bmè)Cm (b E J T , C E J(, mEKM). Let (X <g>jrM«^)Kjtt 

denote the .^-invariants. 

PROPOSITION 1. (JT ®X*M^)KM is a ring (i.e., the "obvious" multi­
plication is well defined). In fact, it is a left and right Noetherian integral 
domain (noncommutative, in general), hence has a quotient division algebra. 

We refer to (JT <g>x J()KM as the C-ring associated to the pair 

Let T be a left or double representation of K on a finite-dimensional 
Hubert space V. Then there exists a representation XT of the ring X' <&JK 
on C°°(M: V) defined as follows: 

AT(6 <g> c)y)(m) = r (%(c 'm) (b E Cf, c E J(,mE M,tp E C°°(M: V)). 

Let C°(M, rM) denote the space of ^ e C°°(Af : V) such that 

r(k)ip(m) = \p(km) (k E KM, m E M) 

if r is a left representation of K or such that 

r(k1)y)(m)r(k2) = ip(k1mk2) (kl9 k2 E KM, m E M) 
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if T is a double representation of K on V. Then the rule 

K(2, bi ® cj)y)(m) = 2 T ( ^ M c ^ m ) (biG Jf> cie ^) 

defines a representation of the C-ring (yf 0 / J£)KM on Cco(M, r M ) . 
Clearly the spaces ^(M, r M ) and 0<^(M, T M ) of Schwartz functions and 
cusp forms in Cco(M9 rM) respectively are invariant subspaces. 

2. The difference equations satisfied by the C-function. By a poly­
nomial function on a connected simply connected nilpotent Lie group N, 
we mean a function ƒ G C00 (TV) such that X->/(exp X) (XeL(N)) is a 
polynomial function on the Lie algebra L(N) of N. 

By a semilattice L in a real vector space K, we mean an additive semi­
group generated by a basis of V. 

PROPOSITION 2. There exists a semilattice L ç a* such that /a G L 
implies that e2^11^^ is a polynomial function on N. 

THEOREM 1 (The difference equations). Let ju e a* be such that emH(ü)) 

is a polynomial function on N. Then there exist polynomials ^(v), cM(r) 
with coefficients in the C-ring (JT <g>jf J()KM such that, for all double 
unitary representations r of K, 

K(b"(v))CF |P(1 :v) = K(c»(v))CplP(l:v- 2ip) (v e <£). 

The polynomials b^(v) and c^(v) have the same degree and the same 
leading term, which we may assume lies in C[v] (i.e., is a scalar polynomial). 
The coefficients of c^(v), in fact, lie in the subring 3M (the center of 
Ji) of the C-ring. The operators ^(^(v)), AT(c

A*(v)) are never identically 
zero (as polynomials in v). 

Taking /u=pl9- - - 9 jut to be generators of a semilattice L as in Propo­
sition 2, we get the result that the C-function Cp\P(\ : v) satisfies a system of 
l=rkP linear first order partial difference equations with polynomial 
coefficients. 

3. The asymptotic development. 

THEOREM 2. Choose X e a* such that Re (A, a) >0for all roots a of the 
pair (P,A). Then there exists a formal power series 2S=o^~^jA)W w*th 
coefficients in (Ctif ®jf ^K)KM®C[V] (depending analytically on X) such 
that 

(l)b^(v)eC; 
(2) bljÀ)(v) is of degree at most 2/ in v ( / ^0 ) ; and 
(3) for every double representation r of K, 

00 

Cp i p(l : v + itX) ~ r s / 2 2 r'UbfXv)) as t -+ oo 
i=0 
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uniformly for v in compact subsets of a% (both sides being considered as 
operators on the space 0(£(M, rM)). This means that, for each integer 
n^O, 

limtn 

£ - • 0 0 

it 

ts/2CP{P(l:v + UX) - 2 rJUb?\v)) 
j=0 

= 0. 

Here s=à\m N. Replacing r by the trivial representation of K, we get 
the same asymptotic expansion for the integral C(v)=ƒ# eiv~pwn)) dh. 

COROLLARY 1. Suppose that X is as in Theorem 2. Then there exists a 
constant £A such that 

limt'/aCjp,P(l:y + UX) = £A X id 
t-*oo 

as an operator on 0<$(M, rM), the limit being uniform in v on compact sub-
sets of a£. 

4. The representation theorems. 

THEOREM 3. Choose /u e a* such that (Jw,a}>0 for all roots oc of 
(P, A) and e

2^H{fi)) is a polynomial function on N. Let b(v)=bM(v)9 c(v)= 
c^(v) be as in Theorem 1. Then 

Cp\p(l:v) = const X lim n~s,2XT(c(v + lifx) • • • c(v + 2m//))-1 

n-*oo 

X XT(b(v + lip) • • • b(v + lin/u)) 

(the constant being independent ofr). 

THEOREM 4. Let (P, A) be an arbitrary parabolic subgroup of G; and let 
r be a double unitary representation ofK. Then there exist JUU • • • , /Ar e a* 
and constants pij9 q^ (i— 1, • • • , r, j= 1, • • • ,y^) depending on r such that 

det Cf5,P(l:i>) = const x — ; . 
P lPK \J U r ( - i (v 9 a,)/2(^, a,) + Pij) 

where a1? • • • , ar are the reduced roots of (P, A). 

Open Question. Are the numbers/?^, qu always rational? 

5. Idea of the proofs. Theorem 1 is based on the following sequence 
of results. 

Fix a Cartan subalgebra ï) of g containing a; and let P+ denote the 
set of roots f} of (gc, \)c) such that j8|a>0. Let J ^ , X__p (ft eP+) be root 
vectors such that B(Xfi9 X_p) = l and 0(Xfi)=—X_fi=—Xefi. 

Define vector fields q(X) ( l e g ) on N=d(N) by the following rule: 

q(X)f(n) = - 2 B(X9 XJ)f(n; X_p) (ƒ e C»(fl)). 
PeP+ 
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PROPOSITION 3. X->q(X) defines a representation of g by derivations of 
C°°(A^). The ring 8$$ of polynomial functions on N is a q-invariant subspace 
ofC™(N). 

Let 2o (P> -4) = {<*!, • • • , a J be the simple roots of (P, A); and choose 
Hj G a such that a^(^) = o^. 

PROPOSITION 4. Suppose that l e g . Then 

eXXiX) = ( 2 (iv - P, a,>B(X, ^ ( a j ) ) k ( x ) (x e G). 

(5 w the Killing form on g; ^(x)=é?*v-p(H<aj)).) 

COROLLARY 2. Suppose thatZel. Then 

g(Z)ev(n) = Ê <*> - /> ,a,)B(Z, tf?)jev(/*) (* e N). 

Let Fx, • • • , Vt (f=dimm) be an orthonormal basis for mc^ (with 
respect to the Killing form). Also, given \p e C™{M, rM), define Y.G-+ 
C°°(M:F) by 

W(x | m) = ip(xm) (xeG.me M). 

PROPOSITION 5. Suppose that Zet and ip e C^iM, rM). Then 

lT(Z ® lW(n) = -q(Z)Y(n) - 2 B(Z9 7?)Ar(l 0 7,)Y (h) (n G TV). 

PROPOSITION 6. 7%ere e x t o a unique Jl'®C[v] module homomorphism 

F\X ®tfMJ( ® C[v]-+<Jf ® &~ ® C[v] 
such that 
(1)F(1) = 1; 

(2) F(v\h)(Z) = 2<iv + P> «iWZ> H^ - 2>(Z> VÏW (Z e ! >' 
(3) F(Zb) = F{b)F(Z) + q(Z)F(b) (Z e I, 6 G J f ) ; 

(4) F(6 ®c) = cF(6) (6 e Jf, c euT). 

PROPOSITION 7. Suppose that b e JT ^^MJ(. Then there exists a 
constant C=C(b)>0 such that if lm(v, a^)^C(6) ( / = 1 , • • - , / ) , f/îeft 

Mb) I ev(n)v(nm) d " = «v(«)^r(l ® ̂  | w)(fe))T(w | m) d/i (m G M), 

Z?Ö//Z integrals being convergent. 

PROPOSITION 8. Given <f)(n)eâit$, we can find b(y)eX ®xMJt® 
C[v] and c(v) e 3M®C[v] such that F(b(v))=c(v)<f>. 
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PROOF OF THEOREM 1. First apply Proposition 8 with cf)(n)=e2KH{ü)\ 
Then apply Proposition 7. 

The following is the essential step in the proof of Theorem 2. 

PROPOSITION 9. Suppose that v e a* and let fv(n)=v(H(n)) (neN). 
Then if (v, oc)#0 for all QUE 2 (P9 4), n=e is the only critical point off, 
and n=e is a nondegenerate critical point. Furthermore if v e a* and 
(v, a ) > 0 for all a G 2 (P> 4), then the critical point of the (real-valued) 

function fv(n) has index 0. 

Proposition 9 allows us to apply the method of steepest descent (see 
[1]) to derive the asymptotic expansion of CP\P(l:v) (Theorem 2). 

Theorems 3 and 4 follow fairly easily, given Theorems 1 and 2. 

6. An example: the C-function for the group SU(l,2). In this case, 
the set P+ consists of three roots (il9 j82 and /33, where /?x and /?2 are simple 
and /?3=/?i+/?2- Also, the parabolic pair (P, A) is minimal; so the C-ring 
is isomorphic to X M. If ^ = <x (the simple root of (P, A)), e

2KH{m is a 
polynomial function on N; the corresponding polynomials b^iy) and c^(r) 
are then as follows 

where 

b&v) = {«iv + p, a) - i(y/6l6)ZfiX(iv9 a) + \V) + %ZPlZ$}, 

b&v) = {((iv + p, a) - \V)((iv, a) + i(V6/6)Z^3) + &filZp%}9 

and 

c"(r) = <*> + />, <x><fr + a, ai)((iv + />, oc> + \V)({iv + p, a) - | F ) . 

Here Z ^ ^ K A ^ . + Ö ^ . ) ) (A^ normalized as above), and Fis the element 
of m 0 such that |81(F)=J. 

Using the polynomials ^ (y) and c^(v)9 we obtain the following result. 

PROPOSITION 10. Let r=rmin be the (m+\)-dimensional representa­
tion of K=U(2) such that T(V— iy/6ZPi)=nX 1. (V—iy/6Z^ spans the 
center ofic.) Let iT=ir<<™>n) denote the space of r. Then Y* has a basis 
xi (j=®> 1> ' ' ' •>m) such tb*2* T(V)Xj=ï(m+n—2j)xj. Furthermore, the 
operator 

dSff(l:v) = f r(k(n))eiv-p{mmdn 

on ^<w,w> has each vector xi as an eigenvector; and the corresponding 
eigenvalue is 

> r&)iX£,)r(S7)r(£8) ' 
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where £i==£=~-*<v,oc)/2<a, a), £ 2 = £ + i £3=£+f./-f™-f"> U~£-îj+ 

tf/^£8=£-£;>fm+|w+l. 

Detailed proofs of these results and some more examples will appear in a 
paper in preparation. 
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