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Abstract

We describe two methods to obtain new geometries from classes of geome-
tries whose diagram satisfy given conditions. This gives rise to lots of new
geometries for finite groups, and in particular for sporadic groups. It also
produces new thin geometries related to polytopes.

1 Introduction

Starting from some particular geometries, we can obtain new geometries, by using
two general constructions described here. These constructions also show that some
geometries are strongly related to others.

The main theorems obtained in this paper were presented at Oberwolfach’s ses-
sion ”Finite Geometries” in May 1989 (title: ”New geometries for finite groups”).
Recent investigations by D. Leemans on geometries for finite groups show the in-
terest in detailed proofs of these results and in their applications. Note that Pasini
presents in [12] (§8.2.2 and §8.3), a construction similar to that used in theorem 4.1
(but he uses an extra hypothesis); he illustrates it by some interesting examples.

The results proved in this paper are significant in two ways :
First, the methods produce new geometries from known geometries. In particular,
one obtains new thin geometries related to polytopes and new geometries for spo-
radic groups.
Secondly, by exhibiting which geometries are derived from which, the classification
process may be simplified. Rather than listing all geometries satisfying a set of
axioms, one needs only list the essential ones from which other are derived. For
example, if we look at all the regular thin geometries on which the group Alt(5)
acts flag-transitively [9], we obtain, up to isomorphism, four rank 3 geometries. If
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we decide to count only those that cannot be obtained from another by using the
construction described in this paper, we only have two. For PSL(2, 8), we get 16
instead of 24.

To illustrate our purpose, let us take a simple example related to the icosahedron
and to the group 2×Alt(5). Let Γ1 be the geometry of rank 3 consisting of vertices,
edges and faces of the icosahedron. Then Γ1 has the following well known diagram
usually called H3. i

1

12
vertices

i
1

30
edges

i
1

20
faces

5

We can construct a new geometry Γ̃1 starting from this one. The idea consists
in withdrawing the edges of the icosahedron and replacing them by a copy of the
vertices. We say that two vertices of distinct type are incident if and only if they
are copies of distinct vertices of the icosahedron which lie on one of its edges. The
diagram of Γ̃1, consisting of the faces and two copies of the vertices, is as follows.

i
1
12

vertices

i
1
12

vertices

i1, 20, faces

�
�
�
��

@
@
@

@@

5 5

Let us mention that Γ̃1 admits a nice representation on the ”great dodecahedron”.
This star polyhedron has the same vertices and edges as the icosahedron and its faces
are the convex pentagons whose five vertices are ”adjacent” to a common vertex.
Then Γ̃1 may be described as follows: the elements of type 0 are the vertices of
the great dodecahedron, the elements of type 1 are its pentagonal faces, and the
elements of type 2 are the ”cells” consisting of three pentagonal faces delimiting a
face of the corresponding icosahedron; incidence is containment.

A similar representation of Γ̃1 can be obtained on the ”small stellated dodeca-
hedron”; this is left to the interested reader.

Similarly, starting from the geometry Γ2 of vertices, edges and faces of a dodec-
ahedron (Γ2 is the dual of Γ1), we get a geometry Γ̃2 whose diagram is as follows.

i
1
20
vertices

i
1
20
vertices

i1,12,faces
�
�
�
��

@
@
@

@@

5
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Evidently, the group 2 × Alt(5) acts flag-transitively on Γ1, Γ̃1 and Γ̃2 : these
three geometries may be considered as an ”equivalence class” of geometries for this
group. Similarly, the quotients of Γ1, Γ̃1 and Γ̃2 by the automorphism permuting
the pairs of opposite vertices provide an ”equivalence class” of geometries for Alt(5),
with the same diagrams as above (i.e. three of the four geometries listed in [9] for
Alt(5)).

The second idea of the present paper is to combine the previous construction to
an earlier one, due to Neumaier (see [10], theorem 4). Actually, we need and prove
an extension of Neumaier’s theorem (see section 6). This will allow one to build
further geometries for polytopes and groups.

Let us illustrate this with the geometries Γ̃1 and Γ̃2 obtained above. The idea is
to bring together, as 0-elements, the two kinds of vertices, to add as new 1-elements
the pairs of incident vertices (or flags of type {0,1} in Γ̃1 and Γ̃2) and to keep the
faces as 2-elements; incidence is containment. We get respectively the geometries

Γ̃′1 i
1
2 · 12
vertices

i
1
2 · 30
pairs of

incident vertices

i
1
20
faces

56

Γ̃′2 i
1
2 · 20
vertices

i
1
2 · 30
pairs of
incident vertices

i
1
12
faces

10

Now the group 2× Sym(5) acts chamber-transitively on these geometries.
The paper is organized as follows. In section 2, we fix some terminology and

notation about incidence geometry. In section 3, we introduce the neighbourhood
geometry of a graph and give a list of properties for this geometry. In section 4,
we state our main result concerning our constructions and a corollary useful in the
applications. Section 5 explains the construction and proves the main result. Section
6 is devoted to our extension of Neumaier’s theorem. Applications of both the main
construction of section 4 and the theorem of section 6 are presented in the two
final sections: section 7 is concerned with thin geometries related to polytopes and
section 8 presents geometries for finite groups, in particular for sporadic groups.

2 Terminology and notation

We assume familiarity with the basic notions about geometries as introduced in
[14] or [1] (incidence, type, rank, flag, residue, shadow, ...). We use notation about
diagrams as it appears in [3] or [13] together with [2] unless stated otherwise. For a
general introduction on the subject, we refer to [4].

We recall that an incidence structure over a set of types ∆ is a triple Γ = (X, I, t)
where:

• X is a set of elements also called varieties;
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• t : X → ∆ is an application called the type function, such that t(x) = i ∈ ∆ is
the type of the element x for every x ∈ X. An element of type i is also called
an i-element;

• I is an incidence relation, that is a relation that is reflexive and symmetric over
the set of elements, and such that ∀x, y ∈ X, t(x) = t(y) and xIy ⇒ x = y.

A flag of an incidence structure Γ is a set of pairwise incident elements of Γ. The
rank of a flag F is the cardinality of t(F ) and the cardinality of ∆ is called the
rank of Γ. A flag F of type t(F ) = ∆ is called a chamber. If Γ is an incidence
structure over ∆, and F is a flag of type t(F ), we call ∆ \ t(F ) the cotype of F and
its cardinality the corank of F .
We call Γ a geometry when every flag of Γ is contained in a chamber.

The shadow of a flag F on the elements of type i, for any i ∈ ∆, is denoted
σi(F ).
The residue of F is denoted by Res(F ). Given distinct i, j ∈ ∆, we denote by Γij
the class of all residues of Γ with type {i, j}.
Finally, the {i, j}-truncation of Γ, for distinct i, j ∈ ∆, is the incidence structure
over {i, j} of all i-elements and j-elements of Γ, with the induced incidence relation
of Γ.

According to [14], a geometry Γ is residually connected if every residue of rank
at least two of Γ is a connected geometry.
A geometry Γ is strongly connected [1] if every truncation of rank at least two of Γ
is a connected geometry and if the same property holds for every residue of rank at
least two.

3 The neighbourhood geometry of a graph

Throughout this paper, every graph is assumed to be undirected, without loops and
multiple edges; its vertex set is non-empty and each vertex is on at least one edge;
the graph is not reduced to a unique edge.

Let G be a graph; its set of vertices (resp. edges) is denoted by G0 (resp. G1).
For distinct p, q ∈ G0, we say that p and q are adjacent - and we write p ∼ q -
whenever {p, q} ∈ G1. A circuit of length m of G is a sequence p1, p2, . . . , pm of
pairwise distinct vertices such that pi ∼ pi+1 for i = 1, . . . , m (mod m). Recall that
G may be thought of as a rank 2 geometry (G0 ∪G1, t, I) over the set {0, 1}, where
t is the type function defined by t(Gi) = i for i = 0, 1, and I is the natural incidence
relation between vertices and edges. By abuse of language, we identify the graph G
and its associated rank 2 geometry.

Definition 3.1. To any graph G = (G0 ∪ G1, t, I), we associate a new rank 2
geometry G̃, called the neighbourhood geometry of G, whose elements are, roughly
speaking, the vertices and the neighbourhoods of vertices of G. More precisely, we
define G̃ = (G0 × {0} ∪G0 × {1}, t̃, Ĩ) with
(i) t̃(G0 × {i}) = i, for i = 0, 1;
(ii) (p, 0)Ĩ(q, 1) iff p ∼ q, for p, q ∈ G0.

If G is a class of graphs, G̃ denotes the class of all G̃, for G ∈ G.
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We list some straightforward, but useful properties of G̃. The proofs are left to
the reader.

Lemma 3.1. G̃ is a self-dual geometry admitting the polarity Π : (p, i) → (p, i + 1
(mod 2)), for p ∈ G0 and i = 0, 1.

Lemma 3.2. G̃ is connected if and only if G is connected and admits a circuit of
odd length.

Lemma 3.3. G̃ has no repeated blocks - i.e. no two distinct 1-elements of G̃ are
incident with the same set of 0-elements - if and only if G is irreducible - i.e. no
two distinct vertices are both adjacent to the same set of vertices.

Lemma 3.4. G̃ satisfies the intersection property - i.e. (for non trivial rank 2
geometries) no two distinct 0-elements are both incident with two distinct 1-elements
- if and only if G has no circuit of length 4.

Lemma 3.5. Any automorphism α of G induces a ∆-automorphism α̃ of G̃ defined
by: α̃(p, i) = (α(p), i) for p ∈ G and i ∈ {0, 1}. Conversely, any ∆-automorphism
of G̃ induces, by restriction on the 0-elements of G̃, an automorphism of G. Thanks
to lemma 3.1, we get Aut(G̃) = Aut(G) : 2.

Note that in general Aut(G̃) 6= Aut(G)× 2 since the polarity Π of lemma 3.1 is
not in Z(Aut(G̃)), for all G.

The parameters of G̃, such as the diameters (see [2]), cannot be calculated by
a general formula from the parameters of G. However, the following lemma says
something about the gonality.

Lemma 3.6. If the gonality g of the geometry G is an even number, then the gonality
g̃ of G̃ is g

2
. If the gonality g of G is odd, then:

- either g̃ = g, when the graph G has no circuit(1)of even length < 2g;
- or g̃ = k

2
, when the graph G admits a circuit of even length k < 2g and k is

minimal for that property (obviously, g < k).

In view of their use as rank 2 residues of geometries for groups, we list in table
1 the rank 2 diagrams of some graphs G together with their associated geometry G̃
(the table is limited to graphs G whose G̃ is connected). Note that the geometry
G̃ associated to a 2n-gon or to the graph on the 16 points of the Minkowsky space
Mk(4, 2) (see group (111) in [3]) is not connected by lemma 3.2.

4 The main result

The main theorem applies to the geometries that satisfy one of the following two
sets of conditions, whose equivalence is established by the next lemma.

Lemma 4.1. Let Γ be a geometry of (possibly infinite) rank n ≥ 3 over a set ∆ and
let {0, 1} ⊂ ∆. Then conditions (A1), (A2) and (A3) are equivalent to conditions
(B1) and (B2) given below.

(A1) The class Γ01 of all residues of type {0, 1} is a class G of (rank two) geome-
tries of graphs (in the sense of section 3).
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G G̃
for n ≥ 1, the (2n + 1)-gon the (2n + 1)-gon

1 1
i i2n + 1

1 1
i i2n + 1

for q ≥ 3, the complete graph Kq+1 the trivial structure of a set of q + 1
points provided with all its q-subsets

(g01 = 3 = d01, d10 = 4) (g01 = 2, d01 = d10 = 3).

1 q-1
i i⊂

q-1 q-1
i iT

the Petersen graph the points and lines of the
(see group (84) in [3]) Desargues configuration

(the group S5 = 2 ·O−4 (2) acts
chamber-transitively)

(g01 = 5 = d01, d10 = 6) (g01 = 3, d01 = d10 = 5).

1 2
i iP

2 2
i i5

the diagram (34) in [3] the diagram (35) in [3]
associated to the group J1 associated to the group J1

(g01 = 5, d01 = 7, d10 = 8) (g01 = 3, d01 = d10 = 5).

1 11
i i7 5 8

11 11
i i5 3 5

the graph of the orthogonality the point-line geometry induced by
relation on the 28 points exterior the projective plane on the 28 points
to a conic in PG(2, 7) [7] exterior to a conic in PG(2, 7)
(see group (99) in [3]) (the group PGL2(7) acts

chamber-transitively)
(g01 = 7, d01 = 9, d10 = 10) (g01 = 4, d01 = d10 = 7).

1 2
i i⊥

2 2
i i47 7

Table 1: Some examples of graphs G and their associated geometry G̃. All G̃ are
connected, without repeated block and all - provided T - satisfy the intersection
property (see lemma 3.4).
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(A2) Let e be a 1-element and x an i-element, with i ∈ ∆− {0, 1}. If there are two
distinct 0-elements p, q which are incident with both e and x, then eIx.
(A3) Let e be a 1-element and x be an i-element, with i ∈ ∆ − {0, 1}. Then eIx
implies that σ0(e) is contained in σ0(x).

(B1) The {0,1}-truncation of Γ is the geometry of a graph.
(B2) Let e be a 1-element and x an i-element, with i ∈ ∆−{0, 1}. Then eIx if and
only if σ0(e) is contained in σ0(x).

Proof: It is clear that (B1) and (B2) imply (A1), (A2) and (A3). We prove the
converse.
Proof of (B1): let e be a 1-element. Since Γ is a geometry, there is a chamber C
containing e. Thanks to (A3), any 0-element incident with e is also incident with x,
for x ∈ C and t(x) 6= 0, 1. Then, considering the flag of cotype {0, 1} contained in
C and applying (A1) to its residue, we can conclude that σ0(e) has cardinality two.
We still have to show that if σ0(e) = σ0(e

′) then e = e′. Using (A2) and (A3), we
can say that e and e′ are both incident with the same i-elements x (for i 6= 0, 1).
Hence, if F is a flag of cotype {0, 1} incident with e, then F is also incident with
e′. So thanks to (A1), we get e = e′. The existence of vertices and of edges through
each vertex follows from the fact that Γ is a geometry.
Proof of (B2): since we saw that σ0(e) has cardinality two, (B2) is an immediate
consequence of (A2) and (A3). �

Lemma 4.2. Let Γ be as in lemma 4.1. Condition (A3) implies that all Γ0i, for
i ∈ ∆− {0, 1}, are classes of generalized digons.

Proof: Condition (A3) means that, in the residue of any 1-element e, every i-
element x (for i ∈ ∆ − {0, 1}) is incident with every 0-element. Hence, any rank
two residue of type {0, i} is a generalized digon. �

A partial converse will be proved below (lemma 4.4). In view of the previous
lemma, the diagram of a geometry satisfying (A1), (A2) and (A3) can be drawn as
follows: '

&

$

%

2

3
...

i

ss
s

10
ss G ���

���
��

HHHHHHHH

K2

K3

Ki

∆− {0, 1}

where the Ki are arbitrary classes of rank 2 geometries and where the diagram
on ∆− {0, 1} is arbitrary.

Note that, by (B1), any 1-element e of Γ may be identified with the pair {p, q}
of the 0-elements incident with e and that, by (B2), the residues of the flags {p, e}
and {q, e} necessarily coincide. Moreover, any residue whose type contains {0, 1}
obviously satisfies (B1), (B2) (and hence (A1), (A2), (A3)).
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Theorem 4.1. Let Γ be a geometry of (possibly infinite) rank n ≥ 3 over a set ∆. If
Γ satisfies (A1), (A2) and (A3), or equivalently (B1) and (B2), for some {0, 1} ⊂ ∆
and if the diagram of Γ is denoted as above, then there exists a geometry Γ̃(0, 1) with
diagram '

&

$

%

2

3
...

i

ss
s

0

1

s

s
G̃

XXXXXXXX
Z
Z
Z
Z
Z
Z
Z
Z��

��
��

��

�
�
�
�
�
�
�
�K2

K3
Ki

Ki

K2

K3 ∆− {0, 1}

where G̃ is the class of neighbourhood geometries of the members of G (see defi-
nition 3.1) and where the diagram on ∆ − {0, 1} is the restriction of that of Γ.
Furthermore, the following main properties hold:
(i) Γ̃(0, 1) is residually (resp. strongly) connected if and only if the following holds:
G̃ is a class of connected geometries and Γ is residually (resp. strongly) connected.
(ii) If Σ is a group of ∆-automorphisms of Γ acting transitively on the chambers,
then Σ is also a chamber-transitive group of ∆-automorphisms of Γ̃(0, 1).
(iii) If there is some pair {k, l} ⊂ ∆ − {0, 1} for which conditions (B1) and (B2)
hold in Γ, then Γ̃(0, 1) also satisfies (B1) and (B2) for that pair.

The construction of Γ̃(0, 1) and the proof of theorem 4.1 are given in section 5.
We mention here some remarks on this theorem and a corollary.

Note first that condition (A2) appears as a very special case of the intersection
property (defined in [1] for instance). Actually, we prove that it follows from the
following weak version of the intersection property:

(I01) Let e be a 1-element and x an i-element, with i ∈ ∆ − {0, 1}. Then,
either σ0(x) ∩ σ0(e) = ∅, or there exists a flag F , incident with e and x, such that
σ0(F ) = σ0(x) ∩ σ0(e).

Lemma 4.3. Let Γ be as in lemma 4.1. If Γ satisfies (A1) and (I01), then Γ satisfies
(A2).

Proof: Let e be a 1-element and x an i-element, with i ∈ ∆− {0, 1} such that
| σ0(x) ∩ σ0(e) |≥ 2; we must prove that eIx. Assume the contrary; then the flag
F , incident with e and x, with the property mentioned in (I01), may not contain e.
Since Γ is a geometry, F is contained in some flag F ′ of cotype {0, 1} also incident
with e. Since σ0(F ) ⊂ σ0(e) by (I01), all 0-elements in Res(F ′) are incident with e.
But Res(F ′) is a graph by (A1), with no multiple edge and not reduced to a unique
edge as assumed in section 3, a contradiction. �

In the particular case of a residually connected geometry Γ with finite rank,
condition (A3) is equivalent to requiring that all rank two residues of type {0, i}, for
i ∈ ∆− {0, 1}, are generalized digons.

Lemma 4.4. Let Γ be a residually connected geometry over a finite set ∆. Then
(A3) holds if and only if all Γ0i, for i ∈ ∆−{0, 1}, are classes of generalized digons.



New geometries for finite groups and polytopes 591

Proof: By lemma 4.2, we know already that (A3) implies the mentioned property.
Conversely, assume all Γ0i are classes of digons. Since Γ is residually connected with
finite rank, a theorem of Tits (see [1], lemma 7.2) applies to Res(e), for any 1-element
e, proving (A3). �

In view of applications, we restrict ourselves to residually connected geometries
of finite rank satisfying the intersection property. In that case, thanks to lemmas
4.3 and 4.4 above, the main theorem may be stated as follows.

Corollary 4.1. Let Γ be a residually connected geometry of finite rank n ≥ 3,
satisfying the intersection property (or the above mentioned weaker version (I01)).
Suppose the diagram of Γ is as follows.

'

&

$

%

2

3
...

n− 1

ss
s

10
ss G ���

���
��

HHHHHHHH

K2

K3

Kn−1

where G is a class of graphs (in the sense of section 3). Then, there exists a geometry
Γ̃(0, 1) with diagram as follows. '

&

$

%

2

3
...

n− 1

ss
s

0

1

s

s
G̃

XXXXXXXX
Z
Z
Z
Z
Z
Z
Z
Z��

��
��
��

�
�
�
�
�
�
�
�K2

K3
Kn−1

Kn−1

K2

K3

where G̃ is the class of neighbourhood geometries of G (see definition 3.1) and where
the diagram on {2, 3, . . . , n−1} is the restriction of that of Γ. Furthermore, (i), (ii)
and (iii) of theorem 4.1 hold.

5 Construction and properties of Γ̃(0, 1): proof of theorem 4.1

Construction 5.1. Let Γ be a geometry satisfying the hypothesis of theorem 4.1,
and put Γ = (

⋃n−1
i=0 Si, t, I) where Si = t−1(i) for all i ∈ ∆. The geometry Γ̃(0, 1)

over ∆ - whose existence is claimed in theorem 4.1 - is defined as follows: Γ̃(0, 1) =
(
⋃n−1
i=0 S̃i, t̃, Ĩ) where

1. S̃i = Si for i 6= 0, 1 and S0 × {i} for i = 0, 1;

2. t̃(S̃i) = i;
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3. given x ∈ S̃i and y ∈ S̃j, with i 6= j,
- if i, j /∈ {0, 1}, then x ∈ Si and y ∈ Sj; we define xĨy if and only if xIy.
- if i ∈ {0, 1} and j /∈ {0, 1}, then x = (p, i) for some p ∈ S0; we define xĨy if
and only if pIy.
- if i, j ∈ {0, 1}, then x = (p, i) and y = (q, j) for some p, q ∈ S0; we define
xĨy if and only if p ∼ q in the {0, 1}-truncation of Γ (which is a graph by
condition (B1)).

The flags of Γ̃(0, 1)
It is usefull to establish a correspondence between the flags of Γ and those of

Γ̃(0, 1).
If F (resp. F̃ ) is a flag of Γ (resp. Γ̃(0, 1)), let H (resp. H̃) be the maximal subflag
of F (resp. F̃ ) whose type is disjoint from {0, 1}. Then H (resp. H̃) is also a flag
of Γ̃(0, 1) (resp. Γ), whose cotype contains {0, 1}.
Construction 5.2. To each flag F of Γ is associated a flag F̃ of Γ̃(0, 1), with the
same type, as follows.
(i) if F = H, then F̃ = H.
(ii) if F = {p} ∪H for some p ∈ S0, then define F̃ = {(p, 0)} ∪H.
(iii) if F = {e} ∪H for some e ∈ S1, then define F̃ = {(p, 1)} ∪H where pIe; F̃ is
a flag, thanks to (A3).
(iv) if F = {p, e}∪H for some p ∈ S0 and e ∈ S1, then define F̃ = {(p, 0), (q, 1)}∪H,
where e = {p, q} (see (B1)).

Construction 5.3. Conversely, to each flag F̃ of Γ̃(0, 1) is associated a flag F of
Γ as follows.
(̃i) if F̃ = H̃, then F = H̃.
(̃ĩi) if F̃ = {(p, i)} ∪ H̃ for some p ∈ S0 and i ∈ {0, 1}, then define F = {p} ∪ H̃,
which is clearly a flag of Γ.
(̃ĩĩi) if F̃ = {(p, 0), (q, 1)} ∪ H̃ for p, q ∈ S0, the p, q are distinct and incident with
some common e ∈ S1. By (A2), we deduce that F = {p, e} ∪ H̃ is a flag of Γ.

The latter construction allows to prove a first property of Γ̃(0, 1).

Proposition 5.1. Γ̃(0, 1) is a geometry.

Proof: We have to show that any flag F̃ of Γ̃(0, 1) can be completed into a
chamber. Let F be the flag of Γ associated to F̃ by construction 5.3. Since Γ is a
geometry, there is a chamber C of Γ containing the flag F . Put C = {p′, e′}∪H, with
p′ ∈ S0, e′ ∈ S1 and H a flag of cotype {0, 1}. Since (B1) shows that σ0(e

′) = {p′, q′}
for some q′ ∈ S0, the unions {(p′, 0), (q′, 1)}∪H and {(q′, 0), (p′, 1)}∪H are chambers
of Γ̃(0, 1). At least one of them contains F̃ because if F has been deduced from F̃
following (̃ĩi) (resp. (̃ĩĩi)) above, then p = p′ (resp. p′ = p and q′ = q). Hence the
proof is finished. �

The residues of Γ̃(0, 1)
Given a flag F of Γ, we denote by Res(F ) the residue of F in Γ. Similarly,

R̃es(F̃ ) is the residue in Γ̃(0, 1) of a flag F̃ of Γ̃(0, 1).

Lemma 5.1. Let x = (p, i) ∈ S̃i for p ∈ S0 and i ∈ {0, 1}. Then there exists an
isomorphism α from the geometry R̃es(x) over ∆−{i} to the geometry Res(p) over
∆− {0}; α induces the identity on ∆− {0, 1} and maps i + 1 (mod 2) on 1.
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Proof: Let y ∈ R̃es(x). If t̃(y) is different from 0 and 1, then we can define
α(y) = y. If t̃(y) = i + 1 (mod 2), then y = (q, i + 1 (mod 2)) for some q ∈ S0

with p ∼ q. Thanks to (B1), there is a unique e ∈ S1 such that σ0(e) = {p, q}
and we can define α(y) = e ∈ Res(p). The function α is bijective because, given
e′ ∈ S1 contained in Res(p), condition (B1) implies the unicity of q′ ∈ S0 such that
e′ = {p, q′}; so there is a unique z = (q′, i+1 (mod 2)) ∈ R̃es(x) such that α(z) = e′.
Furthermore, α is an incidence preserving map. This is trivial for an incident pair
whose type is disjoint from {0, 1}. Now, if y = (q, i + 1 (mod 2)) ∈ R̃es(x) and
z ∈ R̃es(x) with t̃(z) /∈ {0, 1}, then, by definition, yĨz if and only if qIz. By (B2),
the latter incidence is equivalent to e = α(y)Iz. �

Lemma 5.2. Let F̃ be a flag of Γ̃(0, 1) of cotype {0, 1}. Then F̃ is also a flag F in
Γ and R̃es(F̃ ) is the neighbourhood geometry R̃es(F ) of Res(F )

Proof: By the definition of Γ̃(0, 1), we have R̃es(F̃ ) = {(p, 0), (q, 1) | p, q ∈
S0 ∩ Res(F )} and (p, 0)Ĩ(q, 1) if and only if p ∼ q. This shows that R̃es(F ) is the
neighbourhood geometry of Res(F ), in the sence of definition 3.1. �

Proposition 5.2. The geometry Γ̃(0, 1) has the diagram announced in theorem 4.1.

Proof: Obvious thanks to lemmas 5.1 and 5.2. �

Lemma 5.3. Let F̃ = {(p, 0), (q, 1)}, with p, q ∈ S0, p ∼ q, be a flag of type {0, 1}
in Γ̃(0, 1). If F is the flag {p, e}, with e = {p, q}, then there is an isomorphism from
R̃es(F̃ ) to Res(F ) inducing the identity on ∆− {0, 1}.

Proof: This is an immediate consequence of lemma 5.1. Note that Res({p, e}) =
Res({q, e}) as it was mentioned in section 4. �

Lemma 5.4. Let F̃ be a flag of cotype strictly containing {0, 1} in Γ̃. Then R̃es(F̃ )
(obviously satisfying (B1) and (B2) as mentioned in section 4) is the geometry

˜Res(F )(0, 1) obtained from Res(F ) following construction 5.1.

Proof: Similar to that of lemma 5.2. �

Lemma 5.5. Let e ∈ S1 and e = {p, q}, with p, q ∈ S0. Let F be a flag of Γ, of
cotype containing {0, 1} and incident with p and q. Then for i ∈ {0, 1}, the residues
in Γ̃(0, 1) of F ∪ {(p, i)} are isomorphic to Res(F ∪{p}) and the residues in Γ̃(0, 1)
of F ∪ {(p, i), (q, i + 1 (mod 2))} are isomorphic to Res(F ∪ {p, e}).

Proof: Immediate consequence of lemma 5.1. �

The connectedness of Γ̃(0, 1)
In order to study the connectedness of Γ̃(0, 1), we have to find a correspondence

between paths of Γ and paths of Γ̃(0, 1). For our purpose, a path of a geometry is
a sequence of pairwise distinct elements (x1, . . . , xm), with m ≥ 2 such that xl and
xl+1 are incident for all l ∈ {1, . . . , m − 1}. Such a path is called a {i, j}-path, for
two distinct i, j ∈ ∆, if all xl’s are of type i or j. Moreover, if xm is incident to x1,
the path is called a circuit.
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Construction 5.4. To any path P of Γ, we associate a path P̃ of Γ̃(0, 1) as follows:
(i) each element of type 6= 0, 1 in P is unchanged;
(ii) each 1-element between two 0-elements in P is deleted;
(iii) each other 1-element e in P is replaced by a 0-element p of Γ such that pIe and
p does not occur next to e in P ;
(iv) rules (i), (ii) and (iii) give rise to a sequence of elements of Γ, which is trans-
formed into a sequence in Γ̃(0, 1) by replacing each 0-element p of Γ by a (p, i) of
Γ̃(0, 1) in such a way that no two consecutive (p, i)’s have the same type i;
(v) finally, if a same element (p, i) occurs twice in that sequence of Γ̃(0, 1), the se-
quence is shortened by deleting one (p, i) and all elements between the two (p, i)’s,
except of course if the two (p, i)’s are the extremities of the sequence, in which case
we just delete the last (p, i).

We claim that the sequence P̃ obtained in that way is a path of Γ̃(0, 1). The
elements of P̃ are distinct, thanks to (v) and | P̃ |≥ 2. We have to check that any
two consecutive elements xl and xl+1 of P̃ are incident in Γ̃(0, 1).
If the types of xl and xl+1 are both different from 0 and 1, this follows from (i). If
exactly one of the elements xl and xl+1 is of type 0 or 1, say xl = (p, i), then xl
corresponds, in P , either to the 0-element p or to a 1-element e incident with p; in
the first case, the incidence between xl and xl+1 follows from the incidence between
p and xl+1; in the second case, thanks to (A3), the incidence of e with xl+1 implies
the incidence of p with xl+1 and that of xl with xl+1. Finally, if both xl and xl+1

are of type 0 or 1, the incidence follows from (iv), (ii) and (iii).

Construction 5.5. Conversely, to each path P̃ of Γ̃(0, 1) is associated a path P of
Γ:
(̃i) elements of type different from 0,1 in P̃ are unchanged;
(̃ĩi) any element (p, i) of P̃ is replaced by the 0-element p of Γ;
(̃ĩĩi) if two elements (p, i) and (q, j) are consecutive in P̃ , then insert in P , between
p and q, the 1-element e incident with p and q (such an element exists, since p ∼ q
by the definition of the incidence in Γ̃(0, 1)).
(̃iṽ) if some 0-element or 1-element appears twice, then shorten the sequence by
deleting one of the occurences and the elements between them.

Proposition 5.3. Γ̃(0, 1) is connected if and only if Γ is connected.

Proof: Assume Γ is connected. By proposition 5.1, each element of Γ̃ is incident
to some element of type i /∈ {0, 1}. So, for proving Γ̃ is connected, it is enough to
exhibit a path of Γ̃ joining any two i-elements, with i 6= 0, 1. Such a path P exists
in Γ; the associated path P̃ of Γ̃, defined by construction 5.4, is the required path.
Conversely, if Γ̃(0, 1) is assumed to be connected, the correspondence defined by
construction 5.5 allows to prove in a similar way that Γ must also be connected. �

Proposition 5.4. Γ̃(0, 1) is residually connected if and only if the following holds :
the class G̃ of neighbourhood geometries is a class of connected geometries and Γ is
residually connected.

Proof: By proposition 5.3, Γ̃(0, 1) is connected if and only if Γ is connected. We
have to prove the same equivalence for residues of nonempty flags with corank ≥ 2.
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This follows immediately from lemmas 5.1, 5.3, 5.5, for flags of Γ̃(0, 1) whose type
intersects {0, 1} and flags of Γ whose type contains 0. It is clear also for flags (of Γ
or Γ̃) of cotype {0, 1} by lemma 5.4 together with proposition 5.3 or by lemma 5.2.
Finally, for residues in Γ of flags whose type contains 1 and not 0, the property is
obvious by condition (A3). �

Proposition 5.5. Γ̃(0, 1) is strongly connected if and only if the following holds :
G̃ is a class of connected geometries and Γ is strongly connected.

Proof: It is enough to prove that any {i, j}-truncation of Γ̃(0, 1) (resp. Γ) is
connected if Γ is strongly connected and G̃ is a class of connected geometries (resp.
Γ̃(0, 1) is strongly connected). The corresponding property for the residues follows
by applying 5.1 up to 5.5 and condition (A3), as in the proof of proposition 5.4.
The {i, j}-truncations of Γ and Γ̃(0, 1) coincide when i, j /∈ {0, 1}. They are ob-
viously isomorphic, for i = 0 and j 6= 1. Also, the {1, j}-truncation of Γ̃(0, 1) is
isomorphic to the {0, j}-truncation of Γ, for any j /∈ {0, 1}.
Look at the {0, 1}-truncation of Γ̃(0, 1). If the {0, 1}-truncation of Γ is connected,
then applying (ii) and (iv) of construction 5.4, we see that any 0-element (p, 0) of
Γ̃(0, 1) is linked by a {0, 1}-path to either (q, 0) or (q, 1), for any element q of Γ.
Now, consider a flag F of cotype {0, 1} incident with q in Γ: the residue R̃es(F )
of F in Γ̃(0, 1) contains (q, 0) and (q, 1); hence, if we assume that G̃ is a class of
connected geometries, then R̃es(F ) is connected and the elements (q, 0) and (q, 1)
are linked by a {0, 1}-path. Thus we conclude that the {0, 1}-truncation of Γ̃(0, 1)
is connected. Hence, every {i, j}-truncation of Γ̃(0, 1) (and of its residues) is con-
nected and so, the strong connectedness of Γ̃(0, 1) follows from that of Γ and from
the connectedness of the neighbourhood geometries in G̃.

Conversely, assume Γ̃(0, 1) is strongly connected. Then the {0, 1}-truncation of
Γ is connected: indeed, given two 0-elements p and q of Γ, there is a {0, 1}-path of
Γ̃(0, 1) from (p, 0) to (q, 0); this path leads to a{0, 1}-path of Γ from p to q (see (̃ĩi)
and (̃ĩĩi) of construction 5.5). Note the existence of this path from p to q is sufficient
to ensure the connectedness of the {0, 1}-truncation, thanks to the fact that Γ is a
geometry.
It remains to look at the connectedness of the {1, j}-truncations of Γ, for all j /∈
{0, 1}. Let e, f be two 1-elements of Γ. Assume first that e and f belong to
Res(p) for some 0-element p. Since the {1, j}-truncation of R̃es(p, 0) is connected
by hypothesis, it is easy to obtain a {1, j}-path linking e to f in Γ, by applying
construction 5.5, lemma 5.1 and condition (A2). Now if e and f are not incident to
a same 0-element, then there is a {0, 1}-path (e, p1, e1, p2, e2, . . . , pm, f) in Γ, since
the {0, 1}-truncation of Γ is connected as proved above. By the previous argument,
each pair {e, e1}, {e1, e2}, . . ., {em, f} is linked by a suitable path and so the strong
connectedness of Γ is proved. �

The Automorphism Group of Γ̃(0, 1)
The reader can easily verify that Γ̃(0, 1) admits the following canonical duality.

Proposition 5.6. The function α, defined on the elements of Γ̃(0, 1) by α(p, i) =
(p, i + 1 (mod 2)) for i = 0, 1 and α(x) = x for x ∈ S̃i with i /∈ {0, 1}, is a duality
of Γ̃(0, 1).
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Let σ be any ∆-automorphism of Γ. Then σ induces a function σ̃ on Γ̃(0, 1) as
follows: if x ∈ S̃i with i /∈ {0, 1}, then x ∈ Si and σ̃(x) = σ(x); if x ∈ S̃i with
i ∈ {0, 1}, then σ̃(p, i) = (σ(p), i). It is an easy exercise to verify that the function
σ̃ is actually a ∆-automorphism of Γ̃(0, 1).

Proposition 5.7. Let Σ be a group of ∆-automorphisms of Γ acting transitively on
the chambers. Then Σ is also a chamber-transitive group of ∆-automorphisms of
Γ̃(0, 1).

Proof: Consider the action of Σ on Γ̃(0, 1) as defined above. Let C̃ be a chamber
of Γ̃(0, 1): C̃ is a set {(p, 0), (q, 1), x2, . . ., xi, . . .} where p, q ∈ S0, xi ∈ S̃i = Si
for i /∈ {0, 1} and e = {p, q} ∈ S1, xiIp, xiIq, xiIxj, for i, j /∈ {0, 1} and i 6= j.
To C̃ is associated a chamber C of Γ: C = {p, e, x2, . . . , xi, . . .} (condition (A2)).
Let C̃ ′ = {(p′, 0), (q′, 1), . . . , x′i, . . .} be another chamber of Γ̃(0, 1) and let C ′ be the
one associated in Γ. Since Σ acts transitively on the chambers of Γ; there is an
automorphism σ mapping C onto C ′ such that σ(p) = p′, σ(e) = e′ and σ(xi) = x′i.
Thanks to condition (B1), this implies that σ(q) = q′ and so the automorphism σ
induces an automorphism σ̃ of Γ̃(0, 1) mapping C̃ onto C̃ ′. �

Does Γ̃(0, 1) satisfy (B1) and (B2) for some k, l /∈ {0, 1} ?
Suppose Γ satisfy (B1) and (B2) for some k, l /∈ {0, 1}. We show that the same

holds for Γ̃(0, 1). This result is usefull for a repetitive application of the main
theorem (see sections 7 and 8).

Proposition 5.8. Suppose Γ satisfies conditions (B1) and (B2) for {0, 1} ⊂ ∆ (as
in lemma 4.1) but also for some pair {k, l} ⊂ ∆−{0, 1}. Then Γ̃(0, 1) satisfies (B1)
and (B2) for the pair {k, l}.

Proof: Condition (B1) is trivially satisfied in Γ̃(0, 1) if it holds in Γ since the
{k, l}-truncations of these geometries coincide. We now prove (B2). Let e be a
l-element of Γ̃(0, 1). If x is a i-element with i /∈ {0, 1, k, l}, then e and x are also
elements of Γ and the assertion holds in both Γ and Γ̃(0, 1). Now if x is a i-element
with i ∈ {0, 1}, then x = (p, i) for some p ∈ S0 and eĨx is equivalent to eIp; as
(B2) holds in Γ, this means σk(e) ⊂ σk(p) in Γ; by the definition of the incidence in
Γ̃(0, 1), this leads to σk(e) ⊂ σk(x) and the proposition is proved. �

This completes the proof of theorem 4.1

6 A generalization of Neumaier’s theorem

In 1982, Neumaier ([10], theorem 4) established an equivalence between the class of
geometries with diagram
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and the class of geometries with diagram '
&

$
%

sss
10 2

2n K

1
∆− {0, 1, 2}

(2)

where K is an arbitrary class of rank two geometries, the 2n-gon is a graph and the
diagram on ∆− {0, 1, 2} is arbitrary.

The application of our main theorem 4.1 leads to new geometries whose diagram
is (1) or somewhat more general. A result like Neumaier’s theorem is thus of great
interest here: by applying it successively to theorem 4.1, we get again new geometries
whose diagram is like (2). Moreover, if a chamber-transitive automorphism group
acts on the initial geometry, it still acts on the last. Actually, in order to cover
all possible diagrams generated by application of theoren 4.1, we need an extended
version of Neumaier’s result, which is proved below (see theorem 6.1). This extension
can be deduced from the general results on shadows ([1] and [11], chap. 5). In
order to combine it with theorem 4.1, we need some additional properties given in
theorem 6.1. Hence it is fair to give an elementary proof of the whole theorem.

Finally, note that the rank two truncations of the geometries with diagram (2)
(or, more generally, diagram (4) below) are geometries of graphs: theorem 4.1 or
corollary 4.1 can again be applied to them. Unfortunately, we get then non residually
connected geometries by lemma 3.2 and theorem 4.1(i) (see lemma 6.1).

Definition 6.1. Let R = (R0 ∪ R1, t, I) be any rank two geometry. R is described
by its incidence graph whose set of vertices is R0 ∪ R1 and whose edges are the
incident pairs (x, y), with x ∈ R0 and y ∈ R1. The latter graph can be thought of as
a new rank two geometry, called the flag geometry of R and denoted by F(R): its
0-elements set is R0 ∪ R1, its 1-elements are the chambers of R and the incidence
is containment.

Conversely, any bipartite graph F (with no vertex of degree zero, as assumed in
section 2) defines a rank two geometry R: the two sets of vertices are the two types
of elements and the edges are the chambers. Obviously, F = F(R).

We list some useful properties: the straightforward proofs are left to the reader.

Lemma 6.1. For any rank two geometry R (not reduced to a unique chamber), the
flag geometry F(R) is a bipartite graph. Hence, the neighbourhood geometry F̃(R)
is not connected: it is the union of two disjoint copies of F(R).

Proof: Follows from definition 6.1 and lemma 3.2. �

Lemma 6.2. F(R) satisfies the intersection property.

Lemma 6.3. F(R) is connected if and only if R is connected.

Lemma 6.4. The automorphism group Aut(R) of the geometry R acts on F(R)
as a group of ∆-automorphisms. Moreover, if R admits a chamber-transitive ∆-
automorphism group Ω and if R admits a duality (an automorphism permuting the
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types), then Ω : 2 acts as a chamber-transitive ∆-automorphism group on F(R). In
particular, if Γ is a graph with a chamber-transitive ∆-automorphism group Ω, then
Ω : 2 acts similarly on F(Γ̃), where Γ̃ is the neighbourhood geometry of Γ.

Proof: The last property follows from lemma 3.4. �

Lemma 6.5. If R has diagram

s s
s t

d01 g d10

then F(R) has diagram

s s
1

2m 2g δ

where m = max{d01, d10} and δ ∈ {2m, 2m − 1}. Moreover, d01 6= d10 implies
δ = 2m− 1 and d01 = d10 = g implies δ = 2m.

We list in Table 2, some rank two geometries together with their flag geometry,
useful for the applications. With help of lemma 6.5, the proofs are straightfor-
ward. Note that the first example is well known. The numbers appearing below a
parameter is the total number of elements of that type.

Theorem 6.1. (extension of Neumaier ([10], theorem 4)) Let Γ be a geometry of
(possibly infinite) rank n ≥ 3 admitting the following diagram'
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where R and the Ki are arbitrary classes of rank two geometries and where the
diagram on ∆ − {0, 1} is arbitrary. Then there is a geometry Γ′(0, 1), satisfying
conditions (B1) and (B2) of lemma 4.1 for the pair {0, 1}, with diagram'
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R F(R)
for n ≥ 2, the generalized n-gon the generalized 2n-goni in

1
i i2n

In particular, the n-gon the 2n-gon

1 1
i in

1 1
i i2n

for q ≥ 3, the geometry of the complete
graph Kq+1

(g01 = d01 = 3, d10 = 4) (g01 = 6, d01 = 8, d10 = 7)

1 q − 1

i i⊂
1 {1, q − 1}
i i8 6 7

for q ≥ 3, the neighbourhood geometry the dual geometry of a (q + 1)× (q + 1)
of the complete graph Kq+1 (see table 1). grid with a maximal set of pairwise

non-collinear points deleted; 2 × Sq+1 acts
chamber-transitively.

(g01 = 2, d01 = d10 = 3) (g01 = 4, d01 = d10 = 6)

q − 1 q − 1
q + 1 q + 1

i iT

1 q − 1
2(q + 1) q(q + 1)

i i6 4 6

the points and lines of the Desargues the group 2 · S5 acts chamber-transitively
configuration (see table 1); the group
S5 acts chamber-transitively.
(g01 = 3, d01 = d10 = 5) (g01 = 6, d01 = d10 = 10)

2 2
10 10

i i5
1 2
20 30

i i10 6 10

diagram (35) in [3] associated to J1 the group 2 · J1 acts chamber-transitively
(see table 1)

11 11

266 266

i i5 3 5

1 11

532 3192

i i10 6 10

diagram (111) in [3] associated to 24 · A5

4 4
8 8

i i3 2 3

1 4
16 40

i i5 4 6

Table 2: Some examples of geometries R and their flag geometry F(R). All F(R)
are connected and satisfy the intersection property.
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where F(R) is the class of flag geometries of the members of R.
Furthermore, the following properties hold:

(i) Γ′(0, 1) is connected (resp. residually or strongly connected) if and only if Γ is;
(ii) Γ′(0, 1) satisfies conditions (B1) and (B2) for some pair {k, l} ⊂ ∆ − {0, 1} if
and only if Γ does;
(iii) if Σ is a group of ∆-automorphisms of Γ acting transitively on the chambers
and if there is an automorphism σ of Γ permuting the types 0 and 1 and fixing
∆− {0, 1} pointwise, then < Σ, σ > acts as a chamber-transitive ∆-automorphism
group of Γ′(0, 1). Conversely, if Ω is a chamber-transitive ∆-automorphism group of
Γ′(0, 1), then Ω = Σ : 2 for some Σ acting as a chamber transitive ∆-automorphism
group of Γ.

Before giving the rather straightforward proof of this theorem, we make the
construction of Γ′(0, 1) more explicit.

Construction 6.1. Let Γ be a geometry satisfying the hypotheses of theorem 6.1.
Put Γ = (∪n−1

i=0 Si, t, I). We define a geometry Γ′(0, 1) = (∪n−1
i=0 S ′i, t

′, I ′) as follows:
(a)

S ′i =


Si, for i 6= 0, 1
S0 ∪ S1, for i = 0
set of all flags of type {0, 1} of Γ, for i = 1

(b) t′(S ′i) = i
(c) given x ∈ S ′i and y ∈ S ′j, with i 6= j,
- if 1 /∈ {i, j} then xI ′y if and only if xIy;
- if i = 1 (and similarly if j = 1), then x is a flag {x0, x1} of Γ and xI ′y if and only
if both x0Iy and x1Iy (note that this means y ∈ {x0, x1} when j = 0).

Proof of theorem 6.1: We denote Γ′(0, 1) briefly Γ′.
(1) The flags of Γ′. Let F be a flag of Γ, F the maximal subflag of F whose type is
disjoint from {0, 1}, p ∈ S0 and q ∈ S1 with pIq. One of the following cases occur:
(a) if F = F , then F is also a flag on Γ′ with same type;
(b) iff F = F ∪{x}, where x ∈ {p, q}, then F is also a flag of Γ′ with type t(F )∪{0};
(c) if F = F ∪ {p, q}, then F ∪ {p, {p, q}} and F ∪ {q, {p, q}} are flags of Γ′ with
same type; moreover, F ∪ {{p, q}} is a flag of Γ′ with type t(F )\{0}.

Obviously, any flag of Γ′ can be obtained from a unique flag F of Γ by applying
(a), (b) or (c). Furthermore, any chamber of Γ leads to two chambers of Γ′ by (c).
Hence, any flag of Γ′ is contained in a chamber and Γ′ is a geometry as claimed.

Moreover, by construction 6.1, any 1-element of Γ′ is incident with exactly two
0-elements: condition (B1) follows immediately and construction 6.1(c) implies (B2)
for the pair {0, 1}. In view of construction 6.1, the proof of property (ii) is straight-
forward.

(2) The residues of Γ′. If p is a 0-element of Γ′ then, by construction 6.1, the
residue of p is clearly isomorphic to the residue of p in Γ. Consequently, the residue
of any flag of Γ′ containing a 0-element is isomorphic to a residue of Γ. Moreover,
any residue in Γ of a flag containing a 0- or a 1-element is of that type.
If f = {p, q} is a 1-element of Γ′ then, by construction 6.1, the residue of f is the
direct sum of the set {p, q} and of the residue of the flag {p, q} in Γ. Consequently,
the residue of any flag of Γ′ containing a 1-element and no 0-element is a similar
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direct sum.
Finally, if D is a flag of type ∆ − {0, 1} then, by construction 6.1, the residue of
D in Γ′ is the flag geometry F(R) of the residue R of D in Γ. Consequently, the
residue of any flag F with t(F ) ⊂ ∆−{0, 1} is the geometry obtained from Res(F )
in Γ by applying construction 6.1. Now Γ′ has clearly the diagram announced.

(3) The paths of Γ′. Let (x1, . . . xk) be a path P of Γ. This path gives rise to a
path P ′ of Γ′ as follows:
(a) each xi, i = 1, . . . , k, may be considered as an element of P ′;
(b) if t(xj) = 0 or 1 and t(xj+1) = 1 or 0, for some j = 1, . . . , k − 1, then insert in
P ′, between xj and xj+1, the 1-element {xj, xj+1} of Γ′.

Conversely, to each path P ′ = (x′1, . . . , x
′
k) of Γ′ are associated two paths P0 and

P1 as follows (i = 1, . . . , k):
(a’) if t(x′i) 6= 1, then x′i is an element of P0 and P1;
(b’) if t(x′i) = 1, i.e. if x′i = {xi1, xi2} is a flag of type {0, 1} in Γ, then one of the
following cases occurs:
(*) either i 6= 1 and x′i−1 ∈ {xi1, xi2}

or i 6= k and x′i+1 ∈ {xi1, xi2}, then x′i is deleted in P0 and P1;
(**) both t(x′i−1) 6= 0 when i = 1 and t(x′i+1) 6= 0 when i = k, then x′i is

replaced by the element of type 0 (resp. 1) of {xi1, xi2} in P0 (resp. P1).

Now, the connectedness of Γ becomes obviously equivalent to that of Γ′. The
same holds for residual connectedness, by a straightforward application of (2).
Let us prove finally that Γ′ is strongly connected in and only if Γ is. By construction
6.1, the truncations Γij and Γ′ij coincide for distinct i, j /∈ {0, 1}. Moreover, the
connectedness of Γ01 and Γ′01 are clearly equivalent if we consider the associated paths
defined above. It remains to consider {0, j}- and {1, j}-truncations, for j /∈ {0, 1}.
For any path P contained in Γ0j or Γ1j , the associated path P ′ (coinciding with P )
is contained in Γ′0j; the connectedness of Γ′0j follows thus from that of Γ0j and Γ1j .
Conversely, any path P ′ in Γ′1j gives rise to paths P0 and P1 in Γ0j and Γ1j ; the
connectedness of the latter truncations follows then from that of Γ′1j. It remains
to prove that the connectedness of Γ′1j follows from the strong connectedness of Γ.
Let x, y be distinct 1-elements of Γ′: we must exhibit a path of Γ′1j joining x to y.
We know already that a path x = s0, t1, s1, t2, . . . , tn, sn = y exists, where the ti are
0-elements and the si are 1-elements of Γ′. By (2), Res(ti) in Γ′ is isomorphic with
Res(ti) in Γ for any i = 1, . . . , n; hence, there is a path in Res(ti) joining si−1 to si
containing only 1- and j-elements of Γ′. Putting all these paths together, we join
x to y as required. Now the proof of property (i) in theorem 6.1 can be completed
straightforwardly by showing the connectedness of truncations in residues, thanks
to (2).

(4) Automorphisms. Using (1), the first part of (iii) is straightforward. For
the second part, consider the subgroup Σ of Ω fixing the partition {S0, S1} of S ′0
elementwise (see construction 6.1). This completes the proof of theorem 6.1. �

Theorem 6.2. (Converse of theorem 6.1). Let Γ′ be a geometry of (possibly infi-
nite) rank n ≥ 3, satisfying (B1) and (B2) for the pair {0, 1} (see lemma 4.1) and
admitting the diagram
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where F is a class of graphs, where the Ki are arbitrary classes of rank two geome-
tries and where the diagram on ∆ − {0, 1} is arbitrary. Assume furthermore that
the {0, 1}-truncation of Γ′ is a graph with no odd circuit (i.e. a bipartite graph).
Then there is a geometry Γ satisfying the hypotheses of theorem 6.1 and such that
Γ′ = Γ′(0, 1) according to construction 6.1.

Before proving this theorem, we explicitly define the construction of the geometry
Γ.

Construction 6.2. Assume Γ′ = (∪n−1
i=0 S ′i, t

′, I ′) is a geometry satisfying the hy-
potheses of theorem 6.2. Then the {0, 1}-truncation is a bipartite graph with par-
tition {X0, X1} of the vertex set S ′0. We define a geometry Γ = (∪n−1

i=0 Si, t, I) as
follows:
(a’)

Si =

{
S ′i for i /∈ {0, 1}
Xi for i ∈ {0, 1}

(b’) t(Si) = i;
(c’) given x ∈ Si and y ∈ Sj, with i 6= j:
- if {i, j} 6= {0, 1}, then xIy if and only if xIy′;
- if {i, j} = {0, 1}, then xIy if and only if x ∼ y in Γ′.

Proof of theorem 6.2: It is straightforward to check that Γ is actually a geometry.
By construction, the (rank two) residue of any flag F of cotype {0, 1} in Γ′ is the
flag geometry F(G) of the residue G of F in Γ. Now it is easy to show that Γ has
the diagram required in theorem 6.1: apply (B1), lemma 4.1 and conditions (A2),
(A3) in it to the residues of type ∆ − {0, 1} and {0, i}, {1, i}, for i ∈ ∆ − {0, 1}.
Finally, compare constructions 6.1 and 6.2 to conclude that Γ′ can be obtained from
Γ by construction 6.1. �

Corollary 6.1. Let Γ′ be a residually connected geometry with finite rank n ≥ 3,
satisfying the intersection property (or its weaker version (I01) mentioned in section
4) and with diagram '
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Kn−1

∆− {0, 1}
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where F is a class of graphs with no odd circuit, where the Ki are arbitrary classes
of rank two geometries and where the diagram on ∆−{0, 1} is arbitrary. Then there
is a geometry Γ satisfying the hypotheses of theorem 6.1 such that Γ′ can be obtained
as Γ′(0, 1) from Γ by construction 6.1.

Proof: Conditions (B1) and (B2) follow from lemmas 4.1, 4.3, 4.4. Hence, the
{0, 1}-truncation T of Γ′ is a graph and theorem 6.2 applies to prove this corollary
if we show that T has no odd circuit (i.e. is bipartite).
Assume R1, R2 are two residues with type {0, 1} of flags F1, F2 in Γ′ such that they
contain some common 1-element e. Since R1 and R2 are bipartite by hypothesis,
R1 ∪R2 must be bipartite by (B2).
The proof is completed by using the residual connectedness property of Γ′. �

7 Applications to polytopes

In this section, we apply our main result (corollary 4.1) and our extension of Neu-
maier’s theorem (theorem 6.1) to some well known geometries related to polytopes.
The list of possible applications is not exhaustive. The interested reader can refer
to Grünbaum [8] for further examples to which our constructions apply.

Corollary 4.1 is used here for geometries whose {0, 1}-residues are n-gons, with
lines of two points. Moreover, in view of lemma 3.2 and theorem 4.1(i), n will be
choosen odd. As shown in table 3 below, there may be different ways to choose the
vertices 0 and 1 in certain diagrams, providing different resulting geometries. The
latter are good candidates for applying theorem 6.1, getting again other geometries.
For interesting results, it is good to keep lemma 6.5 in mind and choose those cases
where the {0, 1}-residues have their parameters s and t equal. Finally, note that
no new application of corollary 4.1 is possible to certain geometries in column Γ̃′ of
table 3, since axiom (I01) does not hold for the two rightmost vertices. Remark that
all geometries appearing in table 3 are thin geometries, i.e. every residue of corank
1 is of cardinality two. Thus the orders appearing on the diagrams are always equal
to one. This is why we decide not to write the orders on the diagrams of this table.

Another family of thin geometries on which corollary 4.1 may be applied several
times is the family of inductively minimal geometries [5]. Roughly speaking, these
are rank n − 1 geometries with a connected diagram on which a symmetric group
Sym(n) acts flag-transitively.
In Sym(4), there are two rank 3 inductively minimal geometries. Their diagrams
are given in [6] as geometries number 1 and 2. Clearly, the second one is obtained
from the first one by applying corollary 4.1. So, given the first geometry, we can
reconstruct all these inductively minimal geometries.
In Sym(5), there are three rank 4 inductively minimal geometries, namely geome-
tries 1, 2 and 3 in [6]. Again, the second (resp. third) one is obtained from the first
(resp. second) one by applying corollary 4.1. So again, given the first geometry, we
can reconstruct all these inductively minimal geometries.
In Sym(6), there are six rank 5 inductively minimal geometries. Their diagrams are
given in [6] as geometries number 1 to 6. Applying corollary 4.1 to these geometries
yields that geometry number 3 is obtained from geometry 1, geometry 4 from ge-
ometry 3, geometry 5 from geometry 2 and geometry 6 from geometry 5. So here
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Polytope Associated geometry Γ Γ̃ Γ̃′

(using corollary 4.1) (using theorem 6.1)

Tetrahedron s s s
s
s
s

��
��
�

HHHHH s s s6

Octahedron s s s
s
s
s

��
��
�

��
��
�

HHHHH

HHHHH s s s6

Icosahedron s s s5

s
s
s

��
��
�

HHHHH

5

5

s s s6 5

Dodecahedron s s s5

s
s
s

��
��
�

HHHHH5 s s s10
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s s s5 5

s
s
s

��
��
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5

5

s s s10 5

Hypertetrahedron s s s s
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s
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�

HHHHH s s s s6
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s s
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@
@
@
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s
ss

HH
HH

H

�����6

?

using theorem 6.1
again

s s s s6 6

Table 3: Some applications to thin geometries related to polytopes.
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Polytope Associated geometry Γ Γ̃ Γ̃′

(using corollary 4.1) (using theorem 6.1)
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Table 3: Some applications to thin geometries related to polytopes (continued).
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Polytope Associated geometry Γ Γ̃ Γ̃′

(using corollary 4.1) (using theorem 6.1)
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Table 3: Some applications to thin geometries related to polytopes (continued).
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we need two of the six geometries to reconstruct all of them with our construction.
In Sym(7), there are eleven rank 6 inductively minimal geometries. Their diagrams
are given in [6] as geometries number 1 to 11. Applying corollary 4.1 to these ge-
ometries yields that geometry number 2 is obtained from geometry 1, geometry 4
from geometry 2, geometries 5 and 6 from geometry 3, geometry 7 from geometry
6, geometry 9 from geometry 8, geometry 10 from geometry 9, and geometry 11
from geometry 10. So, given only geometry 1, 3 and 8, we can reconstruct all these
inductively minimal geometries using corollary 4.1. A good question is: ”how many
inductively minimal geometries of rank n are needed to reconstruct all rank n induc-
tively minimal geometries?” We just gave in the preceding discussion that answer
for n up to 6.

8 Applications to geometries related to finite groups

Of course, many new geometries can be obtained with our constructions. As ge-
ometries for the sporadic groups are of great interest, we go through the list of
geometries for sporadic groups given in [3] and in table 4 we list those on which we
can apply corollary 4.1. This table is organized as follows. In the first column, we
give the name of the sporadic group for which a new (residually connected) geometry
appears by using corollary 4.1, and on which the group acts chamber-transitively. In
the second column, we give a list of numbers that are the numbers of the geometries
as they appear in [3]. Sometimes we add a number n into parenthesis. This means
that corollary 4.1 can be applied several times to get n new geometries. For in-
stance, starting from geometry (27) of [3], we get the following three new geometries
on which M11 acts chamber-transitively.

(27) M11 s s ss⊂ ⊃
1 1 3 1

using corollary 4.1

HHHHHHj
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s
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using again corollary 4.1s
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⊂
⊂
⊂
⊂

T

1

1

3

3

Each of the 41 new geometries listed in table 4 leads again to (at least one) new
geometry by applying theorem 6.1 (more than one in the cases number 27, 49, 52,
77 and 91). Indeed, the initial group acts not necessarily chamber-transitively now.
Let us detail, for instance, the cases McL (geometry number 52) and J4 (geometry
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number 92).
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(92) J4 s s ssP L

1 2 2 6
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corollary 4.1
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?

using theorem 6.1

s s ss10,6,10

1 2 2 6

(P = Petersen graph and 5 = Desargues configuration, see tables 1 and 2
respectively).
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Group Geometry number as appearing in [3]
M11 4, 27 (3), 89
M12 5, 32
M22 43, 77 (2), 90
M23 44
M24 45, 91 (3)
J1 28, 34
J2 94, 104
J3 54
J4 92
HS 49 (2)
McL 22, 52
LyS 10
Ru 98
Sz 6, 12, 21
Co1 7, 13
Co2 73
Co3 23
F i22 46
F i23 47
F i24 24, 48

BM = F2 74
M = F1 = FG 8, 14

Table 4: New geometries for sporadic groups

References

[1] F. Buekenhout. The basic diagram of a geometry. In M. Aigner and D. Jung-
nickel, editors, Geometries and groups, volume 893, pages 1–29, Lecture Notes
in Math., Springer, Berlin, 1981.

[2] F. Buekenhout. (g, d, d*)-gons. In Johnson N.L., Kallaher M.J., and Long C.T.,
editors, Finite Geometries, pages 93–102, Marcel Dekker, New York, 1983.

[3] F. Buekenhout. Diagram geometries for sporadic groups. Contemp. Math.,
45:1–32, 1985.

[4] F. Buekenhout, editor. Handbook of Incidence Geometry. Buildings and Foun-
dations. Elsevier, Amsterdam, 1995.

[5] F. Buekenhout, P. Cara, and M. Dehon. Inductively minimal flag-transitive
geometries. In Johnson N.L., editor, Mostly Finite Geometries, pages 185–190,
1997.

[6] F. Buekenhout, M. Dehon, and D. Leemans. An Atlas of residually weakly
primitive geometries for small groups. Mém. Cl. Sci., Coll. 8, Ser. 3, Tome
XIV. Acad. Roy. Belgique, 1999.
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