
SOME THEOREMS IN AN EXTENDED RENEWAL THEORY, II

BY HIROHISA HATORI

1. Let Xv (v~ 1,2, ) be non-negative independent random variables,
having finite mean values E{Xv} = av (v = 2, 3, ) except XL In our previous
paper [1], we have proved the following fact: When

-j n

lim YJ αy — α

exists, then

(1.1) lim = for all a > 0v ' *-»*> ta aa

under some further conditions, where N(t) is the number of sums Xlf Xι + Xz,
• - which are less than t. In the following, we shall begin to note that the
condition (1.1) for a = l,2, is equivalent to each of

(1.2) lim --α-+Γ Σ naP{Sn ^t} = l

 a+1 for a = 0,1, 2, ,

and

(1.3) lim ΓJ-H

where

Thus we have (1.3) under the conditions of Theorem 1 in [1], which has been
proved for a = 0 by Kawata [2] under somewhat different conditions.

Secondly, let Xv (v = 1, 2, •); Yv (* = 1, 2, - •); •••; 2rv (p = l, 2, ) be non-
negative mutually independent random variables with finite means av (v = l,2,
•••); bv (v = 1, 2, •); •••; cv (y = l, 2, •••), respectively and suppose that

1 w 1 w I w

lim ^ Σ a» = α» lim n Σ δv — δ, , and lim Σ cy = c

exist. Then defining M(t) as the number of Vi, V2, which are less than ί,
we have
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(1.4) lim = — - —- for a > 0
*-κ» ta φ(a, o, - , c)a

under some conditions where

Vn = φ(Sn,Tn, ,Un), Sn = Σ^ Γn=Σry, •••, and
» = 1 v = ί

In the case where

φ(x, y, - , z) = max(tf, JΛ , z),

this fact was stated in [1] with a brief proof. In the latter half of the pre-
sent paper, we shall prove (1.4) provided Vn is a some more general function
of Sn, Tn, •••, and Un.

2. THEOREM 1. Assuming that Xv (y = 1, 2, •) are non-negative random
variables, the following two conditions (2.1) and (2.2) are equivalent:

(2.1) HE

(2.2) HE

Proof. Σ naP{N(t) ^ π} = Σ 0-* + 2a + + na)P{N(t) = n}

< Σ na+1P{N(t) = n} = E{N(t)a+1}
n-=l

which is implied in the consideration of E{N(t)a} in (2.1), while

Σ n«P{N(t) ^ ̂ } = Σ ™α

which is also finite for α=0, 1, 2, because of (2.2). Hence, considering each
of the conditions (2.1) and (2.2), we may suppose that

Σ n"P{N(t) ^ n} < + oo.
n=l

Now we have

E{N(tY} = Σ naP{N(t) = n}
n=l

= Σ ̂ α[

= Σ n«P{N(t} ^ n} - Σ naP{N(t) ̂
n=ί n=1
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- Σ n°P{Sn < ί} - Σ (» - V)"P{Sn < t}
w=l w=2

= ΣCn«-(n-l)«]P{S1,<ί}
TO=1

= a Σ w'-'PίS. < 0 - f " ) Σ na~*P{Sn < t}
n=\ \ Δ / ra=l

from which it will be obvious that (2.1) follows from (2.2).
Conversely since it is easily seen that

is expressed by means of

E{N(Wy, 0 = 0,1, 2, •••,*,

we can show that (2.2) follows from (2.1).

COROLLARY. Assuming that Xv (y = l, 2, ) are non-negative random
variables, (2.1) is equivalent to

(2.3) lim -̂  Σ n«P{S« ̂  t} - - --|- — for a - 0, 1, 2, - - - .
ί->oo ία+1 τe^l (^_}_l)αα+l

Proof. For any positive number £, we have

Γ Σ n°P{S. <t}^ --

Consequently, we know that (2.3) is equivalent to (2.2) and so to (2.1).

THEOREM 2. When Xv (y = l, 2, •••) are not necessarily non-negative
random variables, then the condition (2.3) is equivalent to the following:

(2.4) Km -~-

for α = 0,l,2,

Proof. Since

ί
y oo oo pΓ pί

c ί̂ Σ ^^P{ί < Sn ̂  t + h} = Σ τια dί
-oo »^1 »=1 J -oo J t
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where σn(x) is the distribution function of Sn, we have

f]na(T dσn(τ)(τ dt^(T dtf\naP{t<Sn^tJrh}^^na(f+hdσn(τ)(τ dt,
»=1 J,^ JΓ-Λ J-oo » = 1 »=! J-oo Jτ~h

i. e.

Λ Σ n"P{Sn ^ T} ̂  ( T dfΣ naP{t < Sn ̂  t + h} ^h f j n«P{Sn ^T}-h},
w-l J _<„ ™=1 w-1

which proves the theorem.

3. Through this section we set the following assumptions:

( i ) Xv(v = l,2, •); Yv (v = 1, 2, •); ' Zv (v = 1, 2, •) are non-negative
mutually independent random variables,

(ii) Xv (y = l,2, ); Y» (^ = 1, 2, ); •••; ^ (y = l, 2, ) have finite
means av (^ = 1, 2, ); &v (v = l, 2, •••); •••; cv (v — 1, 2, •••)> respectively and
there exists a positive constant L such that αy ̂  L, 6υ^L, , and cy ̂  L for
* = 1,2, ,

(iii) there exists a positive constant X" such that Var(X) ̂  K, Var(Fv) ̂  ̂ ,
. .- , Var(Zy) ̂  jfiΓ f or * = 1,2, ,

(iv) the limits

1 TC 1 w - 1 **
lim 2 αv — α» lim l[]bv = b, , and lim Σ cv — c>
W->00 % V = ] W->-00 ^ lί=l 7Z->00 "> V=l

exist,
( v ) 0(x, y, , z) is monotone non-decreasing,

(vi) there exists a positive constant Γ such that

φ(x, y, ", z)^ϊ min(ίc, y, , z), for all #, ^/, , z,

and

(vii) lim -φ(xn, yn, , zri)
n +oo ^

exists for all x, y, •••, z and is equal to a continuous function Φ (x,y, , z).
Now we set the following

DEFINITION. Nχ(t), NY(t), •••, Nz(t) and M(ί) are integral valued random
variables such that

and



THEOREMS IN AN EXTENDED RENEWAL THEORY, II 25

where

and

ΛΓr(ί), A/V(£), •••, JVz(0 and M(t) can be defined uniquely and are finite
with probability 1 by the conditions (i), (ii), (iii), (v) and (vi) and we have
the following lemma which have been proved in Theorem 1 in [1].

LEMMA 1. Under the conditions (i)— (iv), we have

= ι
t" aa

ί-jKx* ta ba

and

THEOREM 3. Under the conditions (i)— (vii), we have

(3.1) ^Mfl-M / , («•••)*-*» t Φ(a, b, ,c)

and

(3.2) l i m = / o r β t t « > 0 .α α

Proof. We know by the law of large numbers that

(α — ε)w < Sn < (α 4- ^)n,

(6 - ε)w < Tn < (b + s)n,

(c-ε)n<Un<(c + s)n

for sufficient large n with probability 1, ε being an arbitrary positive number.
Since

(3.3) M(ί)->oo as £->oo (a. s.),
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we have

(α - e)M(t) < SUM < (a + ε)M(t),

(c - β)M(ί) < UM«, <(c + e)M(t)

and

), (b-ε)M(t), ; (c-e)M(t))
M(t)

M(t)

t ,„_ , .WT^X , ,χ /r , ε)(Λfφ + 1)>...^c +

for sufficient large £ with probability 1, which give (3.1) with (vii) and (3.3).
On the other hand, we have

t > φ(SMct), 2Vcί), , ί/jfcί)) ^Γ min(SVcί)>

which implies

M(t) ^ max (N*(γ), Nr(γ)>

and

M(t}a^Nχ{—) +NY(—) H \-Nz( — ) for

and so we see by Lemma 1 that

lim < + oo for ex. ^> 0.

Therefore we get

Γ / 71/f/ Λα \ 2Ί

> for all

that is, these second moments of M(t)a/ta are bounded at t=co, which implies
that (3.1) can be integrated term by term, giving (3.2).

REMARK. We can prove by the similar way the following theorem, which
is a more general extension of Theorem 3. First of all, we set an assumption:

(viii) There exist positive numbers T and μ such that

in (x,y, , z)Y
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for sufficiently large x,y, ,z and

lim - φ(xn, yn, , zri)
w-»oo nμ

exists and is equal to a continuous function Φ(x, y, •••,%).

THEOREM 4. Under the conditions (i)— (v) and (viii), we have

(3.4) ^ - («...)
*-><*> t Φ(a, 6, ,c)

,« - r ,, 77 . Λ(3.5) lim — ^ = -r; — 7 - — /or αZZ a > 0.α a

The argument analogous to the proofs of Theorems 1 and 2 in the preced-
ing section gives the following

THEOREM 5. Under the notations of this section, the following three
conditions (3.6), (3.7) and (3.8) are equivalent:

(3.6) limj« 1 /or «-!,%...;α α

h(3.8)

/or α: = 0,l,2,

In conclusion, the author expresses his sincerest thanks to Professors T.
Kawata and K. Kunisawa who have given valuable advices.
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