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Abstract. We study the generalized Whittaker models for G =
GSp(2,R) associated with indefinite binary quadratic forms when they arise
from two standard representations of G: (i) a generalized principal series rep-
resentation induced from the non-Siegel maximal parabolic subgroup and (ii) a
(limit of) large discrete series representation. We prove the uniqueness of such
models with moderate growth property. Moreover we express the values of the
corresponding generalized Whittaker functions on a one-parameter subgroup
of G in terms of the Meijer G-functions.

0. Introduction.

Let G = GSp(2) be the symplectic group with similitude defined over the
field Q of rational numbers. When we wish to write down the Fourier expan-
sion of automorphic forms on GA along its Siegel parabolic subgroup, we neces-
sitate not only the Whittaker models but also the generalized Whittaker mod-
els (see Section 1 for details). Our concern in this paper is the local theory of
generalized Whittaker models at the real place, which still lies in an intermedi-
ate state. For example, in the paper [PS], which had circulated since the late
1970s, I. I. Piatetski-Shapiro stated the multiplicity free theorem of such models
for G := GR = GSp(2,R) without a proof ([PS, Theorem 3.1]). However nobody
seems to establish it up to today. For the generalized Whittaker model for G

associated with a definite binary quadratic form, there are some results support-
ing Piatetski-Shapiro’s assertion. Besides H. Yamashita’s result [Y] in a general
setting, there are several detailed studies for specific kinds of representations of G

([Ni], [Mi-1], [Mi-2], [Is]), where the multiplicity free results as well as explicit
formulae of generalized Whittaker functions are obtained (see Subsection 8.3). On
the other hand, little is known about the generalized Whittaker models associated
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with indefinite binary quadratic forms, although they are equally important in the
study of automorphic forms on GA. The purpose of this paper is to study them
for two kinds of standard representations of G.

To be more precise, let P = M nN be the (standard) Siegel parabolic sub-
group of G. For each symmetric matrix β = tβ ∈ Mat(2)R, we define a character
ψβ : NR → C(1) by

ψβ

((
I2 x

02 I2

))
= exp

(
2π
√−1 tr(βx)

)
.

Suppose that the character ψβ is non-degenerate (i.e. det(β) 6= 0). We denote
by Mβ the identity component (as an algebraic group) of the stabilizer of ψβ in
M and set Rβ := Mβ,R nNR. For each quasi-character χ of Mβ,R, we have a
quasi-character χ · ψβ of Rβ and an induced representation

C∞(Rβ\G;χ · ψβ)

:=
{
W : G

C∞−→ C | W (rg) = (χ · ψβ)(r)W (g), ∀(r, g) ∈ Rβ ×G
}
,

on which G acts by right translation. The totality of functions in C∞(Rβ\G;χ·ψβ)
having moderate growth property is denoted by C∞mg(Rβ\G;χ · ψβ). We denote
the Lie algebra of G by g and take a (standard) maximal compact subgroup K of
G. For a quasi-simple (g,K)-module (π, Hπ), we set

GWG(π, χ · ψβ) := Homg,K(Hπ, C∞(Rβ\G;χ · ψβ)),

which is called the space of generalized Whittaker functionals for π. By a general-
ized Whittaker function belonging to π, we understand the image Φ(v) of a vector
v ∈ Hπ under some Φ ∈ GWG(π, χ · ψβ). If Φ ∈ GWG(π, χ · ψβ) belongs to the
subspace

GWmg
G (π, χ · ψβ) := Homg,K

(
Hπ, C∞mg(Rβ\G;χ · ψβ)

)
,

then we say Φ and Φ(v) have the moderate growth property. From the view point
of automorphic forms, the following two problems are fundamental:

Problem (A). Estimate the dimensions of GWG(π, χ · ψβ) and
GWmg

G (π, χ · ψβ). In particular, determine whether the multiplicity free prop-
erty dimC GWmg

G (π, χ · ψβ) ≤ 1 holds or not.
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Problem (B). Find tractable formulae of the generalized Whittaker func-
tions Φ(v) for Φ ∈ GWmg

G (π, χ · ψβ) and appropriate vectors v ∈ Hπ.

In connection with Problem (B), the following problem is also important.

Problem (C). Construct a non-zero element in GWmg
G (π, χ·ψβ), especially

when the estimate dimC GWmg
G (π, χ · ψβ) ≤ 1 holds.

Let us summarize the current status of these problems according as the sig-
nature of det(β).

The case of det(β) > 0. As we mentioned above, there are some posi-
tive results on the Problem (A) in this case. In the first place, H. Yamashita
[Y] obtained a result closely related to the Problem (A), which we now explain.
For an irreducible unitary representation (π, Hπ) of G, we consider the space of
continuous intertwining operators

GW∞
G (π, χ · ψβ) := HomG(H ∞

π , C∞
(
Rβ\G;χ · ψβ)

)
.

Here H ∞
π stands for the smooth vectors in Hπ equipped with the usual C∞-

topology. Note that there is a natural inclusion GW∞
G (π, χ · ψβ) ⊂ GWmg

G (π, χ ·
ψβ) (cf. [Wal, Section 5.1]). Then a result of H. Yamashita ([Y, Theorem 6.9 (3)]),
who works for general connected semisimple groups of hermitian type, implies that
dimC GW∞

G (π, χ · ψβ) ≤ 1 under the following three conditions: det(β) > 0, the
restriction of π to G0 := Sp(2,R) remains irreducible, and the restriction of χ

to Mβ,R ∩ G0(∼= O(2)) is real-valued. Meanwhile, in the early 1990s, S. Niwa
[Ni] constructed the generalized Whittaker functions on G associated with defi-
nite quadratic forms by using theta liftings. He gives an integral expression of the
generalized Whittaker function on G belonging to the spherical principal series rep-
resentation. T. Miyazaki [Mi-1], [Mi-2] and T. Ishii [Is] extended Niwa’s study to
several standard representations and some derived functor modules by construct-
ing differential equations satisfied by the generalized Whittaker functions. More
recently, D. Prasad and R. Takloo-Bighash [Pr-TB], [TB] determine the dimen-
sion of GW∞

G (π, χ · ψβ) for the discrete series representations π when det(β) > 0
by using theta liftings. In a paper of A. Pitale and R. Schmidt [Pi-Sch], the case
of holomorphic discrete series representations is also studied.

The case of det(β) < 0. First we note that GWmg
G (π, χ · ψβ) = {0} for

a holomorphic discrete series representation π of G (cf. [Pi-Sch]), which can be
seen as a paraphrase of Koecher’s principle for holomorphic automorphic forms.
In [Mi-2], the case of some derived functor modules with small Gel’fand-Kirillov
dimensions are studied. However there seems to be no detailed investigation for
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standard representations. In fact, a recent investigation with T. Ishii tells us
that Problem (A) becomes more subtle when det(β) < 0. To explain it, suppose
that π is an irreducible principal series representation of G induced from the Borel
subgroup. Then it seems possible to construct two linearly independent functionals
in

Homg0,K0

(
Hπ, C∞mg(Rβ\G;χ · ψβ)

)
, g0 := sp(2,R), K0 := G0 ∩O(4)

by using the Novodvorsky local zeta integrals (cf. Section 9). Nevertheless, we can
still prove that dimC GWmg

G (π, χ · ψβ) ≤ 1 thanks to the non-trivial outer auto-
morphism of Sp(2,R). This phenomenon, which we do not encounter when
det(β) > 0, suggest that the appropriate group for multiplicity free theorem should
be the disconnected group G = GSp(2,R), not the connected group Sp(2,R).

Now we are in the position to state our main results of this paper:

Main Results (see Theorems 5.1, 6.1, 7.1, and 8.1 for precise statements).
Suppose that det(β) < 0 and take an arbitrary quasi-character χ of Mβ,R. Let
(π, Hπ) be either (i) an irreducible generalized principal series representation of
G induced from the non-Siegel maximal parabolic subgroup P1 (an irreducible
P1-principal series representation) or (ii) a (limit of) large discrete series represen-
tation. Then we have the following assertions:

(1) The space GWmg
G (π, χ · ψβ) is at most one dimensional.

(2) If π is equivalent to an irreducible P1-principal series representation, then we
have dimC GWG(π, χ · ψβ) ≤ 4.

(3) For an element Φ ∈ GWmg
G (π, χ · ψβ), the values of the generalized Whit-

taker function Φ(v) corresponding to some specific vector v ∈ Hπ on a one-
parameter subgroup of G can be expressed by the Meijer G-function G4,0

2,4(z).

The main results should play the following important roles in automorphic
forms. In the first place, the multiplicity free theorem (1) allows us to express the
global generalized Whittaker function arising from a Hecke eigen form on GA as
a product of the generalized Whittaker function on GR and a function on GAf .
Besides, there are several automorphic L-functions whose integral representations
involve generalized Whittaker functions on GA (e.g. [An], [PS], [An-Ka],
[PS-Ra], [F]). In fact, the direct motivation of our investigation is to extend
our earlier results [Mo] on the spinor L-function to a cusp form not having global
Whittaker models by evaluating the real local zeta integrals of Andrianov ([An],
[PS]). Note that our explicit formulae in (3) are quite suitable for this purpose,
because they are given by inverse Mellin transforms, the Meijer G-functions. We
hope to discuss this issue in a future paper, which is also an indispensable step to
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study arithmetic properties of the spinor L-function (e.g. [Ha], [Le]).
Our proof of the main results is done by analyzing the differential equations

satisfied by the generalized Whittaker functions, which is basically parallel to
[Mi-1], [Mi-2], and [Is]. Besides, there are two crucial points in our proof. One is
the fact that the generalized Whittaker function with moderate growth property
decreases rapidly in a certain direction (Lemma 3.3). The other is the determina-
tion of rapidly decreasing solutions of a fourth order generalized hypergeometric
equation (Proposition 9.2). Thanks to Proposition 9.2, we can prove our main
results without assuming any conditions on χ. This is quite satisfactory when we
apply our results to automorphic forms.

The organization of this paper is as follows. In Section 1, we introduce a
Fourier expansion of automorphic forms on GA involving the usual and general-
ized Whittaker functions, which motivates us to study the generalized Whittaker
models. In particular, we prove the absolute convergence of the integral defining
the global generalized Whittaker function arising from a cusp form, which is a
delicate problem when −det(β) ∈ (Q×)2. Moreover we give several equivalent
conditions for a cusp form on GA to have a non-zero global Whittaker function
(Proposition 1.2). In Section 2 we collect some basic notation concerning the Lie
group G0 and introduce two kinds of standard representations of G in the main
results. In Section 3, we define the generalized Whittaker functions on G0. We dis-
cuss the restriction of generalized Whittaker functions to a two-dimensional split
torus S of G0 satisfying G0 = (Rβ∩G0)SK0 for det(β) < 0. We also prove the key
observation (Lemma 3.3) mentioned above. Our proof of the main results occupies
Section 4–Section 8. In Section 4, we introduce two kinds of differential operators
acting on the generalized Whittaker functions, the shift operators and the Casimir
operators. We compute the S-radial part of these two differential operators. In
Section 5 and Section 6 (resp. Section 7) we treat P1-principal series representa-
tions (resp. (limits of) large discrete series representations). In each section, we
derive a system of differential equations for the generalized Whittaker function by
using differential operators constructed in Section 4. By a careful analysis of these
differential equations, we obtain our explicit formulae. In Section 8, after clarify-
ing the relation between the generalized Whittaker functions on G0 and those on
G, we prove the multiplicity free theorem (Theorem 8.2) for det(β) < 0. We also
prove the multiplicity free theorem for det(β) > 0 (Theorem 8.3), which is a re-
formulation of the results of T. Miyazaki [Mi-1]. In Section 9, we state and prove
the above-mentioned key result (Proposition 9.2) on generalized hypergeometric
differential equations. In the final section, we propose an approach to Problem
(C) via Novodvorsky’s local zeta integrals ([No]) when det(β) < 0.

Notation and Conventions.

(i) For each place v of the field Q of rational numbers, we denote by Qv the
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completion of Q at v. The module of an element x ∈ Qv is denoted by |x|v.
For a finite place p of Q, Zp stands for the ring of integers in Qp. The adele
ring (resp. the ring of finite adeles, the idele group) is denoted by A (resp. Af ,
A×). The module of an element x ∈ A× is denoted by |x|A or simply by |x|.
Unless otherwise stated, we understand that all the measures on locally compact
unimodular groups are the Haar measures.

(ii) Let G = GSp(2) be the symplectic group with similitude of degree two,
which is defined by

G :=
{
g ∈ GL(4) | tgJ4g = ν(g)J4 for some ν(g) ∈ Gm

}
, J4 :=

(
02 I2

−I2 02

)
.

We regard G as an algebraic group defined over Q. For any Q-algebra R, the
group of R-valued points of G is denoted by GR. We adopt the same convention
for other algebraic groups. For each element g = (gv) = (gv,i,j)1≤i,j≤4 ∈ GA, we
define its norm ‖g‖ by

‖g‖ :=
∏
v

‖gv‖v with ‖gv‖v := max
{|gv,i,j |v, |(g−1

v )i,j |v | 1 ≤ i, j ≤ 4
}
.

As a maximal compact subgroup KA of GA, we take

KA :=
∏
v

Kv with K∞ := O(4) ∩GR and Kp := GL(4,Zp) ∩GQp (∀p < ∞).

We also use the following notation:

G := GR = GSp(2,R), G0 ≡ Sp(2,R) = {g ∈ G | ν(g) = 1},
K = K∞, K0 := K ∩G0.

We write the Lie algebras of G, G0, and K0 by g, g0, and k, respectively. If there
is no fear of confusion, we do not distinguish a smooth representation of G (resp.
G0) from its underlying (g,K)-module (resp. (g0,K0)-module). For an arbitrary
Lie subalgebra l of g, its complexification l⊗C is denoted by lC . We denote the
dual space HomC(lC ,C) of lC by l∗C .

(iii) Let L be a Lie group with Lie algebra l = Lie(L). For a C∞-function f

on L, we set

[RXf ](x) :=
d

dt

∣∣∣∣
t=0

f(x exp(tX)), X ∈ l, x ∈ L.



Generalized Whittaker functions 1209

This action of l can be extended to that of the universal enveloping algebra U(l)
of l. We also write f(x;X) for [RXf ](x) (X ∈ U(l)).

(iv) For a positive integer n, Mat(n) stands for the algebraic group of n × n

matrices defined over Q.

Acknowledgments. I would like to express my gratitude to Professor
Takayuki Oda, who explained me importance of generalized Whittaker models
more than ten years ago. I am grateful for Professors Masaaki Furusawa, Taku
Ishii, and Masao Tsuzuki for their interests and fruitful discussions on this work.
Thanks also go to Dr. Tadashi Miyazaki, who informed me of an error in the
earlier version of this paper. I wish to thank the referees for suggesting some
improvements in the original version of this paper.

1. Fourier expansions of automorphic forms on GSp(2).

In this section, we formulate a Fourier expansion of automorphic forms on
GSp(2)A along the Siegel parabolic subgroup (cf. [PS], [Su]) in order to motivate
our study of generalized Whittaker functions on GSp(2,R). The expansions are
expressed in terms of the global Whittaker functions and the global generalized
Whittaker functions. Although almost all materials here might be found in the
literature, we put them together for the sake of convenience. Moreover we give
interesting equivalent conditions for a cusp form to have a non-zero global Whit-
taker function (Proposition 1.2).

1.1. The first step of the Fourier expansion.
The center of G is given by Z := {z14 ∈ G | z ∈ Gm}. We denote the space of

automorphic forms on GA (resp. the space of cusp forms on GA) with central char-
acter ω : Q×\A× → C(1) by A (GQZA\GA;ω) (resp. A cusp(GQZA\GA;ω)).
We fix a maximal parabolic subgroup P of G corresponding to the short root
(the so-called Siegel parabolic subgroup) and its Levi decomposition P = MN as
follows:

P :=
{( ∗ ∗

02 ∗
)
∈ G

}
,

M :=
{

m(h, λ) :=
(

h 02

02 λth−1

)∣∣∣∣ h ∈ GL(2), λ ∈ Gm

}
,

N :=
{(

I2 x

02 I2

)∣∣∣∣ x ∈ Sym(2)
}

,

where we set Sym(2) := {x ∈ Mat(2) | tx = x}. Let ψ : Q\A → C(1) be a
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non-trivial character of Q\A characterized by ψ(t∞) = exp(2π
√−1t∞) (t∞ ∈ R).

For each β ∈ Sym(2)Q, we define a character ψβ of NA by

ψβ

((
I2 x

02 I2

))
= ψ(tr(βx)).

An automorphic form F ∈ A (GQZA\GA;ω) have the following Fourier expansion

F (g) =
∑

β∈Sym(2)Q

Fβ(g), Fβ(g) :=
∫

NQ\NA

dnF (ng)ψβ(n)−1. (1.1)

For each β ∈ Sym(2)Q, the β-th coefficient function Fβ(g) satisfies the relation

Fβ(ng) = ψβ(n)Fβ(g), ∀(n, g) ∈ NA ×GA.

In order to describe relations between the coefficient functions {Fβ |β ∈ Sym(2)Q},
we introduce the right action of M on Sym(2) by

β ·m(h, λ) := λ−1thβh, (β ∈ Sym(2), m(h, λ) ∈ M). (1.2)

Lemma 1.1. Take two symmetric matrices β, β′ ∈ Sym(2)Q. Suppose that
there exists an element m ∈ MQ such that β′ = β ·m. Then we have

Fβ′(g) = Fβ(mg), ∀g ∈ GA.

For β, β′ ∈ Sym(2)Q, we write β ∼MQ
β′ if there exists an element

m ∈ MQ such that β′ = β · m. In view of Lemma 1.1, an automorphic
form F ∈ A (ZAGQ\GA;ω) is determined by the coefficient functions {Fβ(g) |
β ∈ Sym(2)Q/ ∼MQ

}. A complete set of representatives for the coset space
Sym(2)Q/ ∼MQ

is given by

{02} ∪
{

β(1) :=
(

0 0
0 1

)}
∪

{
β

(2)
d :=

(
1 0
0 −d

) ∣∣∣∣ d ∈ Q×/(Q×)2
}

. (1.3)

Suppose that F is a cusp form. Then the function F02(g) vanishes identically,
because it is nothing but the constant term of F along P. Hence the equation
(1.1) tells us that at least one of the following three conditions holds:

(Rk1): there exists a non-zero symmetric matrix β ∈ Sym(2)Q such that det(β) =
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0 and Fβ(g) 6≡ 0;
(Rk2-D): there exists a symmetric matrix β ∈ Sym(2)Q such that det(β) > 0 and
Fβ(g) 6≡ 0;
(Rk2-ID): there exists a symmetric matrix β ∈ Sym(2)Q such that det(β) < 0 and
Fβ(g) 6≡ 0.

Remark. A result of J. S. Li [Li] tells us that an arbitrary non-zero cusp
form F ∈ A cusp(GQZA\GA;ω) satisfies either (Rk2-D) or (Rk2-ID). This can be
seen from Proposition 1.2 below, too. It is well known that a holomorphic cusp
form F on GA satisfies neither (Rk1) nor (Rk2-ID).

In the next two subsections, we shall express the functions Fβ(g) (β 6= 02)
in terms of the global Whittaker functions and the global generalized Whittaker
functions to get a finer expansion of F (g).

1.2. The second step of the Fourier expansion, the case of det(β)
= 0.

In this subsection, we consider the case where β ∈ Sym(2)Q satisfies det(β) =
0 and β 6= 02. By Lemma 1.1, we may assume that β = β(1) =

(
0 0
0 1

)
. We fix a

maximal unipotent subgroup of G defined over Q as follows:

N0 :=





n(x0, x1, x2, x3) :=




1 x1 x2

1 x2 x3

1
1







1 x0

1
1
−x0 1


 ∈ G





.

For each g ∈ GA, we put hF (x0; g) = Fβ(1)(n(x0, 0, 0, 0)g), (x0 ∈ A/Q). Applying
the Fourier inversion formula to hF (x0; g), we have

Fβ(g) =
∫

Q\A
hF (x0; g)dx0 +

∑

α∈Q×
WF (diag(α, 1, α−1, 1)g). (1.4)

Here WF (g) is the global Whittaker function attached to F defined by

WF (g) :=
∫

Q\A
hF (x0; g)ψ(x0)−1dx0

=
∫

(Q\A)4
F (n(x0, x1, x2, x3)g)ψ(x0 + x3)−1dx1dx2dx3dx0. (1.5)

An automorphic form F on GA is said to be globally generic if the global Whit-
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taker function WF (g) attached to F does not vanish identically. We give several
characterizations of globally generic cusp forms:

Proposition 1.2. For a cusp form F (g) on GA, the following four condi-
tions are equivalent :

( i ) F is globally generic;
( ii ) the condition (Rk1) holds;
(iii) for each β ∈ Sym(2)Q satisfying −det(β) ∈ (Q×)2, we have Fβ(g) 6≡ 0;
(iv) the integral FZ(g) :=

∫
Q\A F (n(0, x1, 0, 0)g)dx1 (g ∈ GA) does not vanish

identically.

Proof. (i) ⇒ (ii): This is immediate from the definition (1.5) of the global
Whittaker function. (ii)⇒ (i): Since F is assumed to be a cusp form, the first term
of the right hand side of (1.4) vanishes. This implies that the global Whittaker
function WF (g) does not vanish identically. (i) ⇒ (iii): Define two elements w1

and w2 of GQ by

w1 :=




1
1

1
1


 and w2 :=




1
−1

1
1


 . (1.6)

Then we have

WF (g)

=
∫

(Q\A)4
F

(
n(x0, x1, 0, 0)n(0, 0, x2, x3)g

)
ψ(−x0 − x3)dx1dx0dx2dx3

=
∫

(Q\A)4
F

(
w−1

2 n(x0, x1, 0, 0)n(0, 0, x2, x3)g
)
ψ(−x0 − x3)dx1dx0dx2dx3

=
∫

(Q\A)4
F

(
n(0, x1,−x0, 0)w−1

2 n(0, 0, x2, x3)g
)
ψ(−x0 − x3)dx1dx0dx2dx3.

Therefore we know that

∫

(Q\A)2
F

(
n(0, x1, x0, 0)g

)
ψ(x0) dx0dx1 6≡ 0.

Hence it follows from the equality
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∫

(Q\A)2
F

(
n(0, x1, x2, 0)g

)
ψ(x2) dx1dx2

=
∑

a∈Q

∫

(Q\A)3
F

(
n(0, x1, x2, x3)g

)
ψ(x2 + ax3) dx1dx2dx3

that there exists a ∈ Q such that Fβ(g) 6= 0 for β =
( 0 −1/2
−1/2 −a

)
. By Lemma 1.1,

this implies (iii). Finally the implications (iii) ⇒ (iv) ⇒ (i) are proved in [K-R-S,
Lemma 8.2], for example. ¤

Remark. The above proof shows that the implications (i) ⇒ (ii) and (i) ⇒
(iii) hold even if F is not a cusp form. The converse implications (ii) ⇒ (i) and
(iii) ⇒ (i) are not valid if F is not a cusp form (cf. [Ma, p. 306]).

1.3. The second step of the Fourier expansion, the case of det(β)
6= 0.

Next we consider the case where det(β) 6= 0. For each β ∈ Sym(2)Q with
det(β) 6= 0, the identity component (as an algebraic group) of the stabilizer of β

in M is given by Mβ = {m(h, det(h)) | thβh = det(h)β}. Let

kβ := Q[t]/(t2 + detβ) ∼=
{

Q(
√−det β) −detβ 6∈ (Q×)2;

Q⊕Q −detβ ∈ (Q×)2,

be a quadratic separable algebra over Q. We set Akβ
:= A ⊗Q kβ . Note that

there is an isomorphism Mβ
∼= Reskβ/Q GL(1) or Mβ

∼= GL(1)×GL(1) according
as −det β 6∈ (Q×)2 or −detβ ∈ (Q×)2. By Lemma 1.1, we have Fβ(γg) = Fβ(g)
(γ ∈ Mβ,Q). In order to get an expansion of Fβ(g), we set

Ξω :=
{
χ : Mβ,Q\Mβ,A → C(1) | character, χ(z) = ω(z) (∀z ∈ ZA)

}
,

Ξ0 :=
{
χ : Mβ,Q\Mβ,A → C(1) | character, χ(z) = 1 (∀z ∈ ZA)

}
.

We define the subgroup Rβ of G by Rβ = Mβ nN. For each character χ ∈ Ξω,
we define a character χ · ψβ of Rβ,A by

(χ · ψβ)(mn) = χ(m)ψβ(n), (m,n) ∈ Mβ,A ×NA.

We consider the following integral

W
χ·ψβ

F (g) :=
∫

ZAMβ,Q\Mβ,A

Fβ(mg)χ(m)−1dm, g ∈ GA. (1.7)
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If the integral (1.7) converges absolutely, then we call W
χ·ψβ

F (g) the global gener-
alized Whittaker function attached to F with respect to the character χ ·ψβ . The
global generalized Whittaker function W

χ·ψβ

F (g) belongs to the following space

C∞
(
Rβ,A\GA;χ · ψβ

)

:=
{

W : GA
C∞→ C | W (rg) = (χ · ψβ)(r)W (g), ∀(r, g) ∈ Rβ,A ×GA

}
.

(1.8)

For a fixed Haar measure on ZAMβ,Q\Mβ,A, we denote by dχ the Haar measure
on Ξ0 dual to it. Fix an arbitrary element χ1 of Ξω. Through the bijection
Ξ0 3 χ 7→ χ · χ1 ∈ Ξω, we have a measure on Ξω, which is independent of the
choice of the base point χ1. The measure on Ξω obtained in this manner is also
denoted by dχ. Then we have the following expansion of Fβ when det(β) 6= 0.

Proposition 1.3. Let F ∈ A (GQZA\GA;ω) be an automorphic form on
GA with central character ω.

(i) Suppose that −det(β) 6∈ (Q×)2. Then ZAMβ,Q\Mβ,A is a compact
abelian group and the integral (1.7) converges absolutely. Moreover if we nor-
malize the Haar measure on ZAMβ,Q\Mβ,A so that the total volume is one, then
we have the following inversion formula:

Fβ(g) =
∫

Ξω

W
χ·ψβ

F (g)dχ =
∑

χ∈Ξω

W
χ·ψβ

F (g). (1.9)

(ii) Suppose that −det(β) ∈ (Q×)2. If F is a cusp form, then the integral
(1.7) converges absolutely. Moreover we have

Fβ(g) =
∫

Ξω

W
χ·ψβ

F (g)dχ. (1.10)

Proof.

(i) Suppose that −det(β) 6∈ (Q×)2. Then the abelian group ZAMβ,Q\Mβ,A

is compact, for it is isomorphic to A×k×β \A×
kβ

. Hence the measure dχ of Ξω is the
pointing measure. This proves the inversion formula (1.9).

(ii) By Lemma 1.1, we may assume that β =
(

0 1
1 0

)
. Then we have

Mβ = {z diag(y, 1, 1, y) | y, z ∈ Gm}.

We shall prove the convergence of the integral
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∫

Q×\A×
d×y

∫

NQ\NA

dn|F (n diag(y, 1, 1, y)g)| (1.11)

for each g ∈ GA. Since diag(y, 1, 1, y) commutes with n(0, 0, x2, 0), it suffices to
show that the integral

∫

Q×\A×
d×y

∫

(Q\A)2
dx1dx3

∣∣F (n(0, x1, 0, x3) diag(y, 1, 1, y)g)
∣∣ (1.12)

converges absolutely for all g ∈ GA and defines a bounded function on each
compact subset Ω of GA. Moreover, it is easy to see that

∫
Q×\A×
|y|≤1

d×y

∫

(Q\A)2
dx1dx3

∣∣F (n(0, x1, 0, x3) diag(y, 1, 1, y)g)
∣∣

=
∫

Q×\A×
|y|≥1

d×y

∫

(Q\A)2
dx1dx3

∣∣F (n(0, x3, 0, x1) diag(y, 1, 1, y)w1g)
∣∣.

Hence our assertion follows from Lemma 1.4 below. ¤

Lemma 1.4. Let F ∈ A cusp(GQZA\GA;ω) be a cusp form on GA with
central character ω. Fix r ≥ 1 and a compact subset Ω of GA. Then there exists
a constant C > 0 such that

|F (n(0, x1, 0, x3) diag(y, 1, 1, y)u)| ≤ C × |y|−r
A ,

∀(x1, x3) ∈ A2, ∀y ∈ A× with |y|A ≥ 1, and ∀u ∈ Ω.

Proof (similar to [J-S, Lemma 3.4 (i)]). Let A0 := {diag(a0a1, a0a2, a
−1
1 ,

a−1
2 ) | ai ∈ Gm} be the maximal Q-split torus in G. For ∞ ≥ t′ > t > 0, we set

A0,A(t′; t) :=
{

diag(a0a1, a0a2, a
−1
1 , a−1

2 )

∈ A0,A

∣∣∣∣ t′ >

∣∣∣∣
a1

a2

∣∣∣∣ > t and t′ > |a0a
2
2| > t

}
.

By the compactness of KA · Ω, we have

KA · Ω ⊂ N0,A ·A0,A(t2; t1) ·KA

for some ∞ > t2 > t1 > 0. Since F is a cusp form with central character, it
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is rapidly decreasing on N0,AA0,A(∞; t)KA for every t > 0. That is, for each
(r1, r2) ∈ R2 there exists a constant C > 0 such that

∣∣F (
n diag(a0a1, a0a2, a

−1
1 , a−1

2 )k
)∣∣ ≤ C

∣∣∣∣
a1

a2

∣∣∣∣
−r1∣∣a0a

2
2

∣∣−r2

∀n ∈ N0,A, ∀diag
(
a0a1, a0a2, a

−1
1 , a−1

2

) ∈ A0,A(∞; t), ∀k ∈ KA.

(1.13)

We shall rewrite the element n(0, x1, 0, x3) diag(y, 1, 1, y)u in order that we can
apply the estimate (1.13) to it. By reduction theory for GL(2), there exists a
constant t0 > 0 independent of x3 and y such that

(
1 x3y
0 y

)
= γ2

(
1 x′3
0 1

)(
b1 0
0 b2

)
k2

for some γ2 ∈ GL(2)Q, b1, b2 ∈ A× with |b1/b2| ≥ t0, x′3 ∈ A, and k2 ∈ O(2) ·
GL(2, Ẑ). We also have

(
y x1

0 1

)
=

(
det(γ2) 0

0 1

)(
1 x′1
0 1

)(
b1b2 0
0 1

)(
det(k2) 0

0 1

)

with x′1 = det(γ2
−1)x1. Hence we have

n(0, x1, 0, x3) diag(y, 1, 1, y) = γn
(
0, x′1, 0, x′3

)
diag(b1b2, b1, 1, b2)k (1.14)

for some γ ∈ GQ and k ∈ KA.
We first consider the case where b2 ∈ A× in (1.14) can be taken so that

|b2| ≥ 1. Then we have

n(0, x1, 0, x3) diag(y, 1, 1, y)u ∈ GQN0,AA0,A(∞; t3)KA

with t3 := t1 min{1, t0}. Hence for each (r1, r2) ∈ R2, there exists a constant
C1 > 0 such that

F
(
n(0, x1, 0, x3) diag(y, 1, 1, y)u

) ≤ C1 × |b2|−r1

∣∣∣∣
b1

b2

∣∣∣∣
−r2

.

We set r1 = 2r and r2 = r. By noting |b1b2| = |y|, we have the estimate of the
lemma in this case. Next we suppose that |b2| ≤ 1. In the expression
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n(0, x1, 0, x3) diag(y, 1, 1, y) = γw1n
(
0, x′3, 0, x′1

)
diag(b1, b1b2, b2, 1)w−1

1 k,

we note that γw1 ∈ GQ, diag(b1, b1b2, b2, 1) ∈ A0,A(∞; 1) and w−1
1 k ∈ KA. Hence

for each (r1, r2) ∈ R2 we can take a constant C2 > 0 such that

F
(
n(0, x1, 0, x3) diag(y, 1, 1, y)u

) ≤ C2 × |b2|r1 |b1b2|−r2 .

By putting r1 = 0 and r2 = r, we have the estimate of the lemma for |b2| ≤ 1,
too. ¤

1.4. The case of cusp forms.
Suppose that F ∈ A cusp(GQZA\GA;ω) is a cusp form on GSp(2)A. Then,

combining the results of the previous two subsections, we have the following Fourier
expansion of F :

F (g) =
∑

γ∈B′Q\MQ

Fβ(1)(γg) +
1
2

∑

d∈(Q×)2\Q×

∑

γ∈M
β
(2)
d

,Q
\MQ

F
β

(2)
d

(γg)

=
∑

γ∈B′Q\MQ

∑

α∈Q×
WF (diag(α, 1, α−1, 1)γg)

+
1
2

∑

d∈(Q×)2\Q×

∑

γ∈M
β
(2)
d

,Q
\MQ

∫

Ξω

W
χ·ψ

β
(2)
d

F (γg)dχ.

Here B′ :=
{
m

(( a11 a12
0 a22

)
, a2

22

) ∈ M
}

is the stabilizer of β(1) in M. Note that the
factor 1/2 comes from the fact that Mβ,Q is of index two in the stabilizer of β in
MQ.

Remark. The above expansion plus Proposition 1.2 implies that for a non-
zero cusp form F we can find β and χ such that the associated global generalized
Whittaker function W

χ·ψβ

F (γg) does not vanish. This is quite satisfactory, because
we can study the spinor L-function by the method of Andrianov [An], [PS] without
assuming any global conditions on F .

1.5. Local generalized Whittaker functions.
We introduce the local generalized Whittaker functions, which are local coun-

terpart of the global generalized Whittaker functions W
χ·ψβ

F (g). For a place v of Q,
we denote by ψv the restriction of the character ψ to Qv. For each β ∈ Sym(2)Qv

,
we define a character ψv,β of NQv

by
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ψv,β

((
I2 x

02 I2

))
= ψv(tr(βx)).

As before, we define Mβ to be the identity component of the stabilizer of β in M
and set Rβ := Mβ nN, which are algebraic subgroups of G defined over Qv. For
each quasi-character χ : Mβ,Qv

→ C×, we set

C∞
(
Rβ,Qv

\GQv
;χ · ψv,β

)

:=
{

W : GQv

C∞−→ C | W (rg) = (χ · ψv,β)(r)W (g), ∀(r, g) ∈ Rβ,Qv
×GQv

}
,

on which GQv
acts by right translation.

We now suppose that v = ∞ is the real place and set Rβ := Rβ,R. Recall that
a C∞-function f : G → C is said to be of moderate growth if there exist constants
C > 0 and M > 0 such that |f(g)| < C‖g‖M

∞ holds for all g ∈ G. If f and its all
derivatives f(g;X) (X ∈ U(g)) are of moderate growth with an exponent M > 0
common to all X ∈ U(g), then the function f is said to be of uniformly moderate
growth. We denote by C∞mg(Rβ\G;χ · ψβ) (resp. C∞umg(Rβ\G;χ · ψβ)) the totality
of functions in C∞(Rβ\G;χ·ψβ) of moderate growth (resp. of uniformly moderate
growth). Note that an automorphic form F ∈ A (ZAGQ\GA;ω) is of moderate
growth in the sense that there exist C > 0 and M > 0 such that

|F (g)| ≤ C × ‖g‖M , ∀g ∈ GA.

Hence, for each fixed gf ∈ GAf , the function W
χ·ψβ

F (gfg∞) in g∞ ∈ GR belongs
to the space C∞mg(Rβ\G;χ · ψβ). Hence we are led to the following definition.

Definition 1.5. Let (π, Hπ) be a quasi-simple (g,K)-module.

( i ) By a generalized Whittaker functional belonging to π, we understand an
element of the intertwining space

GWG(π, χ · ψβ) := Homg,K

(
Hπ, C∞(Rβ\G;χ · ψβ)

)
.

( ii ) If Φ ∈ GWG(π, χ · ψβ) belongs to the subspace

GWmg
G (π, χ · ψβ) := Homg,K

(
Hπ, C∞mg(Rβ\G;χ · ψβ)

)
,

then we say that it has the moderate growth property.

It is preferable that the multiplicity free property dimC GWmg
G (π, χ ·ψβ) ≤ 1
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holds for an arbitrary irreducible (g,K)-module (π, Hπ) and an arbitrary quasi-
character χ · ψβ . One of the main purposes of this paper is to prove that this
expectation is true when det(β) < 0 and (π, Hπ) is equivalent to one of two kinds
of irreducible (g,K)-modules introduced in the next section.

Before closing this section, we mention some results on the generalized Whit-
taker models in the non-archimedean case. In the first place, Bump, Friedberg,
and Furusawa [Bu-Fr-Fu] obtained an explicit formula of the unramified gener-
alized Whittaker function by the method of [C-S]. This is the ultimate result
extending an earlier result of Andrianov [An, Theorem 1] (cf. [Su, Proposition
2-5]). Some results related to the multiplicity freeness are proved in [No], [No-PS],
where the authors consider the stabilizer group of ψβ instead of its connected
component Mβ . Moreover F. Rodier [Ro] proved the following multiplicity free
theorem for the cuspidal representations of GQp :

Proposition 1.6 ([Ro, Theorem, p. 126]). Suppose that v = p < ∞ is
a finite place of Q. Let (π, Hπ) be a cuspidal irreducible admissible representa-
tion of GQp with trivial central character. Then the intertwining space HomGQp

(π, C∞(Rβ,Qp\GQp ;χ · ψβ)) is at most one dimensional.

2. The group Sp(2,R) and its representations.

In this section, we fix some notation concerning the Lie group Sp(2,R) and
introduce two kinds of standard representations of it.

2.1. Root systems and the irreducible K0-modules.
The maximal compact subgroup K0 of G0 = Sp(2,R) is isomorphic to the

unitary group U(2) := {g ∈ GL(2,C) | tgg = I2} of degree two. Fix an isomor-
phism κ : U(2) ∼= K0 by

κ : U(2) 3 A +
√−1B 7→ kA,B :=

(
A B
−B A

)
∈ K0, (A,B ∈ Mat(2)R).

The differential κ∗ of κ defines an isomorphism of Lie algebras: κ∗ : gl(2,C) ∼= kC .
A compact Cartan subalgebra of g0 is given by h := RT1 ⊕RT2, where

T1 := κ∗

((√−1 0
0 0

))
, T2 := κ∗

((
0 0
0
√−1

))
.

Define a C-basis {e1, e2} of h∗C by ei(Tj) =
√−1δij (1 ≤ i, j ≤ 2). Then the

root system ∆ = ∆(g0,C , hC) for the pair (g0,C , hC) is given by ∆(g0,C , hC) =
{±2e1,±2e2,±(e1 ± e2)}. We denote by ∆c (resp. ∆nc) the set of compact roots
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(resp. the set of non-compact roots) in ∆: ∆c = {±(e1−e2)} (resp. ∆nc = ∆\∆c).
We take a positive system ∆+ of ∆ as ∆+ := {2e1, e1 + e2, 2e2, e1− e2}. Then the
sets of compact and non-compact positive roots in ∆ are given by ∆+

c = ∆c ∩∆+

and ∆+
nc = ∆nc ∩∆+, respectively. For each symmetric matrix A ∈ Sym(2)C , we

define elements p±(A) of g0,C by

p±(A) :=
(

A ±√−1A

±√−1A −A

)
∈ g0,C .

Then we can take the root vectors X(α1,α2) ∈ g0,C corresponding to the non-
compact roots α1e1 + α2e2 = (α1, α2) ∈ ∆nc as follows:

X±(2,0) := p±

((
1 0
0 0

))
, X±(1,1) := p±

((
0 1
1 0

))
, X±(0,2) := p±

((
0 0
0 1

))
.

We set p± :=
⊕

α∈∆+
nc

CX±α.
The set of all the irreducible finite-dimensional representations of K0 is pa-

rameterized by their highest weights relative to ∆+
c . For each dominant integral

weight q = (q1, q2) = q1e1 + q2e2 ∈ h∗C (qi ∈ Z, q1 ≥ q2), we denote the corre-
sponding irreducible finite-dimensional representation by (τ(q1,q2), V(q1,q2)). The
dimension of the representation space V(q1,q2) is given by d + 1, where we set
d = dq = q1 − q2. There is a basis {vk | 0 ≤ k ≤ d} of (τ(q1,q2), V(q1,q2)) satisfying

τq

(
κ∗

((
1 0
0 0

)))
vk = (k + q2)vk, τq

(
κ∗

((
0 0
0 1

)))
vk = (−k + q1)vk,

τq

(
κ∗

((
0 1
0 0

)))
vk = (k + 1)vk+1, τq

(
κ∗

((
0 0
1 0

)))
vk = (d− k + 1)vk−1,

which we call the standard basis of (τ(q1,q2), V(q1,q2)). Here we understand that
v−1 = vd+1 = 0. Note that (Ad, p+) and (Ad, p−) are equivalent to τ(2,0) and
τ(0,−2), respectively. The correspondence of the bases are given by

(X(2,0), X(1,1), X(0,2)) 7→ (v2, v1, v0), (X(0,−2), X(−1,−1), X(−2,0)) 7→ (v2,−v1, v0).

The simple Lie algebra g0 has a R-split Cartan subalgebra a := RH1⊕RH2,
where we set

H1 := diag(1, 0,−1, 0), H2 := diag(0, 1, 0,−1).
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We denote the basis of a∗C dual to {H1,H2} by {e′1, e′2}. Then the root system
Σ = Σ(g0, a) for (g0, a) is given by {±2e′1,±2e′2,±(e′1±e′2)}. As a positive system of
Σ, we take Σ+ := {2e′1, 2e′2, e

′
1+e′2, e

′
1−e′2}. For each α = (α1, α2) = α1e

′
1+α2e

′
2 ∈

Σ+, we fix a root vector Eα as

E(2,0) := n∗

((
1 0
0 0

))
, E(1,1) := n∗

((
0 1
1 0

))
,

E(0,2) := n∗

((
0 0
0 1

))
, E(1,−1) :=




0 1 0 0
0 0 0 0
0 0 0 0
0 0 −1 0


 .

Here we set n∗(A) :=
( 02 A

02 02

) ∈ g0 for A ∈ Sym(2)R. For a negative root −α

(α ∈ Σ+), we fix a root vector E−α as E−α := tEα.

2.2. Standard representations of Sp(2,R).
In this subsection, we introduce two kinds of quasi-simple admissible repre-

sentations of Sp(2,R).

2.2.1. P1-principal series representations.
We define the non-Siegel maximal parabolic subgroup P1 of Sp(2,R) to be the

stabilizer of the line R·t(1, 0, 0, 0) in Sp(2,R). We fix the Langlands decomposition
P1 = M1A1N1 of P1 as follows:

M1 :=








ε1
a b

c
ε1

d




∣∣∣∣∣∣∣∣
ε1 = ±1,

(
a b
c d

)
∈ SL(2,R)





,

A1 :=
{

diag(a1, 1, a−1
1 , 1) | a1 > 0

}
, N1 := {n(x0, x1, x2, 0) | xi ∈ R}.

Let D±
n (n ≥ 1) be the (limit of) discrete series representation of SL(2,R) with

Blattner parameter±n. Then we have an irreducible unitary representation (σ, Vσ)
of M1 characterized by σ(diag(−1, 1,−1, 1)) = ε (ε = ±1) and σ|SL(2,R)

∼= D±
n ,

which we denote by σ = ε⊗D±
n . For ν1 ∈ C, we define a quasi-character exp(ν1) :

A1 → C× by

exp(ν1)
(
diag(a1, 1, a−1

1 , 1)
)

= aν1
1 .

Then the P1-principal series representation I(P1;σ, ν1) of G0 is realized on the
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space of all C∞-functions f : G0 −→ Vσ satisfying

f(mang) = σ(m) exp(ν1 + 2)(a)f(g),

∀(m,a, n, g) ∈ M1 ×A1 ×N1 ×G0,

on which G0 acts by right translation. The infinitesimal character of π is given
by ν1e

′
1 + (n − 1)e′2 ∈ a∗C/ ∼W , where W = W (g0, a) is the Weyl group for the

pair (g0, a). For an admissible representation (π, Hπ) of G0 and an irreducible
finite-dimensional representation τ of K0, we set [π; τ ] := dimC HomK0(τ, π), the
multiplicity of τ in π. From [Mi-1, Proposition 6.3], we quote the following:

Proposition 2.1. Let π = I(P1;σ, ν1) be a P1-principal series representa-
tion of G0. Then we have the following assertions:

( i ) if σ = (−1)n ⊗D+
n , then we have [π; τ(n,n)] = 1 and [π; τ(n−2,n−2)] = 0;

( ii ) if σ = (−1)n+1⊗D+
n , then we have [π; τ(n,n−1)] = 1 and [π; τ(n−1,n−2)] = 0;

(iii) if σ = (−1)n ⊗D−
n , then we have [π; τ(−n,−n)] = 1 and [π; τ(2−n,2−n)] = 0;

(iv) if σ = (−1)n+1⊗D−
n , then we have [π; τ(1−n,−n)] = 1 and [π; τ(2−n,1−n)] = 0.

We say that a P1-principal series representation π = I(P1;σ, ν1) of G0 is even
(resp. odd) if σ is of the form σ = (−1)n ⊗D±

n (resp. σ = (−1)n+1 ⊗D±
n ). We

denote by I(P1;σ, ν1)[c] (c ∈ C) the representation π of GSp(2,R) characterized
by

π|G0
∼= I(P1;σ, ν1)⊕ I(P1;σ∨,−ν1) and π(zI4) = zc (∀z > 0).

Here σ∨ stands for the contragradient representation of σ.

2.2.2. (Limits of) large discrete series representations.
Let D(λ1,λ2) be the (limit of) large discrete series representation of Sp(2,R)

with minimal K0-type τ(λ1,λ2), where (λ1, λ2) ∈ Z⊕2 satisfies 1 − λ1 ≤ λ2 ≤ 0 or
1 + λ2 ≤ −λ1 ≤ 0 (cf. [Kn, Theorem 9.20, Theorem 12.26, and p. 626–627], [Mo,
Subsection (1.2)]). The infinitesimal character of π is given by (λ1− 1)e1 +λ2e2 ∈
a∗C/ ∼W . We also note the following:

Proposition 2.2. Let π = D(λ1,λ2) be a (limit of ) large discrete series
representation of G0 with 1− λ1 ≤ λ2 ≤ 0. Then the minimal K0-type τ(λ1,λ2) of
π occurs in π with multiplicity one. Moreover, if an irreducible finite-dimensional
representation τ of K0 occurs in π, then τ is equivalent to τ(q1,q2) with

(q1, q2) = (λ1, λ2) + k(1, 1) + l(0,−2) for some k, l ∈ Z≥0.
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For each (λ1, λ2) ∈ Z⊕2 satisfying 1 − λ1 ≤ λ2 ≤ 0 and c ∈ C, there exists
an irreducible admissible representation π of GSp(2,R) characterized by

π |Sp(2,R)= D(λ1,λ2) ⊕D(−λ2,−λ1) and π(zI4) = zc, (∀z > 0),

which we denote by π = D(λ1,λ2)[c].

3. Generalized Whittaker functions on Sp(2,R).

We introduce the generalized Whittaker functions on G0 = Sp(2,R) and
prove their elementary properties. The relation with the generalized Whittaker
functions on G = GSp(2,R) will be discussed in Subsection 8.1.

3.1. Definition of local generalized Whittaker functions on
Sp(2,R).

We fix a symmetric matrix β ∈ Sym(2)R satisfying det(β) 6= 0. Let

Tβ := {t = m(h, 1) ∈ MR | thβh = β}

be the stabilizer of β in MR ∩ G0. Then the identity component (with respect
to the Euclidean topology) T ◦β of Tβ is isomorphic to SO(2) or R×

>0 according as
det(β) > 0 or det(β) < 0. We set R1

β := T ◦β nNR. For a quasi-character χ : T ◦β →
C×, we define a quasi-character χ·ψβ : R1

β → C× of R1
β by (χ·ψβ)(tn) = χ(t)ψβ(n)

(t ∈ T ◦β , n ∈ NR). Then we have a smooth representation induced from χ · ψβ :

C∞
(
R1

β\G0;χ · ψβ

)

:=
{
W : G0

C∞−→ C | W (rg) = (χ · ψβ)(r)W (g), ∀(r, g) ∈ R1
β ×G0

}
,

on which G0 acts by right translation. As in Subsection 1.5, a function f : G0 → C

is said to be of moderate growth if there exists a constant C > 0 and M > 0
such that |f(g)| ≤ C‖g‖M for all g ∈ G0. If f and its all derivatives f(g;X)
(X ∈ U(g0)) are of moderate growth with exponent M > 0 common to all X ∈
U(g0), then we say that the function f is of uniformly moderate growth. We
denote by C∞mg(R

1
β\G0;χ ·ψβ) (resp. C∞umg(R

1
β\G0;χ ·ψβ)) the space of functions

f ∈ C∞(R1
β\G0;χ ·ψβ) of moderate growth (resp. of uniformly moderate growth).

Definition 3.1. Let (π, Hπ) be a quasi-simple (g0,K0)-module.

( i ) By a generalized Whittaker functional, we understand an element of the
intertwining space
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GWG0(π, χ · ψβ) := Homg0,K0

(
Hπ, C∞(R1

β\G0;χ · ψβ)
)
.

For a vector v ∈ Hπ, we call its image Φ(v) under some Φ ∈ GWG0(π, χ·ψβ)
a generalized Whittaker function on G0 belonging to π.

( ii ) If Φ ∈ GWG0(π, χ · ψβ) belongs to the subspace

GWmg
G0

(π, χ · ψβ) := Homg0,K0

(
Hπ, C∞mg(R

1
β\G0;χ · ψβ)

)
,

then we say that Φ and Φ(v) have the moderate growth property.
(iii) For a non-zero element Φ ∈ GWG0(π, χ · ψβ), we call the whole image

Φ(Hπ) a generalized Whittaker model of π. If Φ ∈ GWmg
G0

(π, χ · ψβ), then
we say Φ(Hπ) has the moderate growth property.

Remark.

( i ) In the literature, generalized Whittaker functions are sometimes called
Bessel functions (e.g. [F], [TB], [Pr-TB], [Pi-Sch]), Siegel-Whittaker func-
tions (e.g. [Is]), or generalized Bessel functions (e.g. [No], [No-PS]).

( ii ) Since the generalized Whittaker function Φ(v) is right K0-finite and Z(g0)-
finite, it is a real analytic function on G0 by the elliptic regularity theorem.

Let β, β′ ∈ Sym(2)R be two symmetric matrices with det(β) 6= 0 and
det(β′) 6= 0. Suppose that there exists an element m0 = m(h, 1) ∈ MR ∩ G0

such that β · m0 = thβh = β′. Define a quasi-character χ′ of T ◦β′ = m−1
0 T ◦β m0

by χ′(t′) := χ(m0t
′m−1

0 ) (t′ ∈ T ◦β′). Then we have the following isomorphism of
G0-modules

C∞
(
R1

β\G0;χ · ψβ

) ∼= C∞
(
R1

β′\G0;χ′ · ψβ′
)
, (3.1)

which assigns W (g) to W (m0g). For a finite-dimensional K0-module (τ, Vτ ), we
set

C∞
(
R1

β\G0/K0;χ · ψβ ; τ
)

:=
{
W : G0

C∞−→ V ∨
τ | W (rgk) = (χ · ψβ)(r)τ∨(k)−1f(g),

∀(r, g, k) ∈ R1
β ×G0 ×K0

}
,

where (τ∨, V ∨
τ ) is the contragradient representation of (τ, Vτ ). Fix a K0-

equivariant map ιτ : Vτ → Hπ. For a generalized Whittaker functional Φ ∈
GWG0(π, χ·ψβ), we have a V ∨

τ -valued C∞-function W ∈ C∞(R1
β\G0/K0;χ·ψβ ; τ)

characterized by
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Φ(ιτ (v))(g) = 〈W (g), v〉, ∀g ∈ G0, ∀v ∈ Vτ .

Here 〈· , ·〉 stands for the canonical pairing between V ∨
τ and Vτ . We call the

function W ∈ C∞(R1
β\G0/K0;χ ·ψβ ; τ) defined from Φ in this way the generalized

Whittaker function on G0 of type (π, χ · ψβ , ιτ ). If τ is irreducible and occurs
in π with multiplicity one, then we simply say that f is of type (π, χ · ψβ , τ). If
Φ ∈ GWmg

G0
(π, χ·ψβ), then we say that the corresponding W ∈ C∞(R1

β\G0/K0;χ·
ψβ ; τ) has the moderate growth property.

3.2. Radial parts.
From now on, we shall assume that det(β) < 0. In view of (3.1), we may

suppose that β =
( 0 c/2

c/2 0

)
(c ∈ R×). We may further assume that c = 1, but we

do not assume it. It is easy to check that

T ◦β =
{

diag
(√

y1,
1√
y1

,
1√
y1

,
√

y1

) ∣∣∣∣ y1 > 0
}

.

For (t, y) ∈ R×R>0, we set

a(t, y) := exp
{

t · H0

2
+ log(y) · (H1 + H2)

2

}
with H0 := E(1,−1) + E(−1,1) ∈ g0.

Then we have

a(t, y) =




y1/2 ch(t/2) y1/2 sh(t/2)
y1/2 sh(t/2) y1/2 ch(t/2)

y−1/2 ch(t/2) y−1/2 sh(−t/2)
y−1/2 sh(−t/2) y−1/2 ch(t/2)


 .

Here we use the abbreviated expressions

ch(t) := cosh(t), sh(t) := sinh(t), and th(t) := tanh(t).

We define a closed abelian subgroup S of G0 by

S := {a(t, y) | t ∈ R, y > 0}.

Then we have the following:

Lemma 3.2. The multiplication map R1
β × S ×K0 3 (r, a, k) 7→ rak ∈ G0

gives a diffeomorphism R1
β × S ×K0

∼= G0.
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Proof. First we prove the surjectivity of the multiplication map. Consider
the usual action of SL(2,R) on the upper half plane H1 := {z ∈ C | Im(z) > 0}:
g · 〈z〉 := (az + b)/(cz + d)

(
g =

(
a b
c d

)
, z ∈ H1

)
. From the equality



√

y1 0

0
1√
y1




(
ch(t/2) sh(t/2)
sh(t/2) ch(t/2)

)
· 〈√−1〉 = y1

{
th(t)+

√−1
ch(t)

}
, (y1 > 0, t ∈ R),

we know that MR ∩ G0 = T ◦β S(MR ∩ K0). Since G0 = NR(MR ∩ G0)K0, this
proves R1

βSK0 = G0. To prove the injectivity, it is enough to show that ra1 = a2k

for some r ∈ R1
β , a1, a2 ∈ S, and k ∈ K0 implies r = k = I4 and a1 = a2, the proof

of which is an easy computation. Finally, Lemma 4.2 in the next section tells us
that

g0 = Ad(a−1) Lie
(
R1

β

)⊕ Lie(S)⊕ k, ∀a ∈ S. (3.2)

This decomposition implies that the multiplication map is a diffeomorphism. ¤

Let C∞(S; τ) be the space of V ∨
τ -valued C∞-functions on S. It follows from

Lemma 3.2 that the restriction map

C∞
(
R1

β\G0/K0;χ · ψβ ; τ
) → C∞(S; τ)

is an isomorphism. We call the restriction W|S(a(t, y)) of W (g) ∈
C∞(R1

β\G0/K0;χ · ψβ ; τ) to S the S-radial part of W (g). A well-known theo-
rem of Harish-Chandra [HC, Theorem 1] (see also [Bo, 5.6], [Bu, Section 2.10])
tells us that a C∞-function f : G0 → C of moderate growth is of uniformly mod-
erate growth if it is right K0-finite and Z(g0)-finite. Hence we have the following
isomorphism

GWmg
G0

(π, χ · ψβ) ∼= Homg0,K0

(
Hπ, C∞umg

(
R1

β\G0;χ · ψβ

))
(3.3)

for a quasi-simple (g0,K0)-module (π, Hπ). The following lemma will play a cru-
cial role in the proof of our main results.

Lemma 3.3. Suppose that W (g) ∈ C∞umg(R
1
β\G0;χ · ψβ). For each N ≥ 0,

there exists a constant C > 0 such that |W (a(0, y))| ≤ Cy−N for all y > 0.

Proof. Since W (g) is assumed to be of uniformly moderate growth, there
exists a constant N > 0 such that for each l ≥ 0 we can find Cl > 0 satisfying



Generalized Whittaker functions 1227

∣∣W (a(0, y);El
(1,1))

∣∣ ≤ Cl × (max{y, y−1})N , ∀l ≥ 0, ∀y > 0.

On the other hand, we have

W
(
a(0, y);E(1,1)

)

=
d

ds

∣∣∣∣
s=0

W
(
a(0, y) exp(sE(1,1))

)

=
d

ds

∣∣∣∣
s=0

W
(
exp(syE(1,1))a(0, y)

)
= 2π

√−1cyW (a(0, y)). (3.4)

Hence we have the assertion of the lemma. ¤

4. Differential operators.

In this section we introduce two kinds of differential operators, that is, the shift
operators and the Casimir operator, which will be used to construct differential
equations satisfied by the generalized Whittaker functions in Section 5–Section 7.

4.1. Schmid operators.
In this subsection, we introduce the Schmid operators, which are used to

define shift operators in the next subsection. Let (τ, Vτ ) be a finite-dimensional
representation of K0. Recall that β =

( 0 c/2
c/2 0

)
. For µ ∈ C, we define a quasi-

character χµ of T ◦β by

χµ

(
diag

(√
y1,

1√
y1

,
1√
y1

,
√

y1

))
= yµ

1 , y1 > 0. (4.1)

For a K0-equivariant map

φτ ∈ HomK0

(
τ, C∞

(
R1

β\G0;χµ · ψβ

)) ∼= C∞
(
R1

β\G0/K0;χµ · ψβ ; τ
)
,

we define K0-equivariant maps φp±⊗τ : p± ⊗ Vτ → C∞(R1
β\G0;χ · ψβ) by

φp±⊗τ (X ⊗ v)(g) := φτ (v)(g;X), (X ∈ p±, v ∈ Vτ , g ∈ G0). (4.2)

The assignment of φτ to φp±⊗τ defines the gradient type differential operators

∇± : C∞
(
R1

β\G0/K0;χµ · ψβ ; τ
) → C∞

(
R1

β\G0/K0;χµ · ψβ ; τ ⊗Adp±
)
.
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These operators ∇± are called the Schmid operators. By the identification (τ ⊗
Adp±)∨ ∼= τ∨⊗Adp∓ , we regard the image [∇±W ](g) of W ∈ C∞(R1

β\G0/K0;χµ ·
ψβ ; τ) as a (V ∨

τ ⊗ p∓)-valued C∞-function on G0. By using the root vectors Xα

(α ∈ ∆nc) introduced in Section 2, we can express [∇±W ](g) as follows:

[∇±W ](g) = W
(
g;X±(2,0)

)⊗X∓(2,0) +
1
2
W

(
g;X±(1,1)

)⊗X∓(1,1)

+ W
(
g;X±(0,2)

)⊗X∓(0,2).

The S-radial parts of the actions of the Schmid operators ∇± can be described as
follows:

Proposition 4.1. Suppose that W ∈ C∞(R1
β\G0/K0;χµ · ψβ ; τ). Then we

have

[∇+W ](a(t, y))

=





δy − sh(t) · (2πcy) +
µ

ch(t)
+ (τ∨ ⊗Ad)


κ∗







−1
th(t)

2
− th(t)

2
0








− 3





·W (a(t, y))⊗X(−2,0)

+
{

∂t − ch(t) · (2πcy) + th(t)− 1
2
(τ∨ ⊗Ad)

(
κ∗

((
0 1
1 0

)))}

·W (a(t, y))⊗X(−1,−1)

+





δy − sh(t) · (2πcy)− µ

ch(t)
+ (τ∨ ⊗Ad)


κ∗







0 − th(t)
2

th(t)
2

−1








− 3





·W (a(t, y))⊗X(0,−2)

and

[∇−W ](a(t, y))

=





δy + sh(t) · (2πcy) +
µ

ch(t)
+ (τ∨ ⊗Ad)


κ∗







1
th(t)

2
− th(t)

2
0








− 3





·W (a(t, y))⊗X(2,0)
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+
{

∂t + ch(t) · (2πcy) + th(t) +
1
2
(τ∨ ⊗Ad)

(
κ∗

((
0 1
1 0

)))}

·W (a(t, y))⊗X(1,1)

+





δy + sh(t) · (2πcy)− µ

ch(t)
+ (τ∨ ⊗Ad)


κ∗







0 − th(t)
2

th(t)
2

1








− 3





·W (a(t, y))⊗X(0,2).

Here we use the abbreviated expressions:

∂t :=
∂

∂t
, δy := y

∂

∂y
. (4.3)

Proof. For any function W (g) ∈ C∞(R1
β\G0/K0;χ · ψβ ; τ), we have the

following equality

W

(
a(t, y); Ad(a(t, y)−1)(ξ) ·

(
H0

2

)l

·
(

H1 + H2

2

)m

· η
)

= (χ · ψβ)(ξ)τ∨(η̂)∂l
tδ

m
y W (a(t, y)), (4.4)

∀ξ ∈ U(Lie(R1
β)), ∀l, ∀m,≥ 0, ∀η ∈ U(k).

Here U(k) 3 η 7→ η̂ ∈ U(k) is the anti-automorphism of U(k) characterized by
X̂ = −X for X ∈ kC . By using (4.4) and Lemma 4.2 below, we can compute
∇±W (a(t, y)). ¤

Lemma 4.2. For each a(t, y) ∈ S, the root vectors Xα (α ∈ ∆nc) are de-
composed as follows:

X±(2,0)

= Ad(a(t, y)−1)
{
± 2

√−1y · n∗
((

ch2(t/2) sh(t)/2
sh(t)/2 sh2(t/2)

))
+

1
2 ch(t)

(H1 −H2)
}

+
1
2
(H1 + H2) + κ∗

(( ±1 − th(t)/2
th(t)/2 0

))
,
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X±(1,1)

= Ad(a(t, y)−1)
{
± 2

√−1y · n∗
((

sh(t) ch(t)
ch(t) sh(t)

))}
+ H0 ± κ∗

((
0 1
1 0

))
,

X±(0,2)

= Ad(a(t, y)−1)
{
± 2

√−1y · n∗
((

sh2(t/2) sh(t)/2
sh(t)/2 ch2(t/2)

))
− 1

2 ch(t)
(H1 −H2)

}

+
1
2
(H1 + H2) + κ∗

((
0 th(t)/2

− th(t)/2 ±1

))
.

Remark. In [Mi-1], the corresponding computation is done for β =(
h1 0
0 h2

)
, h1h2 6= 0. However, our anti-diagonal choice of β makes our final for-

mulae in Theorem 7.1 simple as long as we use the standard basis introduced in
Subsection 2.2. This can be foreseen from the computation of local Novodvorsky
integrals in [Mo, Proposition 8] (see Section 9).

4.2. Shift operators.
Suppose that (τ, Vτ ) is equivalent to an irreducible finite-dimensional repre-

sentation (τ(λ1,λ2), V(λ1,λ2)) of K0. The tensor product representation V ∨
τ ⊗p± has

the decomposition into irreducible factors:

V ∨
τ ⊗ p+

∼=
{

V(−λ2+2,−λ1) ⊕ V(−λ2+1,−λ1+1) ⊕ V(−λ2,−λ1+2) if λ1 > λ2;

V(−λ2+2,−λ1) if λ1 = λ2;

V ∨
τ ⊗ p− ∼=

{
V(−λ2,−λ1−2) ⊕ V(−λ2−1,−λ1−1) ⊕ V(−λ2−2,−λ1) if λ1 > λ2;

V(−λ2,−λ1−2) if λ1 = λ2.

Here we understand that V(q1,q2) = {0} if q1 < q2. Let Pup, P ev, and P dn be the
projectors from V ∨

τ ⊗ p+ (resp. V ∨
τ ⊗ p−) to V(−λ2+2,−λ1) (resp. V(−λ2,−λ1−2)),

V(−λ2+1,−λ1+1) (resp. V(−λ2−1,−λ1−1)), and V(−λ2,−λ1+2) (resp. V(−λ2−2,−λ1)),
which are determined up to constant multiples. Then we have the linear maps

P • · ∇+ : C∞
(
R1

β\G0/K0;χ · ψβ ; τ
) → C∞

(
R1

β\G0/K0;χ · ψβ ; τ ′
)
,

where τ ′ is τ(λ1+2,λ2), τ(λ1+1,λ2+1), or τ(λ1,λ2+2) according as • = up, ev, or dn.
Similarly we have P • · ∇− (• = up, ev, or dn). We call these six differential
operators P • ·∇± the shift operators. We write W (g) ∈ C∞(R1

β\G0;χ·ψβ ; τ(λ1,λ2))
in the form
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W (g) =
d∑

k=0

φk(g)vk

with the standard basis {vk | 0 ≤ k ≤ d = λ1 − λ2} of τ(−λ2,−λ1). We frequently
write φk(t, y) in place of φk(a(t, y)). In terms of the coefficient functions φk(t, y),
the S-radial parts of the shift operators are described as follows:

Proposition 4.3.

( i ) We define C∞-functions φ
(2,0)
k (g) (0 ≤ k ≤ d+2) on G0 by [Pup·∇+W ](g) =∑d+2

k=0 φ
(2,0)
k (g)vk. Then we have

φ
(2,0)
k (t, y) = −1

4
(d + 2− k)(d + 1− k)(d− k) th(t)φk+1(t, y)

+
(

d + 2− k

2

)(
δy − 2πcy · sh(t) +

µ

ch(t)
+ λ1

)
φk(t, y)

+ k(d + 2− k)
(
− ∂t + 2πcy · ch(t) +

d

4
· th(t)

)
φk−1(t, y)

+
(

k

2

)(
δy − 2πcy · sh(t)− µ

ch(t)
+ λ1

)
φk−2(t, y)

− 1
4
k(k − 1)(k − 2) th(t)φk−3(t, y), (0 ≤ k ≤ d + 2).

( ii ) We define C∞-functions φ
(1,1)
k (g) (0 ≤ k ≤ d) on G0 by [P ev · ∇+W ](g) =∑d

k=0 φ
(1,1)
k (g)vk. Then we have

φ
(1,1)
k (t, y) =

1
2
(d− k)(d− k − 1) th(t)φk+2(t, y)

+ (k − d)
(

δy − 2πcy · sh(t) +
µ

ch(t)
+

λ1 + λ2

2
− 1

)
φk+1(t, y)

+ (2k − d)
(

∂t − 2πcy · ch(t) +
1
2
· th(t)

)
φk(t, y)

+ k

(
δy − 2πcy · sh(t)− µ

ch(t)
+

λ1 + λ2

2
− 1

)
φk−1(t, y)

− 1
2
k(k − 1) th(t)φk−2(t, y), (0 ≤ k ≤ d).



1232 T. Moriyama

(iii) We define C∞-functions φ
(0,2)
k (g) (0 ≤ k ≤ d−2) on G0 by [P dn·∇+W ](g) =∑d−2

k=0 φ
(0,2)
k (g)vk. Then we have

φ
(0,2)
k (t, y) = −1

2
(d− k − 2) th(t)φk+3(t, y)

+
(

δy − 2πcy · sh(t) +
µ

ch(t)
+ λ2 − 1

)
φk+2(t, y)

+ 2
(

∂t − 2πcy · ch(t) +
d + 2

4
· th(t)

)
φk+1(t, y)

+
(

δy − 2πcy · sh(t)− µ

ch(t)
+ λ2 − 1

)
φk(t, y)

− k

2
th(t)φk−1(t, y), (0 ≤ k ≤ d− 2).

(iv) We define C∞-functions φ
(0,−2)
k (g) (0 ≤ k ≤ d + 2) on G0 by [Pup ·

∇−W ](g) =
∑d+2

k=0 φ
(0,−2)
k (g)vk. Then we have

φ
(0,−2)
k (t, y) =

1
4
(d + 2− k)(d + 1− k)(d− k) th(t)φk+1(t, y)

+
(

d + 2− k

2

)(
δy + 2πcy · sh(t)− µ

ch(t)
− λ2

)
φk(t, y)

+ k(d + 2− k)
(

∂t + 2πcy · ch(t)− d

4
· th(t)

)
φk−1(t, y)

+
(

k

2

)(
δy + 2πcy · sh(t) +

µ

ch(t)
− λ2

)
φk−2(t, y)

+
1
4
k(k − 1)(k − 2) th(t)φk−3(t, y), (0 ≤ k ≤ d + 2).

( v ) We define C∞-functions φ
(−1,−1)
k (g) (0 ≤ k ≤ d) on G0 by [P ev ·∇−W ](g) =∑d

k=0 φ
(−1,−1)
k (g)vk. Then we have

φ
(−1,−1)
k (t, y) = −1

2
(d− k)(d− k − 1) th(t)φk+2(t, y)

+ (k − d)
(

δy + 2πcy · sh(t)− µ

ch(t)
− λ1 + λ2

2
− 1

)
φk+1(t, y)
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+ (d− 2k)
(

∂t + 2πcy · ch(t) +
1
2
· th(t)

)
φk(t, y)

+ k

(
δy + 2πcy · sh(t) +

µ

ch(t)
− λ1 + λ2

2
− 1

)
φk−1(t, y)

+
1
2
k(k − 1) th(t)φk−2(t, y), (0 ≤ k ≤ d).

(vi) We define C∞-functions φ
(−2,0)
k (g) (0 ≤ k ≤ d − 2) on G0 by [P dn ·

∇−W ](g) =
∑d−2

k=0 φ
(−2,0)
k (g)vk. Then we have

φ
(−2,0)
k (t, y) =

1
2
(d− k − 2) th(t)φk+3(t, y)

+
(

δy + 2πcy · sh(t)− µ

ch(t)
− λ1 − 1

)
φk+2(t, y)

+ (−2)
(

∂t + 2πcy · ch(t) +
d + 2

4
· th(t)

)
φk+1(t, y)

+
(

δy + 2πcy · sh(t) +
µ

ch(t)
− λ1 − 1

)
φk(t, y)

+
k

2
th(t)φk−1(t, y), (0 ≤ k ≤ d− 2).

Proof. We can prove these formulae in the same manner as [Mi-1, Propo-
sition 10.2]. That is, we combine Proposition 4.2 with the formulae of projectors
P • given in [Mi-1, Lemmas 3.3, 3.4, and 3.5]. Details are left to the reader. ¤

4.3. The Casimir operator.
Up to a constant multiple, the Casimir element Ω ∈ U(g0) of g0 is given by

Ω = H2
1 + H2

2 − 4H1 − 2H2 + 4E(2,0) · E(−2,0)

+ 2E(1,1) · E(−1,−1) + 4E(0,2) · E(0,−2) + 2E(1,−1) · E(−1,1).

For each finite-dimensional representation (τ, Vτ ) of K0, we call the differential
operator

RΩ : C∞
(
R1

β\G0/K0;χ · ψβ ; τ
) → C∞

(
R1

β\G0/K0;χ · ψβ ; τ
)

the Casimir operator. Then the S-radial part of the Casimir operator RΩ is given
by the following proposition:
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Proposition 4.4. For each W ∈ C∞(R1
β\G0/K0;χ · ψβ ; τ), we have

[RΩW ](a(t, y))

=
{

2∂2
t + 2 th(t)∂t + 2δ2

y − 6δy +
2µ2

ch2(t)
− 2 ch(2t)(2πcy)2

− 2 sh(t)(2πcy)τ∨
((

1 0
0 1

))
+

2µ th(t)
ch(t)

τ∨
((

0 1
−1 0

))

− 2 ch(t)(2πcy)τ∨
((

0 1
1 0

))
− 1

2 ch2(t)
τ∨

((
0 −1
1 0

)2 )}
W (a(t, y)).

Proof. We can prove this by using (4.4) and Lemma 4.5 below. ¤

Lemma 4.5. For any a = a(t, y) ∈ S, the Casimir element Ω can be rewritten
as

Ω =
1

2 · ch2(t)
Ad(a−1)((H1 −H2)2)

+
th(t)
ch(t)

{
Ad(a−1)(H1 −H2)

} · κ∗
((

0 −1
1 0

))

+
1
2
(H1 + H2)2 − 3(H1 + H2) +

1
2
H2

0 + th(t)H0

+
1
2
(th2(t)− 1)κ∗

((
0 −1
1 0

))2

+ y2 Ad(a−1)
{

4n∗

((
ch2(t/2) sh(t)/2
sh(t)/2 sh2(t/2)

))2

+ 2n∗

((
sh(t) ch(t)
ch(t) sh(t)

))2

+ 4n∗

((
sh2(t/2) sh(t)/2
sh(t)/2 ch2(t/2)

))2}

− 4
√−1y

{
Ad(a−1)n∗

((
ch2(t/2) sh(t)/2
sh(t)/2 sh2(t/2)

))}
· κ∗

((
1 0
0 0

))

− 2
√−1y

{
Ad(a−1)n∗

((
sh(t) ch(t)
ch(t) sh(t)

))}
· κ∗

((
0 1
1 0

))

− 4
√−1y

{
Ad(a−1)n∗

((
sh2(t/2) sh(t)/2
sh(t)/2 ch2(t/2)

))}
· κ∗

((
0 0
0 1

))
.
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Proof. By a direct computation, we have

Ω =
1
2
(H1 −H2)2 +

1
2
(H1 + H2)2 − (H1 −H2)− 3(H1 + H2)

+ 2E(1,−1) · E(−1,1) + 4E(2,0) ·
{

E(2,0) − κ∗

((√−1 0
0 0

))}

+ 2E(1,1) ·
{

E(1,1) − κ∗

((
0

√−1√−1 0

))}

+ 4E(0,2) ·
{

E(0,2) − κ∗

((
0 0
0
√−1

))}
.

It is easy to check that

H1 −H2 = ch(t)−1 Ad(a−1)(H1 −H2) + th(t)κ∗

((
0 −1
1 0

))
.

Hence we have

(H1 −H2)2 =
{

ch(t)−1 Ad(a−1)(H1 −H2) + th(t)κ∗

((
0 −1
1 0

))}
· (H1 −H2)

= ch(t)−1 Ad(a−1)(H1 −H2)

·
{

ch(t)−1 Ad(a−1)(H1 −H2) + th(t)κ∗

((
0 −1
1 0

))}

+ th(t)
{

(H1 −H2) · κ∗
((

0 −1
1 0

))
+ 2H0

}

=
1

ch(t)2
Ad(a−1)((H1 −H2)2)

+
2 th(t)
ch(t)

{
Ad(a−1)(H1 −H2)

} · κ∗
((

0 −1
1 0

))

+ 2 th(t)H0 + th(t)2κ∗

((
0 −1
1 0

))2

.

The term 2E(1,−1) · E(−1,1) can be rewritten as follows:
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2E(1,−1) · E(−1,1) =
1
2

{
H0 − κ∗

((
0 −1
1 0

))}
·
{

H0 + κ∗

((
0 −1
1 0

))}

=
1
2
H2

0 −
1
2
κ∗

((
0 1
−1 0

))2

+ H1 −H2.

The rest of the computation is easy if we notice that Lie(NR) is stable under
Ad(S). ¤

5. Generalized Whittaker functions belonging to even P1-principal
series representations.

In this section, we suppose that π is equivalent to an even P1-principal series
representation I(P1; (−1)n ⊗D+

n , ν1) (n ≥ 1, ν1 ∈ C) of G0. By Proposition 2.1,
τ = τ(n,n) is a multiplicity one K0-type of π. By using the differential opera-
tors introduced in the previous section, we derive a system of partial differential
equations satisfied by the generalized Whittaker function of type (π, χ · ψβ , τ).
From these partial differential equations plus a result on the generalized hyper-
geometric differential equations (Proposition 9.2), we obtain an explicit formula
of W (g) on a one-parameter subgroup {a(0, y) | y > 0} of G0 and prove that
dimC GWmg

G0
(π, χ · ψβ) ≤ 1.

5.1. The main results for even P1-principal series representations.
We state our main results for even P1-principal series representations.

Theorem 5.1. Suppose that π is equivalent to an even irreducible P1-
principal series representation I(P1; (−1)n⊗D+

n , ν1) of G0. We set β =
( 0 c/2

c/2 0

)

(c ∈ R×) and fix a quasi-character χ = χµ of T ◦β as in (4.1). Then we have the
following assertions:

( i ) dimC GWG0(π, χ · ψβ) ≤ 4.
( ii ) dimC GWmg

G0
(π, χ · ψβ) ≤ 1.

(iii) Let τ = τ(n,n) be a multiplicity one K0-type of π. For a generalized Whit-
taker function W (g) of type (π, χ ·ψβ , τ), we define a C∞-function ϕ(a) on
S by

W (a(t, y)) = e−2πcy·sh(t)ynϕ(a(t, y))v0, ∀a(t, y) ∈ S,

where v0 is a fixed non-zero vector in V ∨
τ . If W (g) has the moderate growth

property, then we have
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ϕ(a(0, y)) = C ×G4,0
2,4

(
(πcy)2

∣∣∣∣
α1, α2

γ1, γ2, γ3, γ4

)
,

where C ∈ C is a constant and

α1 =
µ + 2

2
, α2 =

−µ + 2
2

,

γ1 =
−n + 4 + ν1

4
, γ2 =

−n + 4− ν1

4
, (5.1)

γ3 =
−n + 2 + ν1

4
, γ4 =

−n + 2− ν1

4
.

Here G4,0
2,4

(
z
∣∣ α1, α2

γ1, γ2, γ3, γ4

)
stands for the Meijer G-function, whose defini-

tion is recalled in Section 8.

Remark. In view of (3.4), the assertions (i) and (ii) imply that
dimC GWG(π, χ · ψβ) ≤ 4 and dimC GWmg

G (π, χ · ψβ) ≤ 1 when π is an irre-
ducible (g,K)-module I(P1; ε⊗D+

n , ν1)[c]. Similar remarks are valid for Theorems
6.1 and 7.1 below.

5.2. Proof of Theorem 5.1.
The starting point of our proof of Theorem 5.1 is the following:

Proposition 5.2. Let W (g) be a generalized Whittaker function of type
(π, χµ · ψβ , τ(n,n)). Then we have

[
(P dn · ∇−) ◦ (Pup · ∇−)W

]
(g) = 0, (5.2)

[RΩW ](g) =
{
ν2
1 + (n− 1)2 − 5

}
W (g). (5.3)

Proof. The first equation can be easily obtained from Proposition 2.1. The
image of the Casimir element Ω under the Harish-Chandra isomorphism Z(g0) →
U(a)W is given by H2

1 + H2
2 − 5. This combined with the infinitesimal character

of π given in Subsection 2.2 proves the second equation. ¤

The S-radial parts of the system of differential equations in Proposition 5.2
are given as follows:

Proposition 5.3. Let ϕ(a(t, y)) ∈ C∞(S) be as in Theorem 5.1. Then the
equations (5.2) and (5.3) are equivalent to the following differential equations
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{
− ∂2

t − th(t)∂t + δ2
y − δy − µ2

ch2(t)

}
ϕ(a(t, y)) = 0 (5.4)

and

{
∂2

t + (−4πcy · ch(t) + th(t))∂t + δ2
y + (−4πcy · sh(t) + 2n− 3)δy

+
µ2

ch2(t)
+

1
2
(n− 2)2 − 1

2
ν2
1

}
ϕ(a(t, y)) = 0, (5.5)

respectively.

Proof. This can be easily obtained by using Proposition 4.3 (iv), (vi) and
Proposition 4.4. ¤

We shall derive an ordinary differential equation for ϕ(a(0, y)) from the system
in Proposition 5.3. First we note that, under (5.4), the equation (5.5) can be
replaced by

{
− 2πcy · ch(t)∂t +

(
δy +

n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)

− 2πcy · sh(t)δy

}
ϕ(a(t, y)) = 0. (5.6)

Since ϕ(a(t, y)) is a real analytic function, we can express the function ϕ(a(t, y))
in the form

ϕ(a(t, y)) =
∑

j≥0

ϕ〈j〉(y)tj .

Note that ϕ(a(0, y)) = ϕ〈0〉(y). It follows from the equation (5.4) that

−2ϕ〈2〉(y) +
(
δ2
y − δy − µ2

)
ϕ〈0〉(y) = 0. (5.7)

From (5.6), we have

−2πcy · ϕ〈1〉(y) +
(

δy +
n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)
ϕ〈0〉(y) = 0 (5.8)

and
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− 4πcy · ϕ〈2〉(y) +
(

δy +
n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)
ϕ〈1〉(y)

− 2πcy · δyϕ〈0〉(y) = 0. (5.9)

By eliminating ϕ〈2〉(y) and ϕ〈1〉(y) from (5.7), (5.8), and (5.9), we have

{(
δy +

n− 4 + ν1

2

)(
δy +

n− 4− ν1

2

)(
δy +

n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)

− (2πcy)2 ·
(

δ2
y − µ2

)}
ϕ〈0〉(y) = 0. (5.10)

We introduce a new variable z = (πcy)2. Then the function φ(z) = ϕ〈0〉(y) satisfies
the following generalized hypergeometric differential equation

{
z

2∏

j=1

(δz − αj + 1)−
4∏

i=1

(δz − γi)
}

φ(z) = 0, δz = z
d

dz
(5.11)

with the parameters αi and γj in the theorem. Since the functions ϕ〈j〉(y) (j >

0) are determined recursively from ϕ〈0〉(y) by (5.6), we have dimC GWG0(π, χ ·
ψβ) ≤ 4. Moreover, it follows from Proposition 9.2 plus Lemma 3.3 that the
function φ(z) coming from an element in GWmg

G0
(π, χ · ψβ) is a constant multiple

of G4,0
2,4

(
z

∣∣ α1, α2
γ1, γ2, γ3, γ4

)
. This proves the assertions (ii) and (iii). ¤

Remark. It seems difficult to determine the coefficient function ϕ〈j〉(y) for
all j ≥ 0. Following a suggestion of the referee, we express the function ϕ(t, y)

ϕ(t, y) = ch(t)−µ
∑

j≥0

ϕ̃〈j〉(y)
(2 sh(t))j

j!
.

Then, from the equations (5.4) and (5.5), we have

ϕ̃〈2j〉(y) =
∫

L

(−µ + 1
2

− s

)

j

∏4
i=1 Γ(γi − s)

Γ(α1 − j − s)Γ(α2 − s)
(πcy)2s ds

2π
√−1

,

ϕ̃〈2j+1〉(y) =
∫

L

(−µ + 2
2

− s

)

j

∏4
i=1 Γ(γi − s)

Γ(α1 − 1/2− j − s)Γ(α2 − 1/2− s)
(πcy)2s ds

2π
√−1

,
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for j ≥ 0, where the path L of integration is a loop starting and ending at +∞
and encircling all the poles of integrands.

6. Generalized Whittaker functions belonging to odd P1-principal
series representations.

In this section we consider the case where π is equivalent to an odd P1-
principal series representation I(P1; (−1)n+1 ⊗D+

n , ν1) (n ≥ 1, ν1 ∈ C) of G0.

6.1. The main results for odd P1-principal series representations.
We state our main results for odd P1-principal series representations.

Theorem 6.1. Let π = I(P1; (−1)n+1 ⊗ D+
n , ν1) be an odd irreducible P1-

principal series representation of G0. We set β =
( 0 c/2

c/2 0

)
(c ∈ R×) and fix a

quasi-character χ = χµ of T ◦β as in (4.1). Then we have the following assertions:

( i ) dimC GWG0(π, χ · ψβ) ≤ 4.
( ii ) dimC GWmg

G0
(π, χ · ψβ) ≤ 1.

(iii) Note that τ = τ(n,n−1) is a multiplicity one K0-type of π. For a generalized
Whittaker function W (g) of type (π, χ · ψβ , τ), we define two C∞-functions
ϕk(a) (k = 0, 1) on S by

W (a(t, y)) = e−2πcy·sh(t)yn
{
ϕ1(a(t, y))v1 + ϕ0(a(t, y))v0

}
, ∀a(t, y) ∈ S,

where {v0, v1} is a standard basis of V ∨
τ . If W (g) has the moderate growth

property, then we have

ϕk(a(0, y)) = (−1)kC ×G4,0
2,4

(
(πcy)2

∣∣∣∣
α

(k)
1 , α

(k)
2

γ1, γ2, γ3, γ4

)
,

where C ∈ C is a constant common to k = 0, 1 and the constants α
(k)
i and

γj are given by

α
(0)
1 =

µ + 1
2

, α
(0)
2 =

−µ + 2
2

, α
(1)
1 =

−µ + 1
2

, α
(1)
2 =

µ + 2
2

,

γ1 =
−n + 4 + ν1

4
, γ2 =

−n + 4− ν1

4
, (6.1)

γ3 =
−n + 2 + ν1

4
, γ4 =

−n + 2− ν1

4
.
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6.2. Proof of Theorem 6.1.
The starting point of our proof of Theorem 6.1 is the following:

Proposition 6.2. Let W (g) be a generalized Whittaker function of type
(π, χµ · ψβ , τ(n,n−1)). Then we have

[(P ev · ∇−)W ](g) = 0, (6.2)

[RΩW ](g) =
{
ν2
1 + (n− 1)2 − 5

}
W (g). (6.3)

Proof. This can be proved in the same manner as Proposition 5.2. ¤

The S-radial parts of the system of differential equations in Proposition 6.2
are given as follows:

Proposition 6.3. Let ϕk(a(t, y)) ∈ C∞(S) (k = 0, 1) be as in Theorem 6.1.

( i ) The equation (6.2) is equivalent to the system of the equations

(
∂t +

1
2

th(t)
)

ϕ1(a(t, y))−
(

δy +
µ

ch(t)
− 1

2

)
ϕ0(a(t, y)) = 0 (6.4)

and

(
δy − µ

ch(t)
− 1

2

)
ϕ1(a(t, y))−

(
∂t +

1
2

th(t)
)

ϕ0(a(t, y)) = 0. (6.5)

( ii ) The equation (6.3) is equivalent to the system of the equations

{
∂2

t + (−4πcy · ch(t) + th(t))∂t + δ2
y + (−4πcy · sh(t) + 2n− 3)δy

− 2πcy · sh(t) +
µ2

ch2(t)
+

1
2
(n− 2)2 − 1

2
ν2
1 −

1
4
(th2(t)− 1)

}
ϕ1(a(t, y))

+
{

µ
th(t)
ch(t)

− 2πcy · ch(t)
}

ϕ0(a(t, y)) = 0 (6.6)

and
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{
− µ

th(t)
ch(t)

− 2πcy · ch(t)
}

ϕ1(a(t, y))

+
{

∂2
t + (−4πcy · ch(t) + th(t))∂t + δ2

y

+ (−4πcy · sh(t) + 2n− 3)δy − 2πcy · sh(t) +
µ2

ch2(t)

+
1
2
(n− 2)2 − 1

2
ν2
1 −

1
4
(th2(t)− 1)

}
ϕ0(a(t, y)) = 0. (6.7)

Proof. This can be easily proved by using Proposition 4.3 (v) and Propo-
sition 4.4. ¤

First we prove the assertion (i) of the theorem. By computing

(
∂t +

1
2

th(t)
)
· (6.4)−

(
δy +

µ

ch(t)
− 1

2

)
· (6.5),

we have

{
∂2

t + th(t)∂t +
1
4

th2(t) +
1

2 ch2(t)
−

(
δy − 1

2

)2

+
µ2

ch2(t)

}
ϕ1(a(t, y))

+ µ · sh(t)
ch2(t)

ϕ0(a(t, y)) = 0. (6.8)

Hence, under (6.4) and (6.5), we can replace the equation (6.6) by

{(
δy +

n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)
− 2πcy · sh(t)

(
δy − 1

2

)}
ϕ1(a(t, y))

− 2πcy · ch(t)
(

δy +
µ

ch(t)

)
ϕ0(a(t, y)) = 0. (6.9)

Similarly the equation (6.7) can be replaced by

− 2πcy · ch(t)
(

δy − µ

ch(t)

)
ϕ1(a(t, y))

+
{(

δy +
n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)
− 2πcy · sh(t)

(
δy − 1

2

)}

· ϕ0(a(t, y)) = 0. (6.10)
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We temporarily put ϕ2(t, y) := δyϕ0(t, y) and ϕ3(t, y) := δyϕ1(t, y). It follows
from (6.4), (6.5), (6.9), and (6.10) that there exists a set of C∞-functions Ak,l(t, y),
Bk,l(t, y) ∈ C∞(Aβ) (0 ≤ k, l ≤ 3) such that

∂tϕk(t, y) =
3∑

l=0

Ak,l(t, y)ϕl(t, y) and δyϕk(t, y) =
3∑

l=0

Bk,l(t, y)ϕl(t, y),

which proves (i). In order to prove the remaining assertions, we express the func-
tions ϕk(a(t, y)) in the form

ϕk(a(t, y)) =
∑

j≥0

ϕ
〈j〉
k (y)tj , k = 0, 1.

From (6.9) and (6.10), we know that

(
δy +

n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)
ϕ
〈0〉
1 (y)− 2πcy(δy + µ)ϕ〈0〉0 (y) = 0 (6.11)

and

−2πcy(δy −µ)ϕ〈0〉1 (y)+
(

δy +
n− 2 + ν1

2

)(
δy +

n− 2− ν1

2

)
ϕ
〈0〉
0 (y) = 0, (6.12)

respectively. Eliminating ϕ
〈0〉
1 (y) or ϕ

〈0〉
0 (y) from (6.11) and (6.12), we have

{
z

2∏

i=1

(
δz − α

(k)
i + 1

)−
4∏

j=1

(δz − γj)
}

ϕ
〈0〉
k (z) = 0, k = 0, 1, (6.13)

where z = (πcy)2 and the constants α
(k)
i and γj are as in the theorem. It follows

from Proposition 9.2 plus Lemma 3.3 that

ϕ
〈0〉
k (z) = Ck ×G4,0

2,4

(
z

∣∣∣∣
α

(k)
1 , α

(k)
2

γ1, γ2, γ3, γ4

)

with some constants Ck. By (6.11), we know that C0 = −C1, which proves the
assertion (iii). It can be seen from (6.4) and (6.5) that the functions ϕ

〈j〉
k (y)

(k = 0, 1, j > 0) are determined recursively from ϕ
〈0〉
0 (y) and ϕ

〈0〉
1 (y). This proves

(ii). ¤
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7. Generalized Whittaker functions belonging to (limits of) large
discrete series representations.

In this section we consider the case where π is equivalent to a (limit of) large
discrete series representation.

7.1. The main results for (limits of) large discrete series represen-
tations.

Our main results for (limits of) large discrete series representations are as
follows.

Theorem 7.1. Suppose that π is equivalent to a (limit of ) large discrete
series representation D(λ1,λ2) (1 − λ1 ≤ λ2 ≤ 0) of G0. We set β =

( 0 c/2
c/2 0

)

(c ∈ R×) and take a quasi-character χ = χµ of T ◦β as in (4.1). Then we have the
following assertions:

( i ) dimC GWmg
G0

(π, χ · ψβ) ≤ 1.
( ii ) Let τ = τ(λ1,λ2) be the minimal K0-type of π. Suppose that W (g) is a gen-

eralized Whittaker function of type (π, χ ·ψβ , τ(λ1,λ2)) with moderate growth
property. We define C∞-functions ϕk(a) (0 ≤ k ≤ d = λ1 − λ2) on S by

W (a(t, y)) = e−2πcy·sh(t)
d∑

k=0

ϕk(a(t, y))vk, ∀a(t, y) ∈ S,

where {vk | 0 ≤ k ≤ d} is the standard basis of V ∨
τ . Then we have

ϕk(a(0, y)) = C × (−1)k ×G4,0
2,4

(
(πcy)2

∣∣∣∣
α

(k)
1 , α

(k)
2

γ1, γ2, γ3, γ4

)
, (0 ≤ k ≤ d),

where C ∈ C is a constant independent of 0 ≤ k ≤ d and the constants α
(k)
i

and γj are given by

α
(k)
1 =

−µ + λ1 − k + 2
2

, α
(k)
2 =

µ + λ2 + k + 2
2

,

γ1 =
λ1 + λ2 + 4

4
, γ2 =

λ1 − λ2 + 4
4

, (7.1)

γ3 =
λ1 + λ2 + 2

4
, γ4 =

λ1 − λ2 + 2
4

.

Remark. It is likely that the estimate dimC GWG0(π, χ · ψβ) ≤ 4 holds
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as in the case of P1-principal series representations. But much more computation
seems necessary to confirm it. Since our principal interest lies in the subspace
GWmg

G0
(π, χ · ψβ), we do not pursue this issue here.

7.2. Differential equations (d ≥ 2).
We shall construct a system of partial differential equations satisfied by the

functions ϕk(a). As we shall see later, the case of d = 1 can be reduced to the case
of odd P1-principal series representations. Hence we assume that d ≥ 2. Then,
by the location of K0-types of π (Proposition 2.2), we know that a generalized
Whittaker function W (g) of type (π, χµ · ψβ , τ(λ1,λ2)) satisfies the following three
equations:

(P ev · ∇−)W (g) = 0, (P dn · ∇−)W (g) = 0, (P dn · ∇+)W (g) = 0. (7.2)

We rewrite the system (7.2) in terms of the coefficient functions.

Proposition 7.2.

( i ) The equation [P ev · ∇−W ](g) = 0 is equivalent to the system:

− 1
2
(d− k)(d− k − 1) th(t)ϕk+2(a)

+ (k − d)
(

δy − µ

ch(t)
− λ1 + λ2 + 2

2

)
ϕk+1(a)

+ (d− 2k)
(

∂t +
1
2

th(t)
)

ϕk(a) + k

(
δy +

µ

ch(t)
− λ1 + λ2 + 2

2

)
ϕk−1(a)

+
1
2
k(k − 1) th(t)ϕk−2(a) = 0, (0 ≤ k ≤ d). (7.3)

( ii ) The equation [P dn · ∇−W ](g) = 0 is equivalent to the system:

1
2
(d− k − 1) th(t)ϕk+2(a) +

(
δy − µ

ch(t)
− λ1 − 1

)
ϕk+1(a)

+ (−2)
(

∂t +
d + 2

4
th(t)

)
ϕk(a) +

(
∂t +

µ

ch(t)
− λ1 − 1

)
ϕk−1(a)

+
1
2
(k − 1) th(t)ϕk−2(a) = 0, (1 ≤ k ≤ d− 1). (7.4)

(iii) The equation [P dn · ∇+W ](g) = 0 is equivalent to the system:
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− 1
2
(d− k − 1) th(t)ϕk+2(a) +

(
δy − 4πcy · sh(t) +

µ

ch(t)
+ λ2 − 1

)
ϕk+1(a)

+ 2
(

∂t − 4πcy · sh(t) +
d + 2

4
th(t)

)
ϕk(a)

+
(

δy − 4πcy · sh(t)− µ

ch(t)
+ λ2 − 1

)
ϕk−1(a)

− 1
2
(k − 1) th(t)ϕk−2(a) = 0, (1 ≤ k ≤ d− 1). (7.5)

Proof. This can be easily obtained from Proposition 4.3. ¤

The system in the above proposition can be rewritten as follows:

Lemma 7.3. The system of differential equations in Proposition 7.2 is equiv-
alent to the following system:

1
2
(k − d)ϕk+1(a) +

(
− ∂t +

1
2
(−d + k − 1) th(t)

)
ϕk(a)

+
(

δy +
µ

ch(t)
+

k

2
− λ1 − 1

)
ϕk−1(a) +

1
2
(k − 1) th(t)ϕk−2(a) = 0,

(1 ≤ k ≤ d), (7.6)

− 1
2
(d− k − 1) th(t)ϕk+2(a) +

(
− δy +

µ

ch(t)
+

λ1 + λ2 + k

2
+ 1

)
ϕk+1(a)

+
(

∂t +
1
2
(k + 1) th(t)

)
ϕk(a) +

k

2
ϕk−1(a) = 0, (0 ≤ k ≤ d− 1), (7.7)

(
δy − 2πcy · sh(t)− d + 2

2

)
ϕk+1(a)− 4πcy · ch(t)ϕk(a)

+
(

δy − 2πcy · sh(t)− d + 2
2

)
ϕk−1(a) = 0, (1 ≤ k ≤ d− 1). (7.8)

Proof. By eliminating the terms involving ϕk+2(a) and ϕk−2(a) from (7.3)
and (7.4), we have (7.6) and (7.7), respectively. Moreover, by computing (7.5) +
(7.6)− (7.7), we have (7.8). ¤

It is also useful to note that
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− 1
2
(d− k − 1) th(t)ϕk+2(a) +

(
− δy +

µ

ch(t)
+ λ2 + k + 1

)
ϕk+1(a)

+
1
2
(2k − d) th(t)ϕk(a) +

(
δy +

µ

ch(t)
− λ1 + k − 1

)
ϕk−1(a)

+
1
2
(k − 1) th(t)ϕk−2(a) = 0, (1 ≤ k ≤ d− 1), (7.9)

which can be obtained by computing (7.6)k + (7.7)k.

7.3. Proof of Theorem 7.1 (d ≥ 3).
In this subsection we prove Theorem 7.1 when d ≥ 3. As in the case of P1-

principal series representations, we express the functions ϕk(a(t, y)) in the form

ϕk(a(t, y)) =
∑

j≥0

ϕ
〈j〉
k (y)tj , 0 ≤ k ≤ d.

From the equations (7.8) and (7.9), we have

(
δy − d + 2

2

)
ϕ
〈0〉
k+1(y)− 4πcy · ϕ〈0〉k (y) +

(
δy − d + 2

2

)
ϕ
〈0〉
k−1(y) = 0,

(1 ≤ k ≤ d− 1), (7.10)

and

(δy − µ− λ2 − k − 1)ϕ〈0〉k+1(y)− (δy + µ + k − λ1 − 1)ϕ〈0〉k−1(y) = 0,

(1 ≤ k ≤ d− 1), (7.11)

respectively. By eliminating the terms involving ϕ
〈0〉
k+1(y) and ϕ

〈0〉
k−1(y), we have

−2πcy(δy−µ−λ2−k)ϕ〈0〉k (y)+
(

δy− λ1 + λ2 + 2
2

)(
δy− d + 2

2

)
ϕ
〈0〉
k−1(y) = 0,

(1 ≤ k ≤ d− 1) (7.12)

and

(
δy − λ1 + λ2 + 2

2

)(
δy − d + 2

2

)
ϕ
〈0〉
k+1(y)− 2πcy

(
δy + µ + k−λ1

)
ϕ
〈0〉
k (y) = 0,

(1 ≤ k ≤ d− 1). (7.13)
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From these two formulae, we know that each of the functions ϕ
〈0〉
k (y) (1 ≤ k ≤ d−1)

satisfies

{
z

2∏

i=1

(
δz − α

(k)
i + 1

)−
4∏

j=1

(δz − γj)
}

ϕ
〈0〉
k (z) = 0, z = (πcy)2, (7.14)

where the constants α
(k)
i and γj are as in Theorem 7.1. Hence it follows from

Proposition 9.2 and Lemma 3.3 that

ϕ
〈0〉
k (z) = Ck ×G4,0

2,4

(
z

∣∣∣∣
α

(k)
1 , α

(k)
2

γ1, γ2, γ3, γ4

)
, 1 ≤ k ≤ d− 1 (7.15)

with some constants Ck. Moreover by using (7.12)

ϕ
〈0〉
0 (y) = −C1 ×G4,0

2,4

(
(πcy)2

∣∣∣∣
α

(0)
1 , α

(0)
2

γ1, γ2, γ3, γ4

)
+ φ(y)

with a function φ(y) annihilated by (δy − (λ1 + λ2 + 2)/2)(δy − (d + 2)/2). Since
ϕ
〈0〉
0 (y) is rapidly decreasing as y → +∞, φ(y) must be identically zero. Similarly

we have

ϕ
〈0〉
d (y) = −Cd−1 ×G4,0

2,4

(
(πcy)2

∣∣∣∣
α

(d)
1 , α

(d)
2

γ1, γ2, γ3, γ4

)
,

and Ck = −Ck+1 (1 ≤ k ≤ d − 2). This proves the assertion (ii). The functions
ϕ
〈j〉
k (y) (j > 0, 0 ≤ k ≤ d) are determined from ϕ

〈0〉
k (y) (0 ≤ k ≤ d) via (7.6) and

(7.7). Hence we have dimC GWmg
G0

(π, χ · ψβ) ≤ 1.

7.4. Proof of Theorem 7.1 (d = 2).
Next we suppose that d = 2, i.e (λ1, λ2) = (2, 0) or (1,−1). By computing

(7.6)k=1 + (7.7)k=1 and (7.6)k=1 − (7.7)k=1, we have

(
δy − µ

ch(t)
− λ1

)
ϕ2(a)−

(
δy +

µ

ch(t)
− λ1

)
ϕ0(a) = 0 (7.16)

and
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(
δy − µ

ch(t)
− λ1 − 1

)
ϕ2(a)− 2(∂t + th(t))ϕ1(a)

+
(

δy +
µ

ch(t)
− λ1 − 1

)
ϕ0(a) = 0, (7.17)

respectively. We analyze the system of partial differential equations consisting of
(7.16), (7.17), (7.6)k=2, (7.7)k=0, and (7.8)k=1. We eliminate ϕ1(a) from (7.6)k=2

by using (7.8)k=1. Then we have

{(
δy +

µ

ch(t)
− λ1 − 1

)
(δy − 2πcy · sh(t)− 2)− 4πcy · ch(t)

(
∂t +

1
2

th(t)
)}

ϕ2(a)

+
{

2πcy · sh(t) +
(

δy +
µ

ch(t)
− λ1 − 1

)
(δy − 2πcy · sh(t)− 2)

}
ϕ0(a) = 0.

(7.18)

Similarly we eliminate ϕ1(a) from (7.7)k=0 and (7.17) by using (7.8)k=1 to get

{
2πcy · sh(t) +

(
δy − µ

ch(t)
− λ1 − 1

)
(δy − 2πcy · sh(t)− 2)

}
ϕ2(a)

+
{(

δy − µ

ch(t)
− λ1 − 1

)
(δy − 2πcy · sh(t)− 2)− 4πcy · ch(t)

}
ϕ0(a) = 0

(7.19)

and

{
2πcy · ch(t)

(
δy − µ

ch(t)
− λ1

)
− (δy − 2πcy · sh(t)− 2)∂t

}
ϕ2(a)

+
{

2πcy · ch(t)
(

δy +
µ

ch(t)
− λ1

)
− (δy − 2πcy · sh(t)− 2)∂t

}
ϕ0(a) = 0,

(7.20)

respectively. By setting t = 0 in (7.18), (7.19), and (7.20), we obtain

− 4πcy · ϕ〈1〉2 (y) + (δy + µ− λ1 − 1)(δy − 2)ϕ〈0〉2 (y)

+ (δy + µ− λ1 − 1)(δy − 2)ϕ〈0〉0 (y) = 0, (7.21)

(δy − µ− λ1 − 1)(δy − 2)ϕ〈0〉2 (y)

− 4πcy · ϕ〈1〉0 (y) + (δy − µ− λ1 − 1)(δy − 2)ϕ〈0〉0 (y) = 0, (7.22)
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and

2πcy(δy − µ− λ1)ϕ
〈0〉
2 (y)− (δy − 2)ϕ〈1〉2 (y)

+ 2πcy(δy + µ− λ1)ϕ
〈0〉
0 (y)− (δy − 2)ϕ〈1〉0 (y) = 0, (7.23)

respectively. We eliminate the terms involving ϕ
〈1〉
2 (y) and ϕ

〈1〉
0 (y) in (7.23) by

using (7.21) and (7.22). Then we get

{
(δy − 2)(δy − 3)(δy − λ1 − 1)− (2πcy)2(δy − µ− λ1)

}
ϕ
〈0〉
2 (y)

+
{
(δy − 2)(δy − 3)(δy − λ1 − 1)− (2πcy)2(δy + µ− λ1)

}
ϕ
〈0〉
0 (y) = 0. (7.24)

If we set t = 0 in (7.16), then we have

−(δy − µ− λ1)ϕ
〈0〉
2 (y) + (δy + µ− λ1)ϕ

〈0〉
0 (y) = 0. (7.25)

It follows from (7.24) and (7.25) that

{
z

2∏

i=1

(
δz − α

(k)
i + 1

)−
4∏

j=1

(δz − γj)
}

ϕ
〈0〉
k (z) = 0, z = (πcy)2, (7.26)

for k = 0, 2, where the constants α
(k)
i and γj are as in (7.1). Hence it holds that

ϕ
〈0〉
k (z) = Ck ×G4,0

2,4

(
z

∣∣∣∣
α

(k)
1 , α

(k)
2

γ1, γ2, γ3, γ4

)
, (7.27)

for k = 0, 2 with some constants C0 and C2. By (7.25), we know that C0 = C2.
By setting t = 0 in (7.8)k=1, we have

ϕ
〈0〉
1 (z) =

1
2
z−1/2(δz − 2)

{
ϕ
〈0〉
2 (z) + ϕ

〈0〉
0 (z)

}

= −C0 ×G4,0
2,4

(
(πcy)2

∣∣∣∣
α

(1)
1 , α

(1)
2

γ1, γ2, γ3, γ4

)
,

which proves the assertion (ii) of Theorem 7.1 for the case of d = 2. Finally it
is easy to see that ϕ

〈j〉
k (y) (j > 0, 0 ≤ k ≤ 2) can be determined recursively from

ϕ
〈0〉
k (y) (0 ≤ k ≤ 2) by using (7.6)k=1,2 and (7.7)k=0. Hence we have the assertion

(i) for the case of d = 2.
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7.5. Proof of Theorem 7.1 (d = 1).
Finally we consider the case where d = 1, i.e. π ∼= D(1,0). By comparing the

infinitesimal characters, we know that a generalized Whittaker function W (g) of
type (π, χ · ψβ , τ(1,0)) satisfies the equations (6.2) and (6.3) with ν1 = 0. Hence
the assertions in Theorem 7.1 follow from our computation in Section 6.

Remark. It can be easily checked that D(1,0) is equivalent to a (g0,K0)-
submodule of I(P1; 1 ⊗ D+

1 , 0). It is likely that D(1,0) is equivalent to I(P1; 1 ⊗
D+

1 , 0) itself. But it is not necessary to verify this for our purpose.

8. Multiplicity free theorems for GSp(2,R).

In this section we derive the multiplicity free results for the case of det(β) < 0
from Theorems 5.1, 6.1, and 7.1. Also we reformulate the multiplicity free results
for the case of det(β) > 0 in [Mi-1] in the setting of this paper.

8.1. The transition from G to G0.
First we clarify the relation between the generalized Whittaker functions on G

and those on G0. For a quasi-character χ of Mβ , we denote the restriction of χ to
T ◦β by the same letter. If det(β) > 0, then we have G = RβG0tRβγ0G0 with γ0 =
diag(−1,−1, 1, 1) ∈ G. Therefore, the assignment of W (g) to (W (g0),W (γ0g0)),
(g0 ∈ G0) gives the following isomorphism

C∞
(
Rβ\G;χ · ψβ

) ∼= C∞
(
R1

β\G0;χ · ψβ

)⊕ C∞
(
R1

β\G0;χ · ψ−β

)
. (8.1)

Next we suppose that det(β) < 0. Then we have G = RβG0 and Rβ ∩ G0 =
{±I4}R1

β . Hence the restriction map gives the following isomorphism

C∞
(
Rβ\G;χ · ψβ

)

∼=
{
W ∈ C∞

(
R1

β\G0;χ · ψβ

) | W ((−I4)g) = χ(−I4)W (g)
}
. (8.2)

Let (π, Hπ) be an admissible smooth representation of G whose central character
ωπ : ZR(∼= R×) → C× coincides with the restriction of χ to ZR. Suppose that Hπ

is a direct sum Hπ = Hπ+ ⊕Hπ− of two smooth representations of G0 satisfying
Hπ− = π(γ0)Hπ+ . Then it follows from (8.1), (8.2), and χ(−I4) = ωπ(−1) that
the following isomorphism holds

GWG(π, χ · ψβ) ∼=
{

GWG0(π+, χ · ψβ)⊕GWG0(π−, χ · ψβ) if det(β) > 0;

GWG0(π+, χ · ψβ) if det(β) < 0.
(8.3)
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We also note that

GWG0(π+, χ · ψ−β) ∼= GWG0(π−, χ · ψβ). (8.4)

8.2. The multiplicity free results for the case of det(β) < 0.
Now we can prove the following the multiplicity free results for G =

GSp(2,R).

Theorem 8.1. Let (π;Hπ) be an irreducible (g,K)-module which is equiv-
alent to either I(P1;Dn ⊗ ε, ν)[c] (n ≥ 1, ε = ±1, ν ∈ C) or D(λ1,λ2)[c] (1 − λ1 ≤
λ2 ≤ 0). Fix a symmetric matrix β ∈ Sym(2)R with det(β) < 0 and take an
arbitrary quasi-character χ of Mβ,R. Then we have

( i ) dimC GWmg
G (π, χ · ψβ) ≤ 1.

( ii ) If π is equivalent to the representation I(P1;σ, ν)[c] (n ≥ 1, ε = ±1, ν ∈ C),
then we have

dimC GWG(π, χ · ψβ) ≤ 4.

Proof. We may assume that χ(zI4) = ωπ(z) (∀z ∈ R×), because otherwise
we have GWG(π, χ · ψβ) = {0}. Then in view of (8.3), we know that both of our
assertions are direct consequences of Theorems 5.1, 6.1, and 7.1. ¤

8.3. The multiplicity free results for the case of det(β) > 0.
The multiplicity free problem (Problem (A) in the introduction) is discussed in

[Mi-1] for the representations considered in this paper. Although the formulation
in [Mi-1] is different from ours, we can paraphrase the results of [Mi-1] as follows:

Theorem 8.2. Let (π, Hπ) be an irreducible (g,K)-module which is equiv-
alent to either I(P1;Dn ⊗ ε, ν)[c] (n ≥ 1, ε = ±1, ν ∈ C) or D(λ1,λ2)[c] (1 − λ1 ≤
λ2 ≤ 0, λ1 − λ2 ≥ 4). Fix a symmetric matrix β ∈ Sym(2)R with det(β) > 0 and
take an arbitrary quasi-character χ of Mβ,R. Then we have

dimC GWmg
G (π, χ · ψβ) ≤ 1.

Proof. As in the proof of Theorem 8.1, we may suppose the compatibility
condition χ(z) = ωπ(z) (∀z ∈ R×). Then we have

GWmg
G (π, χ · ψβ) ∼= GWmg

G0
(π+, χ · ψβ)⊕GWmg

G0
(π+, χ · ψ−β).

Here π+ is equivalent to I(P1;Dn ⊗ ε, ν) with n ≥ 1, ε = ±1, ν ∈ C or D(λ1,λ2)
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with 1− λ1 < λ2 < 0. From now on, we consider the case where π+ is equivalent
to an even P1-principal series representation I(P1;Dn ⊗ (−1)n, ν). The other
cases can be treated in the same way. In view of (8.4), we may suppose that
β is positive definite. Further we may suppose that β = I2 without any loss of
generality. Recall that there exists a unique vector v0 ∈ π such that π(kA,B)v0 =
det(A +

√−1B)nv0 (kA,B ∈ K0) (cf. Proposition 2.1). Take an intertwining
operator Φ± ∈ GWmg

G0
(π+, χ · ψ±β) and set W±

v0
(g) := Φ±(v0)(g). By [Mi-1,

p. 261], we can expand each of the functions W±
v0

(diag(a1, a2, a
−1
1 , a−2

1 )) as follows:

W±
v0

(
diag

(
a1, a2, a

−1
1 , a−2

1

))

= (a1a2)n+1e∓π(a2
1+a2

2)
∑

`≥0

p±m0+2`

(
a2
1 + a2

2

)(
a2
1 − a2

2

)m0+2`
, ai > 0.

Here m0 is a non-negative integer. It is shown in [Mi-1, (7.8), p. 261] that p±m0
(y)

satisfies a second-order ordinary differential equation. Moreover the other coef-
ficient functions p±m(y) (m > m0) are determined recursively from p±m0

(y). By a
simple calculation, we have

W±
(H1−H2)m0v0

(
diag(a, a, a−1, a−1)

)

= m0!(2a2)m0 × a2(n+1)e∓2πa2
p±m0

(2a2). (8.5)

On the other hand, it is easy to check that

W±
(H1−H2)m0v0

(
diag(a, a, a−1, a−1);E2,0

)

= ±2π
√−1a2W±

(H1−H2)m0v0

(
diag(a, a, a−1, a−1)

)
.

Hence, as in the proof of Lemma 3.3, we conclude that for each N ≥ 0 there exists
a constant C > 0 such that

∣∣W±
(H1−H2)m0v0

(
diag(a, a, a−1, a−1)

)∣∣ ≤ Ca−N , ∀a > 0.

This combined with the asymptotic behavior of the solutions of the ordi-
nary differential equations for p+

m0
(y) (cf. [Mi-1, p. 261–262]) implies that

dimC GWmg
G0

(π+, χ ·ψβ) ≤ 1. Similarly we can conclude that dimC GWmg
G0

(π+, χ ·
ψ−β) = 0 due to the factor e+2πa2

in the right hand side of (8.5). This proves the
theorem. ¤
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Remark. We impose the condition λ1 − λ2 ≥ 4, because the computation
in [Mi-1, Sections 10–11] is carried out under this assumption. On the other hand,
since the computation in [Mi-1, Section 7] for I(P1;Dn ⊗ ε, ν) (n ≥ 2) remains
valid for n = 1, we do not exclude the case of n = 1 from Theorem 8.2.

9. Rapidly decreasing solutions of a certain generalized hyperge-
ometric differential equation.

In this section we prove a result on generalized hypergeometric differential
equations. In order to state it, we recall the definition of the Meijer G-functions
(cf. [Er], [Me]).

Definition 9.1. Suppose that m,n, p, and q are integers with q ≥ 1, 0 ≤
n ≤ p ≤ q, and 0 ≤ m ≤ q; suppose further that the number z satisfies the
inequality 0 < |z| < 1 if q = p, z 6= 0 if q > p, moreover that the numbers ai

(1 ≤ i ≤ p) and bj (1 ≤ j ≤ q) fulfill the condition

ai − bj /∈ Z>0 (1 ≤ i ≤ n; 1 ≤ j ≤ m).

Then the function Gm,n
p,q (z) is defined as follows

Gm,n
p,q (z) ≡ Gm,n

p,q

(
z

∣∣∣∣
a1, a2, . . . , ap

b1, b2, . . . , bq

)

:=
∫

L

∏
1≤j≤m Γ(bj − s)

∏
1≤i≤n Γ(1− ai + s)∏

m+1≤j≤q Γ(1− bj + s)
∏

n+1≤i≤p Γ(ai − s)
zs ds

2π
√−1

, (9.1)

where the path L of integration is a loop starting and ending at +∞ and encircling
all the poles of Γ(bj − s) (1 ≤ j ≤ m) once in the negative direction, but none of
the poles of Γ(1− ai + s) (1 ≤ i ≤ n).

What we need in this paper is the following proposition, which characterizes
the function G4,0

2,4(z) up to a constant multiple.

Proposition 9.2. Consider the following ordinary differential equation

P (z, δz)φ(z) ≡
{

z
2∏

i=1

(δz − ai + 1)−
4∏

j=1

(δz − bj)
}

φ(z) = 0, ai, bj ∈ C. (9.2)

Let φ(z) be a solution of (9.2) on (0,+∞). Suppose that φ(z) is rapidly decreasing
in the sense that for each N > 0 there exists a constant C > 0 such that
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|φ(z)| ≤ C × z−N , ∀z ∈ (0,+∞). (9.3)

Then φ(z) is a constant multiple of the G-function G4,0
2,4

(
z

∣∣ a1, a2
b1, b2, b3, b4

)
.

Remark.

( i ) As can be seen from the proof below, under the conditions a1− a2 6∈ Z and
ai − bj 6∈ Z>0 (∀i, j ∈ Z), Proposition 9.2 is an easy consequence of the
asymptotic expansion of G-functions due to Barnes.

( ii ) If we want to extend Proposition 9.2 to the higher order hypergeometric
differential equations, it seems better to use the general theory of asymptotic
expansions ([Was, Chapters IV–V]).

Proof. We shall prove the proposition by constructing a basis {φk(z) | 1 ≤
k ≤ 4} for the solution space of the differential equation (9.2). We set

φ3(z) := G4,0
2,4

(
z

∣∣∣∣
a1, a2

b1, b2, b3, b4

)
, φ4(z) := G4,0

2,4

(
ze2π

√−1

∣∣∣∣
a1, a2

b1, b2, b3, b4

)
.

Then it is easy to see that φ3(z) and φ4(z) are solutions of (9.2). Moreover it is
known that they satisfy the following estimates due to Barnes ([Ba], see also [Me,
p. 131]):

φ3(z) = exp(−2
√

z)zϑ
(√

π + O(z−1/2)
)
, z → +∞, z ∈ R, (9.4)

φ4(z) = exp(2
√

z)
(
ze2π

√−1
)ϑ(√

π + O(z−1/2)
)
, z → +∞, z ∈ R. (9.5)

Here we put ϑ := 1/2(−1/2−∑
i=1,2 ai +

∑
1≤j≤4 bj). We have to find two other

solutions of (9.2) to make a basis. First we consider the case where a1 − a2 /∈ Z.
To each ai (i = 1, 2), we shall attach a solution φi(z) of (9.2) having the property

φi(z) = Ci × zai−1(1 + O(z−1)), z ∈ R, z → +∞ (9.6)

for some constants Ci ∈ C× (i = 1, 2). If a1 − bj /∈ Z>0 for every 1 ≤ j ≤ 4, then
the function

φ1(z) := G4,1
2,4

(
zeπ

√−1

∣∣∣∣
a1, a2

b1, b2, b3, b4

)

is a solution of (9.2) on (0,∞). By shifting the path L to the left and computing
the residue, we know that φ1(z) satisfies (9.6). Next suppose that a1 − bj ∈ Z>0
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for some 1 ≤ j ≤ 4. We may assume that

a1 − bj ∈ Z>0 (1 ≤ j ≤ m), a1 − bj /∈ Z>0 (m < j ≤ 4);

Re(b1) ≥ Re(b2) ≥ · · · ≥ Re(bm).
(9.7)

Put l = a1 − b1 − 1(≥ 0). Then there exists a solution of (9.2) of the form∑l
k=0 ckzb1+k with ck 6= 0 for all 0 ≤ k ≤ l, which we denote by φ1(z). Then

(9.6) holds for φ1(z) in this case, too. Interchanging the roles of a1 and a2, we
have a solution φ2(z) of (9.2) satisfying (9.6). It follows from the asymptotic
behavior of φi(z) (1 ≤ i ≤ 4) given above that the set {φi(z) | 1 ≤ i ≤ 4} is
linearly independent and that any rapidly decreasing solution φ(z) of (9.2) must
be a constant multiple of φ3(z). Hence the proposition follows when a1 − a2 6∈ Z.

From now on we consider the case where a1 − a2 ∈ Z. Without any loss of
generality, we may and do assume that

a1, a2 ∈ Z and a2 ≥ a1. (9.8)

We divide our construction of a basis for the solution space of (9.2) into the
following four cases:

Case 1: ai − bj /∈ Z>0 (1 ≤ ∀i ≤ 2, 1 ≤ ∀j ≤ 4);
Case 2: bj ∈ [a1, a2 − 1] ∩Z and bk ∈ (−∞, a1 − 1] ∩Z for some 1 ≤ j, k ≤ 4 ;
Case 3: bj ∈ [a1, a2 − 1] ∩Z for some 1 ≤ j ≤ 4 and bj /∈ (−∞, a1 − 1] ∩Z for all
1 ≤ j ≤ 4;
Case 4: bj /∈ [a1, a2 − 1] ∩Z for all 1 ≤ j ≤ 4 and bj ∈ (−∞, a1 − 1] ∩Z for some
1 ≤ j ≤ 4.

Case 1: It is easy to see that

φ1(z) = G4,1
2,4

(
zeπ

√−1

∣∣∣∣
a1, a2

b1, b2, b3, b4

)
, φ2(z) = G4,2

2,4

(
z

∣∣∣∣
a1, a2

b1, b2, b3, b4

)

are solutions of (9.2). If a2 > a1, then φ1(z) and φ2(z) satisfy the estimates (9.6).
This proves the proposition in this case. If a1 = a2, then the estimate (9.6) is still
valid for φ1(z) and

φ2(z) = C2× za1−1(−2γ + log(z))+O(za1−2+ε), z ∈ R, z → +∞, ε > 0, (9.9)

for some constant C2 ∈ C×. Here γ = lims→0(1/s − Γ(s)) is Euler’s constant.
Hence the proposition holds for a1 = a2, too.
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Case 2: The condition implies that a2 > a1. Then there exist two solutions
φ1(z) and φ2(z) of (9.2) of the form

φ1(z) =
a1−1∑

i=bk

ciz
i, with ca1−1 6= 0, φ2(z) =

a2−1∑

i=bj

c′iz
i, with c′a2−1 6= 0.

The set {φi(z) | 1 ≤ i ≤ 4} of functions on (0,∞) forms a basis for the solution
space of (9.2). It is then easy to see that the proposition is valid in this case.

Case 3: The condition implies that a2 > a1 and allows us to define a solution

φ1(z) = G4,1
2,4

(
zeπ

√−1

∣∣∣∣
a1, a2

b1, b2, b3, b4

)

of (9.2) on (0,∞) satisfying (9.6). Moreover, as in Case 2, there exists a solution
φ2(z) of (9.2) of the form

φ2(z) =
a2−1∑

i=bj

c′iz
i with c′a2−1 6= 0.

The set {φi(z) | 1 ≤ i ≤ 4} of functions on (0,∞) forms a basis for the solution
space of (9.2). Now it is easy to see that the proposition is valid in this case, too.

Case 4: We enumerate bj (1 ≤ j ≤ 4) so that the condition (9.7) holds. Then,
as in Case 2, there exists a solution φ1(z) of (9.2) of the form

φ1(z) =
a1−1∑

i=b1

ciz
i with ci 6= 0 (b1 ≤ ∀i ≤ a1 − 1).

We seek for another solution φ2(z) of (9.2). Put φ0(z) := φ2(z) − φ1(z) · log(z).
We express the differential operator P (z, δz) as P (z, δz) =

∑4
i=0 pi(z)δi with some

polynomials pi(z) (0 ≤ i ≤ 4) in z. We define another differential operator P̃ (z, δz)
by

P̃ (z, δz) =
4∑

i=1

ipi(z)δi−1
z .

Then it is easy to see that

P (z, δz)φ2(z) = P (z, δz)φ0(z) + P̃ (z, δz)φ1(z).
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First we consider the case of m ≥ 2. Then P̃ (z, δz)φ1(z) belongs to

Cza2−1 ⊕Cza2−2 ⊕ · · · ⊕Czb2+1.

Hence we can find

φ0(z) ∈ Cza2−1 ⊕Cza2−2 ⊕ · · · ⊕Czb2

such that P (z, δz)φ0(z)+P̃ (z, δz)φ1(z) = 0. Hence we have a basis for the solution
of (9.2) and the proposition follows in this case.

Next we suppose that m = 1. In this case, we have

P̃ (z, δz)φ1(z) =
a2−1∑

i=b1

c′′i zi for some c′′i ∈ C.

By using m = 1, we have c′′b1 6= 0. Consider the following function

Φ(z) :=
∫

L′

Γ(1− a1 + s)
Γ(a2 − s)

∏

1≤j≤4

Γ(bj − s)
(
ze
√−1π

)s ds

2π
√−1

,

where the path L′ of integration is a loop starting and ending at +∞ and encircling
all the poles of

∏4
j=1 Γ(bj − s) once in the negative direction, but none of b1 − k

(k ∈ Z>0). By shifting the path of integration to the left, we know that

Φ(z) =

∏
1≤j≤4 Γ(bj − b1 + 1)

Γ(a2 − b1 + 1)
Ress=b1−a1 Γ(s)(ze

√−1π)b1−1 + O(zb1−2), (9.10)

when z →∞, z ∈ R. By a simple computation, we have

P (z, δz)Φ(z) =
( ∫

L′′
−

∫

L′

)Γ(1− a1 + s)
∏4

j=1 Γ(bj − s + 1)
Γ(a2 − s)

(
ze
√−1π

)s ds

2π
√−1

where the path L′′ is given by L′′ := {s + 1 | s ∈ L′}. Hence we have

P (z, δz)Φ(z) = αzb1

with
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α =

∏4
j=1 Γ(bj − b1 + 1)

Γ(a2 − b1)
× Ress=b1 Γ(1− a1 + s)× eπ

√−1b1 .

Note that α 6= 0. If a2− 1 = b1, then P (z, δz)
{− (c′′b1/α)Φ(z) + φ1(z) log(z)

}
= 0.

If a2 − 1 > b1, then

P (z, δz)
{
− c′′b1

α
Φ(z) + φ1(z) log(z)

}
∈ Cza2−1 ⊕Cza2−2 ⊕ · · · ⊕Czb1+1.

Hence we can find a function

φ̃(z) ∈ Cza2−1 ⊕Cza2−2 ⊕ · · · ⊕Czb1+1

such that

P (z, δz)φ̃(z) = P (z, δz)
{

c′′b1
α

Φ(z)− φ1(z) log(z)
}

.

Summing up, we know that the function

φ2(z) :=





−c′′b1
α

Φ(z) + φ1(z) log(z) if a2 − 1 = b1,

φ̃(z)− c′′b1
α

Φ(z) + φ1(z) log(z) if a2 − 1 > b1

is a solution of (9.2). Hence we have a basis for the solution space of (9.2). Now
our assertion follows from (9.4), (9.5), and (9.10). ¤

10. A concluding remark.

In this section, we propose a way of constructing a non-zero element Φ ∈
GWmg

G0
(π, χ · ψβ), which might be useful for finding the values of the generalized

Whittaker function on the whole group S. This is also an interesting problem from
the representation theoretic point of view ([G-P]). First we recall the Whittaker
function on G0 = Sp(2,R). A maximal unipotent subgroup of G0 is given by
N0 := N0,R. Any character of N0 can be written as

ψc0,c3 : N0 3 n(x0, x1, x2, x3) 7→ exp
(
2π
√−1(c0x0 + c3x3)

) ∈ C(1)
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with some c0, c3 ∈ R. We assume that ψc0,c3 is non-degenerate, that is c0c3 6=
0. We denote by C∞mg(N0\G0;ψc0,c3) the space of C∞-functions W : G0 → C

satisfying two conditions

• W (ng) = ψc0,c3(n)W (g), ∀(n, g) ∈ N0 ×G0,

• W (g) is of moderate growth.

The group G0 acts on the space C∞mg(N0\G0;ψc0,c3) by right translation. Let
(π, Hπ) be an irreducible (g0,K0)-module. Suppose that there exists a non-zero
intertwining operator

Ψ : Hπ → C∞mg(N0\G0;ψc0,c3)

for some (c0, c3). We assume that c0 = c3 = 1, which is not an essential restriction.
It is known that Ψ is unique up to a constant multiple ([Wal, Theorem 8.8]). We
call the whole image Ψ(Hπ) the Whittaker model of π. For a Whittaker function
W (g) ∈ Ψ(Hπ) and µ ∈ C, we consider the following integral

ZN (g;µ,W ) :=
∫ ∞

0

d×u

∫

R

dx W




1√
u




u
u

1
x 1


 w2g


 u−µ−1, g ∈ G0.

As we noted in [Is-Mo, p. 5706] (see also [G-P]), this is a variant of Novodvorsky’s
local zeta integral for GSp(2,R). It seems not difficult to show that the integral
ZN (g;µ,W ) converges absolutely and defines a function in C∞mg(R

1
β\G0;χµ · ψβ)

for β =
( 0 1/2

1/2 0

)
when Re(µ) ¿ 0. Indeed, it is readily seen that our evaluation

[Mo, Proposition 8] of Novodvorsky’s local zeta integrals is compatible with the
explicit formula obtained in Theorem 7.1. On the other hand, in order to get a
non-zero element in GWmg

G0
(π, χµ · ψβ) for every µ ∈ C, we have to prove the

meromorphic continuability of ZN (g;µ,W ). We hope to discuss it in a future
paper.

Remark. The assignment W (g) → W (w1g) gives an isomorphism

C∞mg

(
R1

β\G0;χµ · ψβ

) ∼= C∞mg

(
R1

β\G0;χ−µ · ψβ

)
.

Hence we have GWmg
G0

(π, χµ · ψβ) ∼= GWmg
G0

(π, χ−µ · ψβ).



Generalized Whittaker functions 1261

References

[An] A. N. Andrianov, Dirichlet series with Euler product in the theory of Siegel modular

forms of genus two, Trudy Mat. Inst. Steklov., 112 (1971), 73–94.

[An-Ka] A. N. Andrianov and V. Kalinin, Analytic properties of standard zeta-functions of

Siegel modular forms, Mat. Sb. (N.S.), 106 (1978), 323–339.

[Ba] E. W. Barnes, The Asymptotic Expansion of Integral Functions Defined by Gener-

alized Hypergeometric Series, Proc. London Math. Soc., 5 (1907), 59–116.

[Bo] A. Borel, Automorphic forms on SL2(R), Cambridge Tracts in Math., 130, Cam-

bridge University Press, Cambridge, 1997.

[Bu] D. Bump, Automorphic forms and representations, Cambridge University Press,

1997.

[Bu-Fr-Fu] D. Bump, S. Friedberg and M. Furusawa, Explicit formulas for the Waldspurger

and Bessel models, Israel J. Math., 102 (1997), 125–177.

[C-S] C. Casselman and J. A. Shalika, The unramified principal series of p-adic groups,

II, The Whittaker function, Compositio Math., 41 (1980), 207–231.
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