
Banach J. Math. Anal. 9 (2015), no. 4, 1–13

http://doi.org/10.15352/bjma/09-4-1

ISSN: 1735-8787 (electronic)

http://projecteuclid.org/bjma

FINITE EXTENSIONS OF BESSEL SEQUENCES
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Abstract. The paper studies finite extensions of Bessel sequences in infinite-
dimensional Hilbert spaces. We provide a characterization of Bessel sequences
that can be extended to frames by adding finitely many vectors. We also char-
acterize frames that can be converted to Parseval frames by finite-dimensional
perturbations. Finally, some results on excesses of frames and near-Riesz bases
are derived.

1. Introduction and preliminaries

A sequence (fn)∞n=1 in a Hilbert space H is a frame for H if there exist positive
constants A and B, that are called frame bounds, such that

A‖x‖2 ≤
∞∑
n=1

|〈x, fn〉|2 ≤ B‖x‖2, ∀x ∈ H. (1.1)

Frame bounds are not unique. The optimal upper frame bound is the infimum
over all upper frame bounds, and the optimal lower frame bound is the supremum
over all lower frame bounds. If A = B we say that frame is tight and, in particular,
if A = B = 1 so that

∞∑
n=1

|〈x, fn〉|2 = ‖x‖2, ∀x ∈ H,

we say that (fn)∞n=1 is a Parseval frame.
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A sequence (fn)∞n=1 in H is called a Bessel sequence if only the right hand
inequality in (1.1) is satisfied. In that case B is called a Bessel bound. The
optimal Bessel bound is the infimum over all Bessel bounds.

Frames were first introduced by Duffin and Schaeffer ([7]). Today frames play
important roles in many applications in mathematics, science and engineering.
For general information and basic facts about frames we refer the reader to [2],
[4], [6] and [9].

Extensions principles of Bessel sequences to frames are known from the lit-
erature in frame theory. In [3] Casazza and Leonhard showed that any Bessel
sequence in a finite-dimensional space can be extended to a tight frame. Later
on, this result was extended to the infinite-dimensional case by Li and Sun in [11].
In [5] Christensen, Kim and Kim showed that in any separable Hilbert space each
pair of Bessel sequences can be extended to a pair of mutually dual frames.

In this paper we study finite extensions of Bessel sequences and frames in
infinite-dimensional Hilbert spaces. Our main result is Theorem 2.7 (see also
Proposition 2.2 and Theorem 2.4) which gives a necessary and sufficient condi-
tion under which a Bessel sequence can be extended to a frame by adding a finite
sequence of vectors. The characterizing condition (which is named essential dual-
ity of Bessel sequences) is concerned with pairs of Bessel sequences: the product
of the synthesis operator of one sequence by the analysis operator of the other
one is the unit element in the Calkin algebra of the underlying Hilbert space.

In the same spirit, Theorem 2.8 provides a necessary and sufficient condition
for the existence of a finite extension of a Bessel sequence to a Parseval frame -
a result that in a similar form can be found in [11].

Analyzing these conditions we then provide in Theorem 2.13 a characterization
of frames for which there exists a finite-dimensional perturbation that is a Parseval
frame.

The concluding Section 3 contains some results on excesses of frames. Corollary
3.3 provides a new characterization of frames with finite excess among all frames.
It turns out that the characterizing condition is a mirror image of the ”essential
duality” of Bessel sequences introduced in Section 2: the only difference is the
order of the action of the analysis and the synthesis operators involved. This and
other results in Section 3 are derived as simple consequences of our results from
the preceding section.

In the rest of this introductory section we summarize some basic facts on Bessel
sequences and frames that will be needed in the sequel and fix our notation.

Throughout, H will denote a complex, infinite-dimensional separable Hilbert
space. By B(H,K) we denote the space of all bounded operators between Hilbert
spaces H and K. For H = K we write B(H).

The identity operator is denoted by I. The range and the kernel of an operator
T ∈ B(H,K) are denoted by ImT and KerT , respectively. If T ∈ B(H,K)
has closed range, its pseudo-inverse is denoted by T †. For basic facts concerning
pseudo-inverses we refer to appendix A7 in [4].

For each Bessel sequence (fn)∞n=1 in H one defines the analysis operator U :
H → l2 by Ux = (〈x, fn〉)n. It is well known that U is a bounded linear operator.
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Moreover, it turns out that its adjoint U∗, that is called the synthesis operator,
satisfies U∗((αn)) =

∑∞
n=1 αnfn and, in particular, U∗en = fn, ∀n ∈ N, where

(en) is the canonical orthonormal basis for l2.
Note that each finite sequence is obviously Bessel. Here we adopt the following

convention: even if (xn)kn=1 is a finite sequence in H, we will understand that its
analysis operator takes values in l2 (in other words, we will tacitly assume that
x1, . . . , xk are followed by infinitely many zeros).

If (fn)∞n=1 is a frame for H, the analysis operator is not only bounded, but also
bounded from below. Moreover, U∗U is then an invertible operator (called the
frame operator) on H which satisfies A · I ≤ U∗U ≤ B · I and ‖U∗U‖ ≤ B. If
B is the optimal upper frame bound we have ‖U∗U‖ = B. Clearly, (fn)∞n=1 is a
Parseval frame if and only if U is an isometry, i.e. if and only if U∗U = I.

For each frame (fn)∞n=1 its canonical dual is the frame (f̃n)∞n=1 defined by f̃n =

(U∗U)−1fn, n ∈ N. It is one of the basic facts of the theory of frames that (f̃n)∞n=1

(as any other dual) enables complete reconstruction in terms of the original frame
(fn)∞n=1:

x =
∞∑
n=1

〈x, f̃n〉fn, ∀x ∈ H.

Also, it is well known that for each frame (fn)∞n=1 the sequence (fn)∞n=1, fn =

(U∗U)−
1
2fn, n ∈ N, is a Parseval frame.

If (fn)∞n=1 is a Parseval frame, then fn = f̃n = fn, ∀n ∈ N.

2. Finite extensions to frames

Suppose we have a Bessel sequence (fn)∞n=1 in H and consider the following
question: does there exist a sequence (xn)n in H such that the extended sequence
(xn)n ∪ (fn)∞n=1 is a frame for H?

Note that the answer is trivial if we are allowed to add an infinite sequence: any
Bessel system can be extended to a frame by adding in a frame for H. Thus, the
nontrivial part of our question consists of characterizing those Bessel sequences
that admit finite extensions to frames.

First observe: if (fn)∞n=1 admits a finite extension to a frame for H then, obvi-
ously, the deficit of (fn)∞n=1 must be finite.

Recall from [1] that the deficit of a sequence (fn)∞n=1 in H is defined as the
least cardinal d((fn)∞n=1) such that there exists a subset G of H of cardinality
d((fn)∞n=1) so that span ((fn)∞n=1 ∪ G) = H. If (fn)∞n=1 is a Bessel sequence in
H with the analysis operator U , one easily proves (see Lemma 4.1. in [1]) that
d((fn)∞n=1) = dim(KerU).

So, d((fn)∞n=1) <∞ is a necessary condition if we want to obtain a frame from
a Bessel sequence by adding only finitely many vectors. However, this is not
enough.

Example 2.1. Consider the canonical orthonormal basis (en) for l2 and the
sequence (fn)∞n=1 defined by f1 = e1, fn = en−1 + en, n ≥ 2. Clearly, (fn)∞n=1

is a Bessel sequence in l2 with the analysis operator U = S + I, where S is the
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unilateral shift on l2. Since S has no eigenvalues, we have dim(KerU) = 0; hence,
d((fn)∞n=1) = 0.

However, one can not extend (fn)∞n=1 to a frame by adding finitely many vectors.
This can be seen directly (we omit the details), but also, since Im (S + I) is not
a closed subspace of l2, by applying our Proposition 2.2 and Lemma 2.3 below.

In order to characterize all Bessel sequences which admit finite extensions to
frames we first provide another necessary condition.

Proposition 2.2. Let (fn)∞n=1 be a Bessel sequence in H for which there exists
a finite sequence (xn)kn=1 in H such that the extended sequence (xn)kn=1 ∪ (fn)∞n=1

is a frame for H. Then there exists a Bessel sequence (gn)∞n=1 in H such that the
operator I − V ∗U has finite rank, where U and V denote the analysis operators
of (fn)∞n=1 and (gn)∞n=1, respectively.

Proof. Let us take any dual frame of (xn)kn=1 ∪ (fn)∞n=1 and denote it, for conve-
nience, by (yn)kn=1 ∪ (gn)∞n=1 (in other words, the first k elements y1, . . . , yk are
followed by g1, g2, . . .). Let V1 be its analysis operator. Now observe that (gn)∞n=1

is a Bessel sequence; let us denote its analysis operator by V . Finally, let Ṽ be
the analysis operator of the Bessel sequence 0, . . . , 0, g1, g2, . . . (k zeros). Then
the operator Q = V1 − Ṽ has finite rank.

Further, let us denote by U1 the analysis operator of the frame (xn)kn=1∪(fn)∞n=1.
Since (yn)kn=1 ∪ (gn)∞n=1 is a dual of (xn)kn=1 ∪ (fn)∞n=1, we have

V ∗1 U1 = I. (2.1)

On the other hand, (Ṽ )∗U1x =
∑∞

n=1〈x, fn〉gn = V ∗Ux, ∀x ∈ H; thus,

(Ṽ )∗U1 = V ∗U. (2.2)

From this we find

I − V ∗U (2.2)
= I − (Ṽ )∗U1 = I − (V1 −Q)∗U1 = I − V ∗1 U1 +Q∗U1

(2.1)
= Q∗U1.

Hence, I − V ∗U = Q∗U1 is a finite rank operator. �

It will turn out that the converse of the preceding proposition is also true. In
fact, we shall prove the converse in a stronger form. To do that we first need a
lemma on Hilbert space operators known as a part of Atkinson’s theorem. For
the proof, which is omitted, we refer the reader to the solution to Problem 181
in [8].

Lemma 2.3. Let H and K be Hilbert spaces and U ∈ B(H,K). Suppose that
there exists V ∈ B(H,K) such that the operator I − V ∗U is compact. Then ImU
is a closed subspace of K, dim (KerU) < ∞ and U †U = I − P , where P is the
orthogonal projection to KerU .

Theorem 2.4. Let (fn)∞n=1 and (gn)∞n=1 be Bessel sequences in H with the optimal
Bessel bounds B and D and the analysis operators U and V , respectively. Suppose
that I−V ∗U is a compact operator. Then there exist finite sequences (xn)kn=1 and
(yn)ln=1 such that (xn)kn=1 ∪ (fn)∞n=1 and (yn)ln=1 ∪ (gn)∞n=1 are frames for H with
the optimal upper frame bounds B resp. D.
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Proof. By the preceding lemma we have dim(KerU) < ∞, so one can find a
finite frame x1, . . . , xk for KerU with the optimal upper frame bound B. Let us
denote by F the corresponding analysis operator. Take any dual frame z1, . . . , zk
for x1, . . . , xk with the analysis operator G. We assume that all xj’s and zj’s
belong to KerU . Then we have G∗F = P , where P denotes the orthogonal
projection to KerU . Note also that both ImF and ImG are contained in Mk =
span {e1, . . . , ek}, where (en) denotes the canonical orthonormal basis for l2.

Let us now take the extended sequence x1, . . . , xk, f1, f2, . . .. Observe that its
analysis operator U1 is given by U1 = F + SkU , where S denotes the unilateral
shift on l2. Let W = G+ Sk(U †)∗. Then, using the equalities F ∗Sk = G∗Sk = 0
and the last assertion of the preceding lemma, we obtain

W ∗U1 = (G∗ + U †(S∗)k)(F + SkU) = G∗F + U †U = P + (I − P ) = I.

This implies that U1 is bounded from below; thus, (xn)kn=1 ∪ (fn)∞n=1 is a frame.

For x ∈ KerU we have 0 = ‖Ux‖2 =
∑∞

n=1 |〈x, fn〉|2 and
∑k

n=1 |〈x, xn〉|2 ≤
B‖x‖2. On the other hand, if x ∈ (KerU)⊥ then

∑k
n=1 |〈x, xn〉|2 = 0.

Let us now take an arbitrary x ∈ H and write x = a + b with a ∈ KerU and
b ∈ (KerU)⊥. Then

k∑
n=1

|〈x, xn〉|2 +
∞∑
n=1

|〈x, fn〉|2 =
k∑

n=1

|〈a, xn〉|2 + ‖U(a+ b)‖2

≤ B‖a‖2 + ‖Ub‖2 ≤ B(‖a‖2 + ‖b‖2) = B‖x‖2.
The assertions concerning (gn)∞n=1 now follow by the same arguments using

compactness of the operator I − U∗V . �

Remark 2.5. As the preceding proof shows, the extension of a Bessel sequence
to a frame is not unique, even if we insist (as we did) on the same upper frame
bound. It is also clear that the minimal number of elements that should be added
to a given Bessel sequence (fn)∞n=1 in order to obtain a frame is d = dim (KerU).

In that sense a minimal choice is (
√
Bw1, . . . ,

√
Bwd), where (w1, . . . , wd) is an

orthonormal basis for KerU .

Proposition 2.2 and Theorem 2.4 motivate the following definition:

Definition 2.6. We say that Bessel sequences (fn)∞n=1 and (gn)∞n=1 with the anal-
ysis operators U and V are essentially dual to each other if I−V ∗U is a compact
operator.

If I − V ∗U is compact then, obviously, I − U∗V is compact as well; hence
essential duality of Bessel sequences is a symmetric relation.

Now we can summarize the statements of Proposition 2.2 and Theorem 2.4 in
the following simple way:

Theorem 2.7. A Bessel sequence (fn)∞n=1 has a finite extension to a frame if and
only if there exists a Bessel sequence essentially dual to (fn)∞n=1.
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Next we discuss finite extensions of Bessel sequences to Parseval frames. Again,
we shall first obtain necessary conditions.

Suppose we have a Bessel sequence (fn)∞n=1 in H for which there exists a finite
sequence (xn)kn=1 such that (xn)kn=1 ∪ (fn)∞n=1 is a Parseval frame for H. Denote
by B the optimal Bessel bound of (fn)∞n=1. Since

∞∑
n=1

|〈x, fn〉|2 ≤
k∑

n=1

|〈x, xn〉|2 +
∞∑
n=1

|〈x, fn〉|2 = ‖x‖2, ∀x ∈ H,

we conclude that B ≤ 1.
Let U be the analysis operator of (fn)∞n=1. Denote by F the analysis operator

of (xn)kn=1; since this sequence is finite, F is a finite rank operator. Now observe
that the analysis operator U1 of the sequence (xn)kn=1 ∪ (fn)∞n=1 is given by U1 =
F + SkU , where, as before, S denotes the unilateral shift on l2.

Since by our assumption (xn)kn=1 ∪ (fn)∞n=1 is a Parseval frame for H, we have
U∗1U1 = I. From this we get

I = (F + SkU)∗(F + SkU) = F ∗F + F ∗SkU + U∗(Sk)∗F + U∗U.

Let K = F ∗F + F ∗SkU + U∗(Sk)∗F . Then K is a finite rank operator and
I − U∗U = K. In particular, the operator I − U∗U is not invertible because it
has finite-dimensional range. This in turn implies that 1 belongs to the spectrum
of U∗U and this, together with our previous observation B ≤ 1, implies B = 1.

The statement of the following theorem appears in a similar form in [11]. Al-
though the proof in [11] uses g-frames, the key argument is essentially the same
as in our proof below.

Theorem 2.8. Let (fn)∞n=1 be a Bessel sequence in H with the optimal Bessel
bound B and the analysis operator U . The following conditions are mutually
equivalent:

(a) There exists a finite sequence (xn)kn=1 in H such that (xn)kn=1 ∪ (fn)∞n=1 is
a Parseval frame for H.

(b) B = 1 and dim (Im(I − U∗U)) <∞.

Proof. (a) ⇒ (b) is already proved in the preceding discussion. Let us prove
(b) ⇒ (a).

Since B = 1, the square root (I−U∗U)
1
2 is a well defined and positive operator.

Observe that Ker (I−U∗U)
1
2 = Ker (I−U∗U). By taking orthogonal complements

we get Im (I − U∗U)
1
2 = Im (I − U∗U) (since, by assumption, this subspace is

finite-dimensional, the closure signs are superfluous).
Let k = dim (Im (I − U∗U)) and Mk = span {e1, . . . , ek} ≤ l2. Take any

partial isometry R ∈ B(H, l2) with the initial subspace Im (I − U∗U) and the
final subspace Mk. Notice that ImR ⊥ ImSkU .

Let U1 = R(I − U∗U)
1
2 + SkU . We claim that U1 is an isometry. Indeed, for

x ∈ H we have

‖U1x‖2 = ‖R(I − U∗U)
1
2x+ SkUx‖2 = ‖R(I − U∗U)

1
2x‖2 + ‖SkUx‖2

= ‖(I − U∗U)
1
2x‖2 + ‖Ux‖2 = 〈(I − U∗U)x, x〉+ 〈U∗Ux, x〉 = ‖x‖2.
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Since U1 is an isometry, (U∗1 en)∞n=1 is a Parseval frame for H. Observe that

U∗1 = (I − U∗U)
1
2R∗ + U∗(S∗)k implies U∗1 ek+j = U∗ej = fj, ∀j ∈ N. Thus, our

original Bessel sequence (fn)∞n=1 is extended to a Parseval frame by the elements

xj = (I − U∗U)
1
2R∗ej, j = 1, 2, . . . , k. �

Remark 2.9. Suppose that l ≥ k = dim (Im (I−U∗U)) and take a partial isometry
R′ with the initial subspace Im (I − U∗U) and the final subspace contained in
Ml = span {e1, . . . , el} ≤ l2. Then the same argument as above applies if we

replace U1 by U ′1 = R′(I − U∗U)
1
2 + SlU . This would result with an extension of

the original Bessel sequence to a Parseval frame by adding l elements.
If we assume that (yn)k

′
n=1 ∪ (fn)∞n=1 is a Parseval frame for k′ < k, then for

each x ∈ H we have that x =
∑∞

n=1〈x, fn〉fn +
∑k′

n=1〈x, yn〉yn. Then

Im (I − U∗U) =

{
x−

∞∑
n=1

〈x, fn〉fn : x ∈ H

}
=

{
k′∑

n=1

〈x, yn〉yn : x ∈ H

}
.

Therefore k = dim Im (I − U∗U) ≤ dim span{yn}k
′

n=1 ≤ k′ < k which is a con-
tradiction. Thus, the minimal number of elements that one must add to a given
Bessel sequence in order to obtain a Parseval frame is k = dim (Im (I − U∗U)).
Such minimal extensions are described in Corollary 2.11. Here we also mention
the concluding Corollary 3.7 which provides another related result.

Remark 2.10. We also note that for the proof of (b) ⇒ (a) in the preceding
theorem it suffices to assume B ≤ 1 and dim (Im(I − U∗U)) <∞.

Corollary 2.11. Let (fn)∞n=1 be a Bessel sequence in H with a Bessel bound
less than or equal to 1 and such that dim (Im(I − U∗U)) = k < ∞. Let xj =

(I−U∗U)
1
2wj, j = 1, . . . , k, where (w1, . . . , wk) is an orthonormal basis for Im (I−

U∗U). Then (xn)kn=1 ∪ (fn)∞n=1 is a Parseval frame for H.

When one compares the statement of Theorem 2.8 with those of Theorem 2.4
and Corollary 2.7 it is natural to ask the following question: is it enough, in
order to ensure a finite extension of a given Bessel sequence to a Parseval frame,
to assume that I − U∗U is only a compact operator (together with B ≤ 1)?

The answer is negative. Namely, if I − U∗U is a compact operator, then there
does exist a bounded operator V such that I − V ∗U has finite rank, but one can
not conclude that the rank of I − U∗U is finite.

Here is an example. Consider the canonical orthonormal basis (en) for l2 and
the sequence (fn)∞n=1 defined by fn =

√
n

n+1
en, n ∈ N. Clearly, (fn)∞n=1 is a

frame; in fact, a Riesz basis with the upper frame bound B = 1. If we denote by
U its analysis operator, then U∗Ux =

∑∞
n=1

n
n+1
〈x, en〉en, ∀x ∈ l2. This implies

(I − U∗U)x =
∑∞

n=1
1

n+1
〈x, en〉en, ∀x ∈ l2; thus, I − U∗U is a compact operator.

However; the sequence (fn)∞n=1 can not be extended to a Parseval frame by adding
a finite number of elements. This can be seen directly, but the same conclusion
also follows from Theorem 2.8: namely, it is evident that the operator I − U∗U
has infinite rank.



8 D. BAKIĆ, T. BERIĆ

We end this discussion with a corollary on extensions to tight frames of Bessel
sequences with an arbitrary Bessel bound.

Corollary 2.12. Let (fn)∞n=1 be a Bessel sequence in H with the optimal Bessel
bound B and the analysis operator U . The following conditions are mutually
equivalent:

(a) There exists a finite sequence (xn)kn=1 in H such that (xn)kn=1 ∪ (fn)∞n=1 is
a B-tight frame for H.

(b) dim (Im(B · I − U∗U)) <∞.

Proof. Consider the Bessel sequence (gn)∞n=1, where gn = 1√
B
fn, n ∈ N, and

observe that its optimal Bessel bound is equal to 1, and its analysis operator is
1√
B
U . Now Theorem 2.8 applies. �

Theorem 2.8 shows that Bessel sequences and, in particular, frames for which
I − U∗U is a finite rank operator are, in a sense, almost Parseval. Our next
theorem provides two more characterizing properties of such frames which also
show, in a different way, a close relation with the class of Parseval frames.

Theorem 2.13. Let (fn)∞n=1 be a frame for H with the analysis operator U . The
following conditions are mutually equivalent:

(a) dim (Im(I − U∗U)) <∞.
(b) There exists a sequence (gn)∞n=1 in a finite-dimensional subspace L of H

such that (fn + gn)∞n=1 is a Parseval frame for H.
(c) x =

∑∞
n=1〈x, fn〉fn, ∀x ∈M , where M is a closed subspace of H of finite

co-dimension.

Proof. (a) ⇒ (b).
Since I − U∗U is a selfadjoint operator and dim (Im(I − U∗U)) <∞, we have

H = Ker(I − U∗U) ⊕ Im(I − U∗U). This implies ImU = U(Ker(I − U∗U)) +
U(Im(I−U∗U)). Moreover, we claim that this sum is direct. Indeed, if Ux = Uy
for some x ∈ Ker(I − U∗U) and y ∈ Im(I − U∗U) then, by injectivity of U , we
conclude x = y and hence x = y = 0.

Now observe that all direct complements of a closed subspace in a given space
are of the same dimension. Thus,

dim (ImU 	 U(Ker(I − U∗U))) = dim (U(Im(I − U∗U))) = dim (Im(I − U∗U))

where the last inequality follows from injectivity of U . This allows us to find an
isometry F0 : Im(I − U∗U) → ImU such that ImF0 ⊥ U(Ker(I − U∗U)). Put
U0 = U |Ker(I−U∗U)

. Since we have U∗Ux = x for x ∈ Ker(I−U∗U), U0 is also an

isometry. Finally, let V = U0 ⊕ F0; since the images of U0 and F0 are mutually
orthogonal, V is an isometry. So, if we define hn = V ∗en, n ∈ N, where (en) is
the canonical orthonormal basis for l2, the sequence (hn)∞n=1 is a Parseval frame
for H. Obviously, F = V − U is a finite rank operator. Namely, F acts trivially
on Ker(I − U∗U) and dim (Im(I − U∗U)) < ∞. Put gn = F ∗en, n ∈ N. Then
(gn)∞n=1 is a finite-dimensional perturbation of (fn)∞n=1 such that (hn = fn+gn)∞n=1

is a Parseval frame.
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(b) ⇒ (a).
If we assume (b) then (gn)∞n=1 is a Bessel sequence, as the difference of two

Bessel sequences. Let T denotes its analysis operator. By assumption, T ∗ is a
finite rank operator. Hence, T has a finite rank as well. Since (U∗ + T ∗)en =
fn +gn, ∀n ∈ N, and (fn +gn)∞n=1 is a Parseval frame for H, U +T is an isometry.
Thus, I = (U+T )∗(U+T ) = U∗U+U∗T+T ∗U+T ∗T . Let F = U∗T+T ∗U+T ∗T .
Then F is a finite rank operator and we have I − U∗U = F .

(a) ⇒ (c).
Let M = Ker(I − U∗U). By assumption, M⊥ = Im(I − U∗U) is finite-

dimensional. For x ∈M we have x = U∗Ux i.e. x =
∑∞

n=1〈x, fn〉fn.
(c) ⇒ (a).
Suppose we have x =

∑∞
n=1〈x, fn〉fn for all x ∈ M with dimM⊥ < ∞. This

implies U∗Ux = x, ∀x ∈ M . Hence, M ⊆ Ker(I − U∗U), and this implies
Im(I − U∗U) ⊆M⊥. �

Remark 2.14. (i) In contrast to Theorem 2.8, a general assumption in the pre-
ceding theorem is that (fn)∞n=1 is a frame, not merely a Bessel sequence. The
reason for that is the proof of the above implication (a) ⇒ (b) where we have
used injectivity of the analysis operator U .

(ii) Note that in the property (c) we do not claim that the frame elements fn
belong to M . In this light, we may say that (fn)∞n=1 is, in a sense, an outer frame
for the subspace M .

Remark 2.15. Let us show an alternative proof of (a) ⇒ (b) from the preceding
theorem.

Consider the decomposition H = Ker(I −U∗U)⊕ Im(I −U∗U). Since Ker(I −
U∗U) is an eigenspace for the operator U∗U , its orthogonal complement is invari-
ant for U∗U . So, both subspaces in the above decomposition are invariant for

U∗U and we may write U∗U = I ⊕

 λ1
. . .

λk

 with respect to an appro-

priately chosen orthonormal basis (w1, . . . , wk) for Im(I − U∗U). Note that the
optimal frame bounds of (fn)∞n=1 satisfy A ≤ λi ≤ B, i = 1, . . . , k. Let us write,
with respect to the same decomposition of H, fn = xn + yn, n ∈ N.

Now observe that both subspaces are also invariant for (U∗U)−
1
2 and that

(U∗U)−
1
2 acts as the identity operator on Ker(I − U∗U).

Put fn = (U∗U)−
1
2fn, n ∈ N. Recall that (fn)∞n=1 is the Parseval frame canon-

ically associated with (fn)∞n=1. Obviously, for all n ∈ N we have fn = xn + zn,

where zn =

 λ
− 1

2
1

. . .

λ
− 1

2
k

 yn. The sequences (yn)∞n=1 and (zn)∞n=1 belong to

a finite-dimensional subspace Im(I − U∗U), so does their difference and we have
fn + (zn − yn) = xn + yn + zn − yn = fn, ∀n ∈ N.
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3. Frames with finite excess

Let (fn)∞n=1 be a frame for H. The excess e((fn)∞n=1) is defined as the maxi-
mal number of elements that can be deleted from (fn)∞n=1 such that the reduced
sequence remains a frame. If we denote by U the analysis operator of (fn)∞n=1,
it is well known that e((fn)∞n=1) = dim (KerU∗). If we denote by Q ∈ B(l2) the
orthogonal projection to KerU∗, then e((fn)∞n=1) = tr(Q). For these and other
facts concerning excess we refer the reader to [1].

When e((fn)∞n=1) is finite, we say that (fn)∞n=1 is a near-Riesz basis. It is proved
in [10] that a frame (fn)∞n=1 for H is a near-Riesz basis if and only if there exists
a finite set J ⊆ N such that (fn)n∈N\J is a Riesz basis for H.

A direct application of Lemma 2.3 gives us a new characterization of near-Riesz
bases.

Theorem 3.1. Let (fn)∞n=1 be a frame for H with the analysis operator U . Then
(fn)∞n=1 is a near-Riesz basis if there exists an operator V ∈ B(H, l2) such that
I − V U∗ is a compact operator.

Proof. By Lemma 2.3, KerU∗ is a finite-dimensional subspace od l2. �

Since there is a bijective correspondence between bounded operators in B(H, l2)
and Bessel sequences in H, one can restate the preceding theorem in terms of
the existence of a Bessel sequence (gn)∞n=1 with the analysis operator V such that
I−V U∗ is compact. By taking adjoints we conclude that I−UV ∗ is also compact,
and it follows that KerV ∗ is a finite-dimensional subspace od l2. However, this is
not enough to conclude that e((gn)∞n=1) < ∞ since for Bessel sequences we only
know that e((gn)∞n=1) ≥ dim KerV ∗ (see [1]).

This was also the reason for stating the theorem for frames, not for Bessel
sequences.

After all, we have the following corollary.

Corollary 3.2. Let (fn)∞n=1 and (gn)∞n=1 be frames for H with the analysis oper-
ators U and V . If the operator I −V U∗ is compact, both (fn)∞n=1 and (gn)∞n=1 are
near-Riesz bases.

Consider again a frame (fn)∞n=1 for H with the analysis operator U . Recall that
(U∗)† = U(U∗U)−1, since U∗ is a surjection. Hence, U(U∗U)−1U∗ is the orthog-
onal projection to ImU and, consequently, I − U(U∗U)−1U∗ is the orthogonal
projection to (ImU)⊥ = KerU∗.

Suppose now that e((fn)∞n=1) < ∞. Then we have dim (KerU∗) < ∞; in
other words, I − U(U∗U)−1U∗ is a finite rank operator. Finally, observe that

U(U∗U)−1 is in fact the analysis operator of the canonical dual frame (f̃n =
(U∗U)−1fn)∞n=1. This, together with the above corollary, shows that we have the
following characterization of near-Riesz bases among all frames.

Corollary 3.3. Let (fn)∞n=1 be a frame for H with the analysis operator U . Then
(fn)∞n=1 is a near-Riesz basis if and only if there exists a frame (gn)∞n=1 for H with
the analysis operator V such that I − V U∗ is a compact operator.
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Notice a formal similarity of Corollary 3.3 and Corollary 2.7 (see also Definition
2.6). The characterizing condition is formulated in the same way and the only
difference is the order of the action of the analysis and the synthesis operators
involved.

Recall from Proposition 5.5. in [1] that for each frame (fn)∞n=1 we have e((fn)∞n=1) =∑∞
n=1(1−‖fn‖2), where (fn)∞n=1 is the Parseval frame canonically associated with

(fn)∞n=1. In particular, if e((fn)∞n=1) < ∞, this implies
∑∞

n=1(1 − ‖fn‖2) < ∞.
In the special case when (fn)∞n=1 is a Parseval frame with finite excess, we have∑∞

n=1(1− ‖fn‖2) <∞.
In this light it is natural to ask: can we describe those frames (fn)∞n=1 with the

upper frame bound B for which the series
∑∞

n=1(B − ‖fn‖2) converges?

Proposition 3.4. Let (fn)∞n=1 be a frame for H with the optimal upper frame
bound B such that the series

∑∞
n=1(B − ‖fn‖2) converges. Then (fn)∞n=1 is a

near-Riesz basis.

Proof. We have to show that e((fn)∞n=1) < ∞. Let gn = 1√
B
fn, n ∈ N. Then

(gn)∞n=1 is a frame for H with the same excess. Its analysis operator is given by
U1 = 1√

B
U where U is the analysis operator of (fn)∞n=1.

Consider the canonical orthonormal basis (en) for l2. Then for all n we have

〈(I − U1U
∗
1 )en, en〉 = 1− ‖U∗1 en‖2 = 1− ‖gn‖2 = 1− 1

B
‖fn‖2

=
1

B
(B − ‖fn‖2).

From this we get

tr(I − U1U
∗
1 ) =

∞∑
n=1

〈(I − U1U
∗
1 )en, en〉 =

∞∑
n=1

1

B
(B − ‖fn‖2) <∞.

Thus, I − U1U
∗
1 is a trace class operator and hence compact. By Theorem 3.1,

(gn)∞n=1 is a near-Riesz basis. �

Remark 3.5. It is easy to see that for each frame (fn)∞n=1 we have 1 − ‖fn‖2 ≤
1 − 1

B
‖fn‖2, ∀n ∈ N. This, together with Proposition 5.5 from [1], serves as an

alternative proof of Proposition 3.4. We omit the details.

In general, the converse of Proposition 3.4 is not true. As an example, consider
the canonical orthonormal basis (en) for l2 and the sequence e1, e1, e2, e3, e4, . . ..
This is a frame with finite excess (equal to 1) and the optimal upper frame bound
B = 2, but the series

∑∞
n=1(2− ‖fn‖2) diverges.

Therefore, in order to ensure the convergence, one should add an extra condi-
tion.

Proposition 3.6. Let (fn)∞n=1 be a frame for H with the optimal upper frame
bound B and the analysis operator U such that e((fn)∞n=1) <∞ and dim (Im(B ·
I − U∗U)) <∞. Then

∑∞
n=1(B − ‖fn‖2) <∞.
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Proof. Let gn = 1√
B
fn, n ∈ N. Then (gn)∞n=1 is a frame for H with the same

excess and the optimal upper frame bound equal to 1. Its analysis operator is
given by U1 = 1√

B
U , so I−U∗1U1 = 1

B
(B ·I−U∗U). Thus, by assumption, we have

dim (Im(I −U∗1U1)) <∞. By Theorem 2.8, there exists a finite sequence (xn)kn=1

such that (xn)kn=1∪(gn)∞n=1 is a Parseval frame for H. Since by assumption (fn)∞n=1

has finite excess, the excess of this new frame is also finite. Since this new frame
is Parseval, Proposition 5.5 from [1] implies

∑k
n=1(1−‖xn‖2)+

∑∞
n=1(1−‖gn‖2) <

∞. From this we conclude
∑∞

n=1(1−‖gn‖2) <∞. In terms of the original frame
this means

∑∞
n=1(1 −

1
B
‖fn‖2) < ∞ which after multiplication by B gives us∑∞

n=1(B − ‖fn‖2) <∞. �

We end the paper with a comment concerning extensions of frames to Parseval
frames. Recall from Remark 2.9 that a finite extension of a Bessel sequence to
a Parseval frame (if it exists) is not unique. However, if we have a frame with
finite excess that admits a finite extension to a Parseval frame, then the following
corollary tells us that all such extensions have the same energy (i.e. l2-norm).

Corollary 3.7. Let (fn)∞n=1 be a frame for H with the optimal upper frame
bound equal to 1 and the analysis operator U . Suppose that e((fn)∞n=1) < ∞
and dim (Im(I − U∗U)) <∞. Let (xn)kn=1 be any finite sequence in H such that
(xn)kn=1 ∪ (fn)∞n=1 is a Parseval frame. Then

k∑
n=1

‖xn‖2 =
∞∑
n=1

(1− ‖fn‖2)− e((fn)∞n=1).

Proof. Let e((fn)∞n=1) = e < ∞. Since (fn)∞n=1 is a near–Riesz basis, there exists
a finite set J ⊆ N such that (fn)n∈N\J is a Riesz basis. Theorem 3.1. in [10] tells
us that the number of vectors we have to remove from a near–Riesz basis in order
to get a Riesz basis is equal to the excess of that near–Riesz basis. Therefore
|J | = e and using the same argument for the near–Riesz basis (xn)kn=1 ∪ (fn)∞n=1

we get

e
(
(xn)kn=1 ∪ (fn)∞n=1

)
= e

(
(xn)kn=1 ∪ (fn)n∈J ∪ (fn)n∈N\J

)
= k + |J | = k + e.

On the other hand, since (xn)kn=1∪ (fn)∞n=1 is a Parseval frame, Proposition 5.5

from [1] implies e((xn)kn=1 ∪ (fn)∞n=1) =
∑k

n=1(1− ‖xn‖2) +
∑∞

n=1(1− ‖fn‖2).
By comparing these two equalities, we obtain k + e =

∑k
n=1(1 − ‖xn‖2) +∑∞

n=1(1− ‖fn‖2) which gives us
∑k

n=1 ‖xn‖2 =
∑∞

n=1(1− ‖fn‖2)− e. �
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