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BIFURCATION IN SINGULAR SELFADJOINT 
BOUNDARY VALUE PROBLEMS1 

F . G. HAGIN 

1. Introduction. In recent years considerable progress has been 
made in the study of the bifurcation phenomenon associated with non­
linear perturbations of Sturm-Liouville problems. For example, 

Ly = k{y + f(t,y)], 

(1.1) ay(0)+ßy'(0) = 0, 

yy(l) + 6y'(l) = 0, 

where Ly = — (py')f + qy and / is small in the appropriate sense 
as y —» 0. A typical result is: if Kk is an eigenvalue of the linearized 
problem (i.e. jf = 0), there exist solutions to the nonlinear problem 
(1.1) for small y ^ 0 and (A — A*). The result is considered as 
a branching or bifurcation from the point (kk, 0) relative to the sub-
space {(X, y) : y = 0}. For example, see [1] and [2]. 

More recently it has been shown that, although the bifurcation 
phenomenon is usually considered to be a local result, it often is 
global in the sense that the solution pair to (1.1), (X, y), can be ex­
tended indefinitely; i.e. ||(A, y)\\ —» °°. Some results along this line have 
been established using topological techniques by Crandall and Rabino-
witz [3] and Turner [4]. 

Our purpose here is to establish a local bifurcation property for a 
generalization of (1.1) which will include singular problems on inter­
vals of the form [0, CÜ) where o> ^S <» . The right boundary condition of 
(1.1) is replaced by: y G D, D SL Banach space. This condition is 
motivated by singular conditions like D — L °°(0, co) or D = L2(0, to). 
We consider 

(1.2a) Loy = - (ay')' + b0y = \[y + f(t, y)], 

(1.2b) moy(0)-y'(0) = 0, 

(1.2c) y G D, 
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where a, a' and b0 are continuous real-valued functions on [0, co), 
a > 0, D is a Banach space of real-valued functions on (0, co), and / 
is appropriately small as y -> 0 in the D norm. We are interested in 
real eigenvalues and eigenfunctions for (1.2). In what follows we 
normally think of (1.2) as a singular problem (i.e. co = °o, or a(w~) 
and/or b0(a)~) undefined, or a(co~) = 0); however, the regular Sturm-
Liouville problem is included if D is chosen to be the appropriate set 
of functions satisfying y y( co~) + 8y'(<*)~) = 0. 

If A0 is an eigenvalue of the linearization of (1.2) (more specifically 
an isolated point of the spectrum; see (HI) below) we establish con­
ditions on LQ and f which guarantee that, for some interval [ — y, y], 
for each f G ["""y*y] there exists a unique A = A(£) such that the 
corresponding solution to (1.2a) with (t/(0), t/'(0)) = (f, ra0£) lies in 
D; hence is an eigenfunction for (1.2). So \(f), —y = £ = y, is a set 
of eigenvalues for (1.2) with A(f)Ä A0. 

We will be making use of the approach and some of the results of 
Hartman [5]. There fixed point methods are used to study nonlinear 
perturbations of systems 

(1.3) y'(t) = A(t)y(t) 

for 0 ^ t < co, co ^ oo. If (1.3) has a fc-dimensional subset of D-
solutions (i.e. solutions to (1.3) which lie in a Banach space D) it is 
shown that, under the proper assumptions, the nonlinear problem 

y' = A(t)y + f(t,y) 

has, near y = 0, a /c-dimensional manifold of D-solutions. (The reader 
can probably detect a logical connection between this behavior and 
the bifurcation phenomenon we study.) 

Our approach, like that of Hartman and others, is to use a linear 
theory in order to construct a mapping from some convex set into 
itself. The fixed point of the mapping turns out to solve the nonlinear 
problem. For each £ G [ —y, y] we will construct a mapping T = T^ 
from a subset of R X D into itself as follows. For (17, x) G R X D we 
show that the inhomogeneous linear initial-value problem 

L0y = (Xo + ii)y + (A0 + ri)f(t, x(t)) = \y + g(t), 

(»(0),y'(0))=(émo© 

has a unique D-solution for some /x = /JL(£). This defines the map 
T^TJ, x) = (/LI, j/) which is shown to be a contraction on the appropriate 
spheres in RX D. The resulting fixed point clearly is the desired 
solution to our nonlinear problem for this f. The linear theory neces-
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sary for the construction of T% is developed in the next section. 

2. The linear theory. The linearization of (1.2) gives 

(2.1a) L0y = - (ay ') ' + b0y = ky, 

(2.1b) m0y(0)-y'(0) = 0, 

(2.1c) y <ED. 

Our first hypothesis regards the linear problem (2.1). 
(HI) Let a > 0, a' and b0 be continuous and real-valued on [0, o>), 

w e » . Let A.0 be an eigenvalue of (2.1); moreover, let X0 be an 
isolated point of the spectrum in the classical sense (see remark below). 
For some open interval, /, containing X0 let L0y = ky have a one-
dimensional set of D-solutions for each A G I . 

REMARK. Since a(0) > 0 we can, without loss of generality, assume 
ö(0) = 1. By "spectrum" we mean that as defined in the classical 
limit point-limit circle analysis for the problem (2.1a), (2.1b). (For 
example, see [6] or [7].) The situation in this analysis is, briefly, 
as follows. In the limit circle case (the unusual case) by definition all 
solutions to L0y = ky are in L2(0, co) for all k. In this case the spec­
trum consists entirely of isolated points (called eigenvalues). In the 
more important limit point case (in which L0y = ky has, for each k, 
at most one independent L2(0, co) solution) the spectrum may be more 
complicated, containing continuous and/or point spectrum. In this 
case a value Xx in the point spectrum generates an L2(0, co) solution 
to (2.1a), (2.1b) (called an eigenfunction). It follows that in all (both) 
cases if X0 is an eigenvalue for (2.1) as assumed in (HI) that the corre­
sponding eigenfunction is in L2(0, co) as well as in D. This fact will 
be used extensively in §4 below. Finally, we remark that the assump­
tion of the last sentence of (HI) frequently is satisfied a priori (e.g. 
in the limit point case when D = L2(0, co)). 

From the remark above it would perhaps seem that the natural 
selection for D is L2(0, co). While this is true for the linear analysis, 
frequently L2 is not a convenient choice for the nonlinear problems 
associated with (2.1) (see the example and discussion early in §3). 
Often in nonlinear applications D = L°°(0, co) (hence one seeks 
bounded solutions as t —> co) or D = L0 °°(0, co) (giving solutions which 
-» 0 as £—> co). It is helpful to think of the D-solutions to (2.1a) as the 
"small" solutions (even though "small" is not necessarily meaningful 
in the limit circle case). 

Since we will be centering our attention on k near X0, it is con­
venient to define n = k — k0, L = L0 — k0, and b = b0 — A.0. Then 
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(2.1) becomes 

(2.2a) Ly=-(ay')' + by= i*y, 

(2.2b) moy(0 ) -y ' ( 0 ) = 0, 

(2.2c) y G D . 

We are interested in solutions to (2.2) for small values of fi. We will 
also be considering die inhomogeneous equation 

(2-3) (L - ii)y=g 

and will seek D-solutions to (2.3) for g £ B, B a second (possibly) 
Banach space. A key concept is that of the admissibility of the pair 
(B,D); we say the pair (B, D) is admissible relative to (2.3) iff for 
every g E B there exists at least one D-solution to (2.3). The major 
hypothesis regarding the relationship between (2.3) and the spaces B 
and D is 

(H2) Let B be Lp(0, o>), or a subspace, for 1 ^ p ^ oo and let D 
be a subset of B with ||t/||D ^ \\y\\B = \\y\\p for y G D (where | | j / | | p = 
(Jo" lî/lp)1/p)- L e t the D-solutions, v(t, /LI), to (L - JLL)J/= 0 be in 
!/*((), CÜ), 1/p + 1/g = 1. Let the following pairs be admissible 
relative to (2.3): (B, D), (I/», L«), (L2, L2). 

REMARK. For regular two-point problems the admissibility require­
ments are normally trivially satisfied. In singular problems it turns 
out that admissibility depends upon the relative sizes, as t —» o>, of 
the D-solutions and the "large" solutions to (L — fi)y = 0; and, of 
course, the spaces B and D. This will be seen explicitly later. The 
reader can verify that, for the problem Ly = —y" + y = yjy with 
— j/(0) — y '(0) = 0, the pairs (I / , Ls) are admissible for all 1 ^ 5 ̂  oo . 

Let Ŷ  denote the subspace of fì2 corresponding to the initial values 
of the D-solution to (L — \x)y = 0. By (HI) it follows that Ŷ  is one-
dimensional and further that, for fx j^ 0 and small, 

(2.4) YM / Y0 = {(T, m0r) : - oc < T < oo }. 

The following is simply a version of Lemma 6.3 of Hartman [5] 
which is given for the system y ' = A(t)y. The proof is rather long so it 
is not repeated here. 

LEMMA 2.1. Let (B, D) be admissible for Ly = g and let (y0, m0y0) 
G Y0. Then for g £ ß , Ly = g has a unique D-solution such that 
F(j/(0), t/'(0)) = (j/0, m0i/0), where P is a projection of R2 onto Y0. 
Moreover, for a fixed P, there exist constants C0 and KQ, independent 
ofg, such that the unique D-solution satisfies 
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(2-5) M m Mo S Colîtol + Ko||g||p. 

REMARK. Note that we are henceforth denoting the D-norm simply 
by || * ||. Frequently the first part of the lemma will also be applied 
to (L — ix)y = g where /JL ^ 0. However, the inequality (2.5) is only 
valid, so will only be used, when JJL = 0 as stated. 

We apply Lemma 2.1 to (L — [x)y = g where fi ^ 0, y0 = 0 and 
F = Ç>M is the projection of ft2 onto YM along Y0. Recall that (HI) 
guarantees Y0 ̂  Yß for /x ^ 0 and small. We are guaranteed a 
unique D-solution to (L — /Lt)y = g with initial values on Y0. This 
solution is the key to our approach and we now obtain a Green's 
operator representation of it. 

Let Pfl= I — Q^be the projection of R2 onto Y0 along YM. We put 
(L — fx)y = g in the form of a system by letting y = (^) and g = 
($a). Let U(t, /x) denote the fundamental matrix solution to 
(L — fx)y = 0 with 17(0, /x) = 7. Then any solution to (2.3), and in 
particular that solution with initial values on Y0, can be expressed as 
follows. 

y(t) = U(t, IL) [ y(0) + £ U~\s, /t) g(«) cfe] 

= l/(t, /*) [ y(0) + £ a t / " 1 ! <fe + £ PMI/-ig ds ] 

= l/(t,/*)[y(0)+ £ PMt/->gd, 

+ £ 0.1/-^d«-J" FMt/-igds] , 

y(t) = U(t, LV) [ y(0) + £ PMI/-tgd,] 
(2-6) 

+ f" G(t,s,p)gds, 
Jo 

where 

ft7(t,M)ö,t/-!(*,/*), O ^ s g * , 

I- U(t, IL)PJJ-I(8, p), 0 § K s . 

Clearly only the second of the above steps requires justification and 
that is valid iff /0

WP/Af/~1(5, fx)g(s) ds exists. This follows easily from 
the fact that v E. Lq and g G Lp, 1/p + IIq — 1, and an application 
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of the Holder inequality (see (2.10) below). In order to proceed, how­
ever, it is necessary to make one further assumption regarding B and 
D and (L - fi)y = g. 

(H3) For each g G B let the first component of the vector function 
S0

uG(t, s, n)g(s) ds be in D. 
REMARK. This hypothesis is closely related to (H2). In fact, in some 

cases (H3) is superfluous (e.g. if D = L °°, (H3) is necessary and suf­
ficient for the admissibility of (B,D); see Hartman [5, Theorem 7.1 
and Corollary 7.1] ). As mentioned earlier these admissibility require­
ments are met when, for a given pair (B, D), the relative size of the 
"small" solution and the "large" solution to (L — /x)t/ = 0 is acceptable. 
This can be checked using (2.12) and (2.13) below. 

Using (H3) we can simplify somewhat our expression, (2.6), for the 
D-solution to (L — yi)y = g with initial values in Y0. Since 
SoG(t,s, ti)g(s) ds is in D, it is the vector solution to (L — fx)y = g 
we are looking for because 

j ~ G(0, s, /t)g(s) ds = - J* FßU- \s, M)g(s) ds, G Y„. 

By Lemma 2.1 this D-solution is unique, hence 

(2.7) y ( t ) = J"̂  G(t, s, ̂ )g(s) ds, 

(2.8) y(0)= - \l PJJ-Ks, tä(s) ds. 

The fact expressed in (2.8) will be of great use to us below so we 
put it in a more readable form. For each /ut we denote by v(t, /ut) the 
D-solution to (L — /LL)J/ = 0 satisfying 

(2.9) Ü(0, /ut) = cos a(jüt), v '(0, fi) = sin a(/x), 

where m = m(fi) = tan a( /ut) is the slope of YM. The solutions satisfy­
ing 

w(0, fi) = — sin a(fx), w '(0, /Lt) = cos a(fi) 

are clearly independent of v(t, fi), hence w(t, /x) represent the "large" 
solutions (i.e. w ^ D). A simple calculation shows 

PM = _ L - [ - -M. 
* m — m0 L ra0ra — m0 J 
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REMARK. We will show later, Lemma 4.1, that «(//,) is C1 for small 
ix. Since tan a(0) = m0 ^ ^ , it follows that, for small JLL, COS a(/x) / 0. 

Expressing U and U~l in terms of v and w one can compute 

(2.10) 
= (cosq(^))-1 r V'(S9IL) -v(s, fi) i 

m — m0 L m0v'(s, /LL) — ra0t;(s, /UL) J 

Note that FM annilhilates the ti> terms in U~l. Using this in (2.8) and 
selecting the first component gives 

y(0) = r(M) f " v(s9 fi)g(s) ds, 
(2.11) _ J o 

r(/x) = [cos a(iA)(m(n) - ra0)]
 _1. 

Similarly expressing U(t, JLL) in terms oft; and a> one can obtain 

J* Lffl0ü — m0v J J 

In examining the behavior of y as £ —> co it is clear that the dominant 
terms in the two integrals above are of the form v(t) J0*tü(s)g(s) ds 
and w(t) ît

a v(s)g(s) ds. Applying L/Hospital's rule gives 

(2.12) lim v(t) f ' wg ds = lim ( ^ ^ )(t)g(t), 

(2.13) lim w(t) f" vg ds = lim ( J ^ L \t)g(t). 

Clearly, if the asymptotic behavior, as t —> co, of the solutions Ü and 
u? is known (2.12) and (2.13) provide a convenient way of checking 
the admissibility requirements in (H2) and (H3). For example, if 
(v2wfc') and (w2vlw') remain bounded as t —» co, then the D-solution 
to (L — fi)y = g behaves like g (or is smaller) at co. 
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3. Solving the nonlinear problem. We now turn to the nonlinear 
equation 

Loy=k[y + f(t,y)]. 

As before we let p, = À — A0 and, for small p, we seek solutions to 

(3.1a) (L- iL)y=(\o+ iL)f(t,y), 

(3.1b) moy(0)-y'(0) = 0, 

(3.1c) y G D. 

Solutions to (3.1) will be called eigenfunctions, the values of p eigen­
values, and we denote the solution pair by (p, y). The assumptions on 
/ a r e 

(H4) For small p > 0, xl7 x2 G D, and ||xi|| â p assume: / con­
tinuous and dfldx exists for £ ^ 0 , g(t) = f(t,Xi(t)) and 
(dfldx)(t,x2(t))xl(t) are in B. The following are o(||xi||) as x{ —> 0 : 
||/( ' > *i)IU ||/( * , xx + x2) - / ( • , x2)||p, ||(d//dx)( • , x2 + Tx^xxllp 
where |T| = 1. Finally, assume 

l im | | e - ' [ / ( -,x2 + « ! ) - / ( - , x 2 ) ] | | p = I 

As an example, let D = B = L°°(0, CÜ) and f(t,x) = g(t)xa where 
\g(t)\ = M. It is easily verified that / satisfies (H4) iff a > 1. For 
B and D in Lp(0, co) for p < o°, the situation is more complex since 
x Ei Lp does not imply xa G Lp for a > 1. If one is interested in, 
say, L2 solutions (as in the classical linear problem) this difficulty can 
frequently be resolved by letting B = L2 and D = W2 2 , the Sobolev 
space with the norm 

[ fco I 1/2 

Jo (|*(t)l2 + |x'(*)|2+ |x"(OI2)d* J . 
Under this norm it is easily seen (e.g. see Kato [8] ) that ||x||2)2 = P 
implies \x(t)\ ^ Kp for all t; consequently, it follows that x G W 2 2 

implies xa is in L2, for a > 1, and indeed xa = o(||x||2 2) as x - » 0 . 
To make this section somewhat more readable some of the more 

technical results are put in §4 as lemmas. 
We now proceed to construct the mappings, T = T^, and their 

domains in such a way that the resulting fixed points solve (3.1). The 
domains are spheres i n f i x D of the form Sa(p) = {(rj, x) : ||(T7, x)||ff = p} 
where \\(v,x)\l = \v\ + <r||x|| fora ^ 1. 

^ ( • , x 2 ) x 1 

dx 



SINGULAR SELF AD JOINT BOUNDARY VALUE PROBLEMS 5 4 9 

It will be shown that for some p > 0, there exists a y > 0 and a 
function <7 = <T(£) with the property that for each f G [""7? y] 
the mapping T = 7^ is a contraction of the sphere Sff(p) into itself. 
The idea of the mapping is as follows. Let £ G [~"y>y] anQl 

(TJ, X) G Sa(p). Define g(£) = (A0 + 17) /(£, x(£)) and consider the 
family (with parameter p) of initial value problems 

(3.2a) 

(3.2b) 

(L - ix)y = g(t), 

( t / ( 0 ) , t / / ( 0 ) ) = ^ m 0 f ) . 

We will show that for each f there exists a unique p G [—p/2,p/2] 
such that the solution to the linear nonhomogeneous problem (3.2) is 
in D. The resulting point (p, y) is shown to be in Sa(p) and this defines 
Tç(r), x) = (p, t/). Clearly a fixed point of 7^ solves (3.1) with j/(0) = £ 
This gives the mapping of the interval [—7,7] onto a bifurcation 
curve {(Mt, ft): - y g ^ y j i n R X D . 

The main tool for the construction of T% is (2.11), which we must 
study in detail. Recall that the unique D-solution to (3.2a) with initial 
values on Y0 is given by (2.7) and j/(0) is given by (2.11). Our goal 
is therefore to show that, for some — p/2 =ü p ^i p/2, t/(0) = £ Since 
it will be convenient to think of t/(0) as a function of p we make the 
definition 

(3.3a) <J>(p) = r(p) J J v(s, p)g(-s) ds, 

(3.3b) r(p) = [cos a(p)(m(p) — ra0)]
 _ 1 

and seek to solve 0(p) = £ for —p/2 ^ p ^ p/2. Roughly speaking, 
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the reason it has a solution on [— p/2, p/2] is as follows. A cursory 
examination of (3.3b) suggests that r(p) —> ± oo as p—»0~ and 
r(fx) —» =j= oo as p —» 0+ . Hence, if /o Ü(S, p)g ds —> J$ u(s, 0)g ds 7̂  
0, it would follow that <\> likewise approaches both + 00 and — 00 . if? 

in addition, |</>(±p/2)| ^ f and (f> is continuous it would follow 
<£(p) = £ for at least one p G [—p/2,p/2]. It would then remain to 
show that <f>(fjL) = £ has only one solution to guarantee a unique 
p = p(f) and the proper definition of Tè. Much of what follows is 
the establishing of these facts. 

In what follows p > 0 will be considered "small". Our initial re­
striction isp < 1 and such that | p | = p and ||x|| = p implies 

(3.4a) A = A0 + p is in the interval, I, of (HI), 

(3.4b) 0 < 1/(1 - KOIPI) ^ 2, Ko as in Lemma 2.1, 

,~ d v ||/( • , jc)||p = k\\x\\> where k is sufficiently 
[ÓAC) small that fcKo|A0 + p | ^ | . 

THEOREM 3.1. There exists a p > 0 and a y > 0 such that for each 
nonzero £ £ [ — y , y ] and <r = a(£) = p/(8C0 |f |), C0 ^ constant 
in Lemma 2.1, f7i£ mapping T% defined above maps Sa(p) into itself. 

PROOF. For the moment we think of p > 0 as small but fixed and 
find y = y(p). Suppose h?| = p and ||ac|| â e ê p and consider 
|0(±p/2)|. Applying the Holder inequality we get 

fo(±p/2)|= | r(±p/2) Ia
o(ko + 7i)v(s,±pl2)f(s,x(s))ds | 

g |r(±p/2)|(|X0| + p)\\v( • , ±p/2)||J/( • ,x)||p 

^ max {|r(p)|(|X0| + p ) | N - , p ) | U | | / ( - ^ ) | | p 
fi = ±pl2 

s W • . x)||p. 
Since / = o(\\x\\) we can pick € > 0 sufficiently small that K j / ( ' , x)\\p 

^ ||x||/8C0 for all ||x|| ^ €. We therefore define y = e/8C0 and claim 
that for £ E [ — y,y] and a = p/(8C0|£|) the mapping T̂  maps 
Sa(p) into itself. 

First we show that for each (17, x) G Sa(p), (/JL, t/) = T^TJ, x), if defined, 
is in SCT(p). By construction of 7^ we have a p value, | p | = p/2, such 
that the solution to 

Ly = py + (Xo + *?)/(*, *(*)) = M*), 

( t / ( 0 ) , y ' ( 0 ) ) = ( ^ m 0 ^ 
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lies in D. Again applying Lemma 2.1 to Ly = h and using (H2) and 
(3.4) we get 

||y|| ^ Colf| + KoWfiy + (X0 + v)f(t, x(t))\\p 

^ Colf | + KoM \\y\\p + KolXo + VÌ ||/( • , *)||P 

^ Colf| + KoM \\y\\ + Ko|Ao + ij | ||/( • ,*)||„ 

S Colfl + KOIMI M + IMI'8-
Hence, again using (3.4) 

||y||(l - Kol/il) ^ Colf| + \\x\\l8 =g p/&7 + p/8a = pl4a, 

ii..ii < 1 _£_..^ 2 - ^ - = — 
I m , — 1 - KOIMI 4 C T _ 4a 2<r ' 

It follows that <r| |i/ | |^p/2, hence ||(/*,y)||„ = \p.\ + cr\\y\\ ^ pl2 + 
p/2 = p a n d r e s » . 

We now show that for each (TJ, x) G S„(p), 7̂ (17, x) = (p., 1/) is 
uniquely defined. Note that by our parameter selection above 
pia ^ e. Referring to (3.5), for (17, x) E. S„(p), 

(3.6) |*(±p/2)| S K j / ( • , *)||„ ^ - ^ \\x\\ g ± ± = |f |. 

Since </>(±p/2) ë |£|, if we can show that <f> approaches both +00 
and — 00 as p —» 0 and is continuous on [— p/2, 0) U (0,p/2], it will 
follow that </>(p) = £ for some — p/2 = £ = p/2. In seeking the 
solution to <£(p) = f there are two possible cases to consider. 

Case 1. JJ5 Ü(S, 0)g ds ^ 0, where g(s) = (X0 + iy)/(s, x(s)). By Lemma 
4.2, \\v( • , p)| |q is continuous in p ; it follows immediately from the 
Holder inequality that 

lim v(s, p)g ds -» v(s, 0)g ds ^ 0. 

According to Lemma 4.6 r(p) = [c 4- o(l)]/p as p —> 0 where c ^ 0. 
Hence as p —» 0 

</>(p)= K M ) J " v(s,fx)gds 
(3.7) 

= i f" u ( s , 0 ) g d s [ c + 0 ( 1 ) ] . 
p J u 

Lemma 4.1 gives the continuity of a(p) and the continuity of r(p) for 
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p, JÉ. 0 follows immediately. This fact together with (3.6) and (3.7) 
shows that for — p/2 ^ p ^ p/2, <f> takes on all values in (— oo ? — £] (J 
[ £ °°) and in particular <£(po) = £ for some po. It remains to show 
that there is only one Rvalue for <f>. In Lemma 4.7 we have that if 
<£(MO)

 = f t h e n sgn(<£'(Mo)) = sgn( —fpo). A simple geometric argu­
ment now shows that there is exactly one po such that $(po) = £ 
This now guarantees that T^TJ, X) is uniquely defined for (17, x) G 

sup)ifJSo(s,o)g?*o. 
Case 2. /o t>(s, 0)g <is = 0. In this case we can define p = 0 and 

let y be the resulting solution to 

(3.8a) Ly = g, 

(3.8b) (1,(0), y ' (0 ) )=(£moE) . 

We first must verify that such a j / is indeed in D. Once again Lemma 
2.1 is applied where F is chosen as the projection along YQ 1 onto 
Y0 (Y0

 1 the orthogonal complement of Y0). We can use the Green's 
function as was done in §2 to construct the unique D-solution to 
(3.8a) with initial values on Yo1. In particular at t = Owe get 

y (0)= - f" PU-\s,0)g(s)ds 
Jo 

cos-la(0) r- / 1 \ / 0 \ 
= ™0 + m 0 - J o V{S'0fs)(-llmQ)=(o)-

That is, this D-solution has zero initial values. It follows that all 
D-solutions to (3.8a) have initial values in Y0 and conversely that for 
(a, h) G Yo there exists a D-solution with initial values (a, b). In 
particular, the solution to (3.8a), (3.8b) is in D. 

Finally, we must show that if Jo> v(s, 0)g = 0 then there are no 
values p G [-p/2,0) U (0,p/2] such that <J>(p) = f It will follow 
then that 7^ is well defined for Case 2. We apply L'Hospital's rule 
to the limit of <£, the derivatives being justified by Lemmas 4.5 and 
4.6. 

hm</>(p) = lim r(p) " v(s, p)g ds 

= r fo(dt>/dp)g ds 

M_o -r-2(li)r'(fx) 

Again referring to Lemma 4.6, —r~2(^)r'{ix) = (1 -I- o(l))/c as p —» 0 
for c j£ 0. Lemma 4.4 shows that dü/dp is in D and also continuous 
in the Lq norm. Hence, again referring to (H2), 
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I/: dv 
dp, g<M = ISIP 

= ||f||jAo + r,|||/(-,x)||p. 

Since ||/( • ,x)\\v = o(x) as x —>0 it follows that, for p sufficiently 
small and cr S 1 (recall that f = ± p/8Coa), 

c||at;/aM||jXo + ^ l | | / ( - ^ ) | | p< l ^ 

Hence, for small p, linLt_o|0(/Lt)| < \i\. As discussed earlier, </> can 
have at most one f-value on (0,p/2] and [— p/2,0). Therefore in 
this case there are no ^-values on these intervals and so p = 0 is the 
unique value. 

This completes the proof that T% is well defined for all (r), Ç) G Sa(p) 
and takes S<T(p) into SCT(p). 

The following theorem guarantees the contraction property of T̂  
and hence our desired fixed point. 

THEOREM 3.2. For p sufficiently small and y as given in Theorem 
3.1, the mapping T^ is a contraction on Sa(p) for each nonzero 
£ e [ - r > y ] . 

PROOF. Let p,y,£,<r be chosen as in Theorem 3.1. Let N{ = 
(r)i, Xi) for i = 1, 2 be two points in S(T(p). We show that 

WT^-T^l^lWN.-N.l 

where (IN^ = fifol + HWI- Since Sa(p) is a convex set the "line 
segment" connecting Nx and N2 lies in S(r(p); namely {N(T) = Nx + 
T(N2- N ^ O S T ^ I } . 

We now think of </> as a function of the two variables T and jx in writing 
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(3.9) <KT? fi) = r(ii) j° v(s, IL)(\O + 7i(r))f(sy x(s, r)) ds 

where 

V(r) = Vi + T(IJ2 — i?i), 
(3.10) 

X ( S , T ) = * i (s ) + T ( Z 2 ( S ) - Xx(s)). 

It follows from Theorem 3.1 that for each 0 ^ r = 1 there is a 
unique /x = /LL(T) such that <j>(r, fi(r)) = £ for £ E [— y, y]. If the 
implicit function theorem is applicable at each point (r0, M(TO)) then 
we would have, letting JU,0

 = M(TO)> 

IM (TO)I -
a</)(r0, MoV^M 

and showing this value to be small would prove |JLL(1) — M(0)I = 
IM2 ~~ Mil *s small which is our immediate goal. 

For simplicity we first assume that /LL(T) ^ 0 for 0 ^ r = 1, and 
proceed to use the implicit function theorem. Using (3.9) and (3.10) 
we can compute (the differentiation of/ by r is justified by (H4)) 

d<f> 
= r(iL) J W v(s, ii) [ (T?2 - Î?I)/(«, x) 

+ (Ao + ^(T)> | £ (^ *)(*2 - * i )W ] cfe, 

ou} Ç (ti 

J-= r'(rì J0
 u(*> /*)(*o + v(T))f(s, x) ds 

+ <l*)\l j^(\o + v(T))f(s,x)ds. 

Recall that r(/ut) = [1 + o(l)] C/JLL for c / 0. Hence, in the first half 
of the expression for d</>/dr 

J KM) J J (V2 -Vi)vfds\ 

(3.11) ^KM)h2-^ i l lN ^ M ) I U I / ( - ^ ) | | P 

^ - ^ I I / ( - ^ ) | | P I » I 2 - ^ | , 
M •• 
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where K ^ 2C||Ü( • , ii)\\q for \fx\ ^ p/2. Turning to the right half of 
our d<f>ldr expression 

J r(/x) j ^ (17 + k0)v -jL [x2 - xx] ds 

(3.12) ^ KM)I b? + Aol H ' > V)Ü\(*2 - *i)*flHv 

^ —1|(*2 - *i)aflàx\\P. 

Combining (3.11) and (3.12) we have, letting K2 = max[K, Kx], 

(3.13) I - T M = — [||/( • ,*)IW% - %l +||(*2 - *i)a//3x||p]. 

It follows from Lemma 4.7 if p is sufficiently small and £ = p/(8Coor) 
that 0(TO, M(T0)) = £ implies d<£>(r0, /ß(T0))/dfx ~ — £/jLt0. This fact 
coupled with the fact that ||/( • , x)\\p = o(||x||), ||(^2 — ^i)^//^^||p 
= o(\\x2 ~ x j ) in (3.13) gives us, for small p and Ko = max [Ko, 1] 

lM'(r)l- \T-\I\IT \£-nrlbi-v*\+l**-*ii\ 
\ or I ' I op, I 4/y) 

(3.14) , 
= ^ " N l - N ^ = 4 A | N i - N , | L 

From (3.14) it follows that if /ut ^ 0 for 0 ^ r g 1 that |/x2 - M-il = 
|p,(l) — /JL(0) I ^ IlliVi — N2||a. If fi = 0 for some values of r this result 
can be extended to those points by a simple continuity argument 
which will not be given. 

It remains to show that v\y\ — y2\ = | | | IV 1 — N2||ff. To this end 
consider 

Ly{ = Kyi + (A0 + Vi)f(t, Xi(t)), i = 1, 2. 

Subtracting and regrouping the right side gives 

Liy2 - J/i] = Ml/2 - î/i) + (Ma - Mi)î/i 

+ (Xo + %)[/(*, x2) - /(*, xx)] + (t,2 - ih)/(t, x :) 

s /*(*). 

Once again applying Lemma 2.1 to L[y2 — t/J = h(£) and using the 
fact that (t/2 - y0(0) = I - £ = 0 and \\y\\ ^ \\y\\p 

file:///t-/I/it
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| y a - y i | | S J C o | % 

^Ko[Mll!fe-yi | |+ |/*2-/*il||yi|| 

+ |Xo + 1 » 2 l | | / ( - , * 2 ) - / ( ' , X l ) | | p 

+ l»2-vA\\f( -,*i)||p] 

Making use of ||t/i g p/2a, ||/( • , *a) - / ( • , *i)||„ = 0(11*2 - *i||). 
and ||/( • , XxXlp = o d x j ) as ||xi|| ^pla ^>0 it follows that 

(1 - MKo%2 - «/ill 

llî/2 - y ill 

= -^\\N2 - N& + £ [ ||x2 - XJH +\02- Vilplv] 

- ~t l|N2 " Nl1 + ~t-l|Na ~ Nl1^ = s ^ 2 " Nil-
Hence 

\\T(N2 - Tfrl = ll/ia - /.ill + a||?/2 - y j 

^ | ||N2 - N j t + | | | N 2 - N.l = | ||N2 - N,l 

and the mappings 7^ are contractions of Sa(p) into Sa(p). This 
proves the theorem. 

The original goal is now an immediate corollary to Theorem 3.2. 

THEOREM 3.3. There is a y > 0 such that for each £ G [ — y, y] 
there exists a unique A. = k(£)for which the solution to 

(3.15) L0y = \(£) [y + f(t, y)], (y(0), y '(0)) = (£ m0Ì), 

lies in D. 

PROOF. Apply the contraction mapping theorem to 7^; the resulting 
fixed point (for each f ^ 0) solves 

Ly=rt€)y+(Xo+l<W(t>y)> 
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(y(0),y'(0)) = ($,mo{). 

Then (3.15) follows by replacing A0 + fi(€) by A(£) and L by L0 + À0 

where L0 is the original differential operator. Of course when £ = 0, 
y^O. 

4. Some technical results. Following are the lemmas referred to 
in §3. 

LEMMA 4.1. Let a(fx) be defined by the relation 

(4.1) v(0, JJL) = cos «(/jt), Ü '(0, /jt) = sin a(jui), 

where v is the D-solution to (L — /xjy = 0 with normalized initial 
values. Then a is a differentiate function of /x (for small /x) and 

(4.2) « V ) = [ J" t?2(«,/t)d«] . 

PROOF. This result follows from the classical limit point-limit circle 
analysis (e.g. see [6] or [7] ) in the following manner (recall that in 
(HI) it was assumed that the eigenvalues of (2.1) correspond with the 
isolated spectrum of the classical analysis). We wish to show that 
(4.2) holds at an arbitrary JJLQ. In the classical analysis one seeks the 
eigenfunctions in the form (in our case X £ D) 

(4.3) X(*; /t,j8) = yi(t; li, ß) + m(iL,ß)y2(t; /i,j8), 

where yY and t/2 solve (L — [x)y = 0 with 

(4.4a) y i(0) = - sin/3, yi'(0) = cos ß, 

(4.4b) y2(0) = cos ß, y2'(0) = sin ß. 

The parameter ß is normally considered as fixed and the left 
boundary condition is X(0) sin ß — X ' (0) cos ß = 0 (so that y2 

satisfied this). It turns out that, for fixed ß, the function m is a 
meromorphic function of /x with simple poles on the real axis. More­
over the poles of m correspond to the eigenvalues (this last fact is 
easily seen from (4.3) and (4.4); at least for the limit point case where 
only one L2 solution exists). 

Hille [7] shows that the poles of m have residues 

(4.5) rtno)- - l / £ \y2\
2<0. 

(Actually Hille shows this for the case Lu = — u" + qu and CÜ = <», 
but the extension to our more general operator is straightforward.) 
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He also indicates the usefulness of considering j S a s a parameter and 
writing 

X(t; fjiß) = yi(t; /x, ß) + m(it, ß)y2(t; /x, ß), 

*(*; M?r) = yi(t; /x,y) + m(fi,y)y2(t; /x,y). 

Noting that X(t; fx, ß) and X(t; /x, y) are linearly dependent (so 
Wron [X(t; /x, j8), X(t; n, y)] = 0) it is easy to compute 

tanfo - ß) = (Z(/x, y) - Z(/x,j3))/(l + J(/x,y)Z(/x,/3)), 

where I = 1/m (hence we inspect the zeros of I which correspond to 
the poles of ra). We now let ß = a(/Xo) and y = a(/x) and note that 
Z(/x, a(/x)) = 0 (see (4.3) and (4.4)). Hence 

tan[a(/x) - a(/xo)] = -Z(/x, <*(/xo)). 

Dividing both sides by (/x — /Xo) and letting /x —» /xo we get 

l i m -* ( M , «(*>)) = -fll= lim tan-^^-^lI 
^ - ^ M /x0 ^ ^ /x — /xo 

= l i m « 0 » ) - « ( * > ) , a,(Mo)-

That is, a'(/io) = ~ Ö I where ax is the first Taylor's series coefficient of 
I at its zero /x0. Since ̂  = (<p(/io))-1 we have 

which proves the lemma. 

LEMMA 4.2. ||t>( • , /x)\\q is continuous in fifor small /x. 

PROOF. Let /x0 be fixed; we show that |/x — /xo| —» 0 implies 
||ü( • , /x) — v( • , /io)||q —» 0. Denote Ü(£, /io) by v0 and consider 

L(ü - t?o) = im- HoV0 = /X(Ü - Ü0) + (M - ßo)v0 = h(t). 

We can apply Lemma 2.1 to L(v — v0) = h since we have assumed 
that (Lq, Lq) are admissible for Ly = h. For some constants C and K 
we have 

||» - e0 | | , ^ C\o - vQ\(0) + K[\n\ \\v - odi, + I/* - Mol IMI«,] • 

Hence for xt small (so that 1 — K|/x| > 0) 
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(4.6) ||t, - ü 0 | | , ^ . g , ,[C|o - »ol(0) + K|/i - MO| lltjoll,], 

Ü(0, tt) = cos a(tt) —> cos a(tt0) = t;(0, tt0)
 a s M —> Mo since Lemma 4.1 

gives continuity of a. It follows that the right side of (4.6) —> 0 as 
tt - > tt0. 

LEMMA 4.3. a is continuously differentiable in fifor small tt. 

PROOF. It remains to show that 

«v) = r v2(s,n) 
Jo 

ds 

is continuous. This is certainly true if v( * , /x) is continuous in the 
L2 norm and this fact is given by Lemma 4.2 if we replace q by 2 
(recall that (L2, L2) is also admissible for Ly = /i). 

LEMMA 4.4. dv(t, tt)/dtt is in D and Lq and is a continuous junc­
tion of tt in the Lq norm. 

PROOF. We know that 

(L - fi)v(t9 tt) = 0, (Ü(0, tt), v '(0, tt)) = (cos a(tt), sin a(tt)). 

Formally differentiating the differential equation and initial values 
gives 

(4.7a) (L - pO-Jr = C 

(4,7b) (l^^^'^0'^ )= (-s™ «(/*)«'(/*). «>"«(/*)«'(/*))• 
This can be justified using standard theorems (e.g. see [6] ). 

We now show du/dtt is in D by the technique of §2; namely by 
using the Green's function. Note the initial values for dü/dtt are on 
Y^1, the orthogonal complement of Yß. According to Lemma 2.1 
there exists a unique D-solution to (L — tt)t/ = v with initial condi­
tions on Y^1. Referring again to (2.8) these initial conditions are 
given by 

y ( 0 ) = - / o " ^ - K . , M ) ( ^ ) * , 

where F is the projection of R2 onto Y^1 along Ŷ . Expanding out 
PU~l and taking the first component of y(0), 
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(cos a(fJL))~ 

M) + M/" 

(cos a(/x))_1 

/nx _ (cosg(^)) ! r» 
m(/i) + (m((x)) l Jo 

tana(/ut) + ctna(/u,) 
(-a'(/x)) = -sina(/u,)a'(/x) 

which agrees with (4.7b). It follows that dü/d/x is that D-solution 
promised by Lemma 2.1. 

To prove that du/d/x is also in Lq exactly the same argument is 
repeated together with the fact that the pair (Lq, Lq) is admissible 
for (L — fx)y = h. 

Finally we must show that dv( • , /u,)/d/Li is continuous in it in the 
Lq norm. Again we apply Lemma 2.1, this time with B = D = Lq 

(in fact we will assume the constants C0 and KQ were chosen large 
enough to handle both cases (B, D) and (I/*, I/7)). Denoting 
dv(t, ii)ldfi by ÜM and dv(t, ILQ)IÒ[L by ÜQ̂  we have 

^ K - ^oj = /IÜM - /X0Ü0M + Ü - Ü0 

= (/* - Mo)t>G* + (üM - ÜQJ/U, + ü - Ü0. 

So, by Lemma 2.1, 

k - e J ^ C o M O ) - 1 ) ^ ( 0 ) 1 

+ Ko[||* - Mol K U , + \v\ |K - fjoj, + ||o - vol]. 

Hence 

^ " ^ ^ - l - k l a l [ C ° W 0 ) " ü * ( 0 ) l 

(4.8) 
+ K o k - M o l K I k + K o l b - ü o y . 

Since a, a', and ||Ü( • , fi)\\q are continuous it follows that the right 
side of (4.8) —> 0 as y. —> tto and this established the lemma. 

LEMMA 4.5. For g G Lp and F(ti) = Jo ü(*> p)g(s) ds, F is con­
tinuously dijferentiable and 

(4.9) F'^=il^ds. 

PROOF. Let /x0 be an arbitrary value; we show (4.9) for /u, = /ito by 
showing that the integral in (4.9) is uniformly convergent for /x near 
fio. Lett;M = dv( - , ^/d/mandi^ = dv( • , /Uo)/d/u,. ForO < a< b < <o 
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| \\ (»M - »<*)g + £ »*g | 

| / * ( « v - « * ) g | + | J><*g| 

(jb
aK-^yq(\y)llp 

(/* Igl^'^dk-^L+IKL). 

Since di)( • , p,)ldfi is continuous in /x in the Lq norm (by Lemma 
4.4) then for \fx — /Xo| = €, H^ — t;0J|q ^ 1. It is now clear that the 
right side of (4.10) goes to zero as a —> co uniformly for \fx — fXo\ < c. 
This justifies (4.9) for p, = p0. The uniform convergence also guaran­
tees the continuity of F '. 

LEMMA 4.6. The function r(p) = [cosa(/x)(m(/x) — m(0))] ~l has 
the following behavior as p —» 0 

r M = ^ [1 + o(l)] , r'Q*) = - - % [1 + o(l)] , c ^ 0. 

PROOF. This is a simple computation using the facts: m(p) = 
tan a(p) anda ' ( / i ) = /Q Ü%S3 /X) ds ^ 0. 

LEMMA 4.7. Le£ (17, x) G Sa(p) and 

(4.11) 0(/i) = r(p) £ t>(s, M)fa + Ao)/(s, x(5)) * • 

L#£ tt0 ^ 0 foe in [—p/2,p/2] sucfo fftaf 4>(MO)
 == £ = p/(8Coo-). 

Then, ifp > 0 is sufficiently small and cr = 1, 

4>'(MO) « - f W 

Zn particular, the sign of (f)'(fio) is sgn( — £//u,0). 

PROOF. Differentiating (4.11) gives 

<*>» = r(M) Jo" - g - ( « , /*)(, + Ao)/(*. x) rfs 

+ r '(fi) J u(s, /x)(7j + Xo)/(s, x) ds. 

Wl^ds I = 

(4.10) 
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And at /i0
 w e have 

(4.12) *'(Mo) = r ( / io )£ 
dV (v + \0)f(s,x)ds+ r-^l 
dfx KMO) 

By Lemma 4.6, £r'(Mo)M/*o) ~ ~^l^o f° r small /u,0- We show that 
the integral in (4.12) is small compared to — £//ut0. Again using the 
Holder inequality and Lemma 4.6, 

JO d/Ll 

( P + IXODKMO)! 

K 

du 
( • , / * ) « / ( • > * ) 

Mo 

Since ||/( - ,x)\\p = o(\\x\\) and £ = pl(8Ctfr) it follows that for p 
sufficiently small and ||x|| ^k pia that the quantity K\\f( • ,x)| |p < e£ 
for 0 < e <$C 1 and the result follows. 

5. Conclusion. In this paper the nonlinear perturbation term, 
kf{t,y), does not depend upon y'. The case / = f(t,y,y') offers 
very little complication over the case treated; the major difference 
being the necessity to think of B and D as spaces of vector-valued 
functions. The restriction was made only to somewhat simplify the 
presentation. 

An interesting question is whether this local bifurcation result can 
be extended to a global one in the spirit of Crandall and Rabinowitz 
[3]. The situation for the singular problems is complicated by the 
fact that the operator &}, <^/h = J0

W G(t, s)h(s) ds, is not, in general, 
compact. Some singular problems of the type treated here will lead 
to compact operators; in which case the general theory would apply 
and provide some global behavior. It appears unlikely that global 
results will be forthcoming for the problem treated here. On the 
other hand, it is reasonable to expect the "bifurcation curve", 
{(£ A(£)) : |£| = y}, to be smooth (probably C1) and future investiga­
tion will likely establish this. 
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