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ExampLE 1. We have n observations from a rectangular distribution from 0
to 8 (@ = {6]|8 > 0}). It suffices to consider the maximum Y of the observa-
tions, whose density is ny™ /6" for 0 < y =< 6, and 0 elsewhere. For n = 1, the
denominator of the right side of (4) becomes inf_scpco{ —1/[R(6 + R])}, so that
(4) gives the bound 6°/4. It would be too tedious to carry this calculation out
for each n, but it can be shown that, as n — «, (4) asymptotically gives the
bound .6486°/n*. On the other hand, if we put d\i(h) = [(n + 1)/6] (h/6 +
1)*dh for —6 < h < 0, the term in braces on the right side of (3) becomes
6°/[n(n + 2)], which is in fact attained as the variance of the unbiased estimator
[(n + 1)/n]Y.

ExampLeE 2. We have m observations from the distribution with density
e “® for x = 6 and 0 elsewhere (Q is the real line). Here the minimum Z of the
observations is sufficient and has density me ™®®, z = 6. The denominator of
(4) is infiso ([e™ — 1]/A%). The infimum is attained for mh = 1.5936, and
yields .648/m’® as the bound given by (4). On the other hand, putting d\, (k) =
me ™ dh for 0 < b < = and 0 otherwise, the expression in braces of (3) becomes
1/m?, which is actually attained as the variance of the unbiased estimator
Z — 1/m.
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BHATTACHARYYA BOUNDS WITHOUT REGULARITY ASSUMPTIONS

By D. A. S. FraseEr AND IRwWIN GUTTMAN

University of Toronto

1. Summary. In [1] a method for removing the regularity conditions from the
Cramér-Rao Inequality was given and applied to the estimation of a single real
parameter. It was noted there that the method would extend to problems more
general than estimating a single real parameter. However, the method extends
also for the estimation of a single real parameter and produces analogues of the
Bhattacharyya bounds with and without nuisance parameters.

2. Introduction. Let u(z) be a o-finite measure defined over an additive class
@ of subsets of a space X, and let X be a random variable with density

f(x;ol) "'701:)

with respect to u(z). 6;, - -+ , 0 are real with (6, -+, 6;) = @ed C R‘. The
carrier S(61, - -, 6) of the distribution is defined by

S(ol,"' ) ok) = {x|f(x; 01)"' 70k) > O}
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630 D. A. S. FRASER AND IRWIN GUTTMAN
We restrict our consideration of S(6;, --- , 6;) to the positive sample space of
the measure u.

The following lemma given in [2] will be needed:

LeMwMma. If the real valued random variables T, Sy, ««+ , S, satisfy

E(S:) = 0,
E(TS;) =1, =1,
=0, T=2, 00,1

then o7 = 1/03,.5,...5, , Where o3,.s,...s, 15 the variance of the residual of the re-
gression fit of Sa, +++ , S, t0 Sy .

Proor. Since the covariance of T and S; — > 5 1:S; is 1, then the product
of the variances is greater than or equal to 1; o7 = '1/08,_5:s,. The sharpest
inequality is obtained by a regression fit.

3. Bhattacharyya bounds. Let T be an unbiased estimate of the parameter

01 , and define {S;,..

.i} as follows:

1 2 (0)
Sl f(x, 0(0) .. 0(0)) (!)f(w’ 01 ’ O )
1 73 02, 08, -+, 60) — f(a; 80 60 ... g®
" @00, 6) 0" — 01" ’
1 A2 o (0
Sz f(x, 0(0) . 0[50)) fl 09) f(x 0 ) ek )
1 (0) (0)
@3.1) f( T ORTO) 93) 9(!)f(x, 01 2 06)
1 f(x, 0(0) . olgo))
f((l? 0(0) . (0)) (0(0) 1))(0§0) —- 0](.2))
2
+ Fz; 08, 02, -+, 60) + Fz 0(2) O ,0) ]
= T = o) TGP~ oPF = o)
1 i © (0)
Sigyeoevia f(x IR 9§1>,A...'9§"1) e o(wf(x’ 01 » 06,

where Aja)...o

@) g(8) is the sth divided difference

N ) ©0)
= oo 0
o(!)é..'a(i) 9(0 ) o(Ai) (1) g( )
) )
oy _ 907) = g(6™)
%)9(9 ) = gD — g ?

where the expressions are to be considered as functions of § for further dif-
ferencing. Also we introduce the following assumption concerning the carrier
of the distribution.
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AssumprioNn A. S0, -, 6°) D SO, -+, 6% for all Gy, --- , %)
Sor which S’s have been defined.
On the basis of Assumption A, we have

Eoy(Siyein) = A e A% (057, -, 65%) dulx)
I IRPICU T IRPIL S
= 0,
Boy(T8iy-i) = [ A T At Tl OO due)
=1, if =14 =-=14=0,
=0, otherwise.

Letting Sg stand for any one of the above defined S’s except S; and applying the
lemma of Section 2, the following inequality is obtained (subject to Assumption
A) for the variance of the unbiased estimate T':

32) varg, T =  inf 1

1 2
610,080,

If the usual regularity conditions are assumed it is easily seen that this bound is
at least as large as the ordinary Bhattacharyya bound.

For a biased estimate T having Eo(T) = ¢(®), the following inequality is
obtained (subject to Assumption A):

1 2 2
. (A,) g(@o) — Z lir"ik <1)é.l(i,) e (Ué,k(i,,) g(®0)
(8.3) vare, T = inf 91 01 01 [N 03
0o+ = o) gD .. Vafeo S, — Z 1555) .

o0l
Tgtlg'ryees

4. Multistatistic case. For more than one statistic, say (T1, «++ , Tw) = T,
there is an immediate generalization of the inequality (3.3). It is obtained from
the covariance relation that [D ., — Dys 2om O a] is positive semi-definite,
where D 4y, 2.z and Y4 are respectively the covariance matrices for a vector
y, for a vector x, and between the vectors x and y. Letting y be the statistic and
x be a set of the S’s defined by (3.1), then Y _,, becomes a matrix of differences
of Eo(T) (as in the numerator on the right hand side of (3.3)).

6. Binomial distribution. For the unbiased estimation of the parameter p
of the binomial distribution, the following lower bound for the variance at p
is obtained using S and an interval 4 for differencing:

2
0'21' é hl n *
[1 + —-:l -1
Do o
The greatest lower bound is obtained by letting A — 0.
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This greatest lower bound can also be obtained by using the Bhattacharyya
bound (3.2) without applying a limiting operation:

Po Qo 1

n B rsa/2t . (PSan

where the S’s are defined (3.1) as the divided differences corresponding to or-
dinary differences with interval h (h being chosen sufficiently small that all p’s
fall between 0 and 1).
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ON THE ANALYSIS OF SAMPLES FROM £k LISTS!

By Leo A. Goopman
The Unaversity of Chicago

1. Introduction and summary. Suppose we have k lists of names, no name ap-
pearing more than once in each list. We are interested in estimating the follow-
ing parameters: (a) the number of names occurring in common in, pairs, triples,
.-, of lists; (b) the number of names occurring in 1, 2, - - -, k lists. This note
presents unbiased estimators for these parameters when a random sample is
drawn from each list. It is also observed that the estimators presented are the
only real-valued statistics which are unbiased estimators of the parameters,
and hence must be the minimum variance unbiased estimators. This yields an-
other example in which “insufficient” statistics have been used to obtain mini-
mum variance unbiased estimators.

These unbiased estimators may at times give unreasonable estimates. In such
cases, it is suggested that the statistics be modified so that the nearest reasonable
estimate is used. Although this procedure introduces some bias, it usually reduces
the mean square error.

This problem arises when we are interested in tracing the interrelations of
agencies through the individual members. The problem also arises in the work of
H. H. Fussler and J. M. Dawson of the University Library, University of Chi-
cago, who are interested in comparing the acquisitions of various libraries. For
special problems other sampling schemes may be more economical or more
efficient than taking a sample from each list. Professor F. F. Stephan of Prince-
ton University pointed out to the author that, in the special case of the “library
problem,”” the Book Catalog and author cards used by many libraries provide a
convenient means of drawing matched samples. (There is a brief discussion

" 1This work was prepared in connection with research supported by the Office of Naval
Research.



