ESTIMATION OF THE MEAN AND STANDARD DEVIATION
BY ORDER STATISTICS. PART III

A. E. SARHAN

Unaversity of North Carolina

1. Summary and Introduction. In a previous work [7], the mean and standard
deviation were estimated by arranging all the sample elements in ascending
order and taking the best linear combination of them. We will use here the same
principle to estimate the mean and standard deviation of certain populations
from singly and doubly censored samples.

Censored samples may be considered as truncated samples having a known
number of unmeasured (missing) observations, i.e., those in which the total
number of sample elements is known, but measurements on some of which are
lacking. ‘

In life testing, fatigue testing, and in other tests of a destructive nature, we
have n items drawn at random from some population which when subjected to a
test, fail in order of time. To save time and/or items, it is often required to
stop the experiment (to censor the sample) after recording the first r (<n)
observations. This is a censored sample from the right.

Again, censored samples are found frequently in biological data where some
of the observations in a sample are either below or above a limit in the measure
used. The values beyond this limit are believed to form a continuation of the
scale of measurement but are unmeasurable in the experiment [6]. For example,
in experimental biology, n samples from each animal are tested for antibodies
after a certain period of time. Only r of these samples contain measurable
amounts while (n — 7) of the animals develop the antigen at a level too low for
measurement by the prevailing technique. This is a censored sample from the
left.

In fact, the estimation of the mean and standard deviation based on the linear
combination of all sample elements is a special case, and the general one is con-
sidered here.

Censored samples were considered recently in the work of Ipsen [6], Walsh
18], Hald [4], Gupta [3], Cohen [1], Halperin [5], and Epstein et al [2].

2. Rectangular population. The frequency distribution of the rectangular
population is ‘

1
1) fy) = o 6 — 02/2 < y = 61 + 6:/2.
Consider the case where the observations on the smallest »; and largest r,
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sample elements are missing and those only on the middle n — », — 7, sample
elements are known, then we will have

[, + 2
nr1 b0 0
2—-1--- 0
22) V'i=(m+1)n+2) 2 ... 0
n+1 n—1r—1
_ (n = r)(rs + 1) n—r
1 gy 1
AVTA)T =
( ) m+2)n—rn—r—1)
(2.3) n+ D0 —2r — 1)+ (o 4+ D — 2n — 1) —“;“
- Rtz
and
p =1 g\l g/y—1 (n+1)
(A VAT AV R R ——
(24)
(n—2n—1),  Gn=—2n-1
2(n 4+ 1) 2(n 4+ 1) )
-1 0---0 1
Hence,
1
(2.5) 0:: = 2(n S ——— 1) [(n — 2ry — 1)!/(r1+1/n) + (’n - 27'1 - 1)y(n—r2/n)}
and
1
(2.6) 032'= = (n _ (:; _i- 7'2) — 1) [y(n—-rw’n) - y(r1+1/n)]-

From (2.3) the variances of the estimates are

o _ Ot D=2 — 1) + (o + D —2n — 1)
2.7) V) = dn+ Dn+2)(n —rp — 1 — 1) "
and
gy 71 + re + 2 2
2:8) V&) = e oo

The relative efficiencies are the following:
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Relative efficiency of 81

(2.9) 2(n — 1y — 1y — 1)
(11 + D —2r, — 1) + (ro + 1)(n — 2r, — 1)

2 — 1 —1re — 1)

m—1Drm+r+2)

The efficiency is calculated relative to the best linear estimate using all the
sample elements.

As a special case, if 7, = 0, i.e., the observations on the smallest r, sample ele-
ments are missing and we know only the largest (n — ;) observations, we will
get

(2.10) relative efficiency of 83 =

Q1) o = s (0 = D + (0 — 20 = Dyorn]
and

(2.12) o = (‘;z('-iﬁr% Youm = Yorrum)

with variances

(2.13) ven = o ﬁri)j(:zzi 0_)(?1“——7«12 Sk

and

(2.14) T(%) = (rn +2) 6.

m+2)(n —mn—1)

Similarly, for the other special case, i.e., where the observations on the largest
r» sample elements are missing and we have only those on the smallest (n — r,),
we will have

. 1
(2.15)  6Ff = R ~[(n = 2r — Dyary + 0 = 1)Ynorgimy]
and
n+1
(2-16) 0’; = {;V—r?; 1) [J(n rolny T 1/(1/")]
with variances
(2.17) (oY) (nry 4+ 2n — 3ry — 2) 2

J:lz—l—l)(n+2)(n—r»— 1)0
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and

(rs + 2) P
m+2)n—r—1)

The results in this case and in the previous one are related. If the smallest r;
observations are missing and (n — r) largest are known, then we can use the
same estimates (2.15 and 2.16) for estimating 67 and 63 by letting yajm >
Yem > -+ > Ymeryny - Then the coeflicients for constructing the best linear
estimate of 6; will be identical with those given in (2.15). For the case of 65 , the
coefficients will be numerically the same but with opposite sign. The variances
will be the same if 7, is replaced by r; . This, of course, applies for all symmetric
distributions.

In particular, if we have

(2.18) Ve3) =

(2.19) W =, 0<ysh
2
and the smallest 7, and largest r; observations are missing, we will get
1
2.2 pr =+l
(2.20) 2 pra— Yin—ra/n)
with variance
1
221 vy =t g
(221) ) = o 6
The relative efficiency is

(2.22) relative efficiency of 65 = (n —n) .

n(r ) + 1)

If the largest r, observations only are missing, we will get results exactly as
above.

Furthermore, if the smallest 7; observations are missing, we will get results
exactly as those obtained by using all the sample elements, i.e.,

(2.23) gr 1

Yniny »
1 2

(2.24) V(e7) = AT

The efficiency of the estimate in this case is 1 and there will be no effect of the
missing values on the estimate.

3. Other symmetric distributions. The estimates of the mean and standard
deviation of some other symmetric distributions, their variances and their
relative efficiencies from singly and doubly censored samples are also worked
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out. These are only worked for samples up to size 5 and tabulated in tables (I,
I1, III, IV). These distributions are,

2
(3.1) u-shaped fly) = ?’(y_zoaﬂ)_, b — 0, S y < 6, + 6,
2
(3.2) rectangular fly) = ;_2, 0 — %6, < y < 6, + 16,
: 6(y — 61 + 302) (61 + 36 — y)
parabolic f(y) =
33) . 03 ’

01'—%02§y§01+%02

. 4
(3.4) triangular fly) = 7 10 — |y — 6), ly — 6, < 16,

2
(3.5) double exponential  f(y) = gl—e_('y-"')/”, : —%x Sy = o,

g

The values for the estimates of the normal distribution are also given in order
to be used in the discussion.

4. Discussion. Table I is constructed to give the coefficients of the best
linear estimate of the mean and standard deviation in singly censored samples
(from the right) in different symmetric populations up to samples of size 5. If
the sample is censored from the left, i.e., the smallest r; observations are missing
and the (n — r;) largest are known, we can use the same table for estimating the
mean and standard deviation of the given populations by letting ya/my > yam >

© > Ymoryn - Then the coefficients for constructing the best linear estimate
of the mean will be identical with these given in table I. For the case of standard
deviation the coefficients will be numerically the same, but with opposite signs.
The table shows that:

(1) The coefficients of the largest known observation (i.e., §(n_ry/my) in the esti-
mate of the mean are greater than the corresponding coefficients if the sample was
not censored. This is true for all values of n and in different populations. In
fact, the coeflicient of y(n_ry/my is greater than that of y, for the same popula-
tion and sample size except in the case of the u-shaped distribution for n = 3,
To = 1.

(2) For a fixed n, as the number of the missing observations (r;) increases, the
coefficients of (y(n—r,/m) Increase while those of the smallest observation decrease
towards zero and then take gradually decreasing negative values. An interesting
case is that of the coefficients in the estimate of the mean of the rectangular
population. For fixed n, as 7, increases, the coefficient of the largest known ob-
servation increases and that of the smallest one decreases. When 2r, = n —'1,
the smallest element will have zero weight. Hence in this case, the mean of the
rectangular population is estimated by the largest known observation.

(3) The coefficients of (¥(n—ry/m) in the estimate of the mean for samples of
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TABLE II
Variances and efficiencies of the best linear estimates of the mean (67 )
and standard deviation (a*) from singly censored samples
in different populations (¢ = 1)

" re Population Variance of 0: Efficiency | Variance of o* | Efficiency
5 1 U-shaped 2245995 30.74 1674434 28.08
Rectangular .2380952 59.99 . 1428571 50.00
Parabolic .2363240 75.75 .1572840 58.84
Triangular .2309568 83.74 .1719055 62.80
Normal .21772 91.86 .19476 68.45
D. Expon. 1586098 99.88 .3097230 73.88
2 U-shaped .7209443 9.37 .5574709 8.43
Rectangular .4285714 33.33 2857142 25.00
Parabolic .3602716 49.60 2778808 33.00
Triangular .3184536 60.73 2838755 38.03
Normal .28393 62.80 .31809 41.91
D. Expon. .1724911 91.85 .4634527 49.37
3 u-shaped 2.2113788 3.27 1.7935410 2.62
Rectangular 1.0000000 14.28 .7142855 10.00
Parabolic .7920637 22.60 .6414834 14.43
Triangular .7002408 27.62 .6330318 17.05
Normal .61123 32.72 .69571 19.16
D. Expon. 1.2743320 2.24 2.8481830 8.03
4 1 U-shaped .4119197 31.07 .3482922 27.42
Rectangular . 3500000 57.14 . 2500000 44 .44
Parabolic .3261310 71.00 .2594385 51.49
Triangular .3090288 79.07 2737111 55.32
Normal .28701 87.10 .30208 59.60
D. Expon. .1860330 98.23 .3339501 89.42
2 U-shaped 1.4622735 8.75 1.3411707 7.12
Rectangular 8000000 25.00 .6666667 16.67
Parabolic .6573040 35.23 .6225662 21.46
Triangular .5832768 41.89 .6114363 24.37
Normal .51299 48.73 .67303 26.75
D. Expon. .3335692 62.29 9457112 31.58
3 1 U-shaped .5340045 46.84 .3204021 14.69
Rectangular ~ 6000000 50.00 .6000000 33.33
Parabolic .5324677 60.25 .5887268 37.73
Triangular . 4928568 66.83 .5986393 40.34
Normal . 44867 74.29 .63783 43.19
D. Expon. .3194197 | 92.28 .8760051 | 49.33

Ffficiency is calculated relative to the best linear estimate using all sample elements.
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TABLE III
Coefficients in the best linear estimate of the mean and standard deviation based
on the order statistic Yy from doubly censored samples tn different
populations of size n, for the mean 07 = D72 21 Bislico,
fO’I’ the standard deviation o* = Z?;-rlz-i-l B2: Yy

n | n|r Population Prz B Bus B Bas Bu
51| 1| U-shaped .5595857| — .1191714| .5595857| — .7832027 0 .7832027
Rectangular |.5000000 0 .5000000] — .8660253 0 .8660253
Parabolic .4509135  .0981730| .4509135( — .9211128 0 .9211128
Triangular |.4051809] .1896383| .4051809| — .9614817 0 .9614817
D. Expon. |.2377907| .5244186| .2377907|—1.234223 0 1.234223
2 | U-shaped 1.000000 0 —1.5664142|1.5664142
Rectangular 1.000000 0 —1.7320506|1.7320506
. Parabolic 1.000000 0 —1.8422256|1.8422256
Triangular 1.000000 0 —1.9229645|1.9229645
D. Expon. 1.000000 0 —2.4684456/2.4684456
1|1 U-shaped —1.3053363{1.3053363]  .5000000, .5000000]
Rectangular —1.4233755|1.4233755|  .5000000{  .5000000
Parabolic —1.5351864/1.5351864| .5000000, .5000000
Triangular —1.6024692(1.6024692]  .5000000{ .5000000
D. Expon. —2.0571088/2.0571088|  .5000000{  .5000000

size 4 and 5 are the largestin the case of the u-shaped and decrease gradually for
the other distributions in an order indicated by their arrangement in the table.
The coefficients of the smallest observation for the different populations change
in the same order.

(4) The coefficients of the largest known element (¥n—,/») and of the smallest
observation in the best linear estimate of the standard deviation for all popula-
tions are greater and smaller respectively than the corresponding sample ele-
ments if the samples were not censored. Also, for a fixed sample size and for the
same distribution as 7, increases, the coefficient of the largest known element be-
comes larger and the coefficient of the smallest observation becomes smaller.

Table II is constructed to give the variances and the efficiencies of the estimates
of the mean and standard deviation of the different symmetric populations from
singly censored samples up to n = 5. The efficiencies are calculated relative to
the best linear estimate based on all the sample elements.

This table shows that:

(5) For a fixed n, as r» increases, the efficiency of both the estimate of the mean
and standard deviation decreases.

(6) For every fixed value of » and r,, the efficiency of both the estimates are
low for the u-shaped distribution, increases in the rectangular, then the para-
bolic, the triangular, the normal and greatest in the case of double exponential.



584 A. E. SARHAN

TABLE IV

Variances and efficiencies of the best linear estimate of the mean (67)
and standard deviation (¢*) from doubly censored samples
in different populations (¢ = 1)

n n 72 Population Variance of 6] Efficiency | Variance of o* | Efficiency
5 1 1 U-shaped .3261912 20.71 .3536064 13.30
Rectangular .2857140 49.99 .2857140 25.00
Parabolic .2620758 68.30 .3013740 30.71
Triangular .2471006 78.27 .3206393 33.67
D. Expon. .1587055 99.82 4386776 52.16
2 U-shaped 7217100 9.36 1.1284812 4.17
Rectangular 4285714 33.33 .7142857 10.00
Parabolic .3611096 49.57 7146330 12.96
Triangular .3198053 60.48 .7300379 14.79
D. Expon. 1755904 90.23 .8935550 25.61
4. 1 1 U-shaped 5343228 23.95 .9346768 10.22
Rectangular .4000000 50.00 .6666667 16.67
Parabolic .354731 65.27 .6755588 19.78
Triangular .3278568 74.53 .6948200 21.79
D. Expon. .2100694 98.91 4256344 70.16

Efficiency is calculated relative to the best linear estimate using all sample elements.

In the latter distribution, if the middle sample element is included among the
missing observations, the efficiency becomes very low and loses its relatively
high standing among the symmetric distributions.

(7) The relative efficiency of the estimate of standard deviation of a given
population is less than the corresponding efficiency of the estimate of the mean
of the same population. This indicates that the estimate of standard deviation is
affected more than the estimate of the mean by missing observations.

Table III is constructed to give the coefficients in the best linear estimate of

the mean and standard deviation from doubly censored samples while table IV
gives the variances of these estimates and their relative efficiencies. Table III
shows that:
" (8) The coefficients of the largest known observation vary in the different
populations in the order indicated previously. The case of the normal distribu-
tion is not indicated, but one would expect that for different values of n, r1, 2
the coefficient of the estimates will take values between those of the triangular
and those of the double exponential.

(9) When the middle observation and the next to it in order are the only ob-
servations known, then only the middle one is used to estimate the mean. Table
IV gives the same picture as table IT and one would expect that the efficiencies
of the estimates of the normal population will lie between those of the triangular
and those of the double exponential.
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5. Exponential population. The frequency distribution of the exponential
population is

(5.1) f(y) —_ %_e—(y—n)/a, "

IIA
IIA

®,

Y

Consider the case where the observations on the smallest 7, and largest r,
elements are missing, then we will have,

(62) v'=
‘I-L——-———+(n—r1—l)2 ~(n—r—1) 0 0
Ti 1
i=1 (n - i + 1)2
n=—rn—-102+m—-n—-2?2 —n—rnrn—20 e 0
mn—n—-22+m0—-r—232 - 0
L. (7‘2 +1) n
and
’ ~1 —1 — 1
(53) (A'VTA) S m=n=—n=D
ril 1 :|2 ( 1) %1 1 rlz-i-:l 1
H:i,l(n—wl) to-—n-n-Dao =Ty &Ha—i+D)
l- ril 1 )
TEHG=i¥D 1
Hence, the estimates and their variances are given by
1 w 1
p*=0C [{6 4+ (n—mn) ; m} Yri+1/m)
(5-4) ritl 1 ri+l n—ry
-7 Z; m—i+t 1D Ym—rafny — ; m ; g; y(zln)]
nra
(5.5) [ Z y(./n) (n — r)Yeism + Tz?/(»—rg/n):l,
Ty )+
56) V(¥ {o [E“ — T PO -
(5. w= = n—14+1) +i=l(n"‘i+1)2fd’
(5.7) V(e*) = Cd".

The estimate of the mean is
ri1+1 1

1
C¢ [_C—' Yiri1/my + {; m - 1} {(n - rl)y(r1+1/n)
(5.8) -
—,Z Yo — sz(n—rz/n)}]

t=ri+1
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with variance

20{[’i‘ 1 :r 1“2*;’1 1
7 i1 (n—17+1) +5¢=1(n—i+1)2

(5.9 - .
——Z;(n—i-{—l)_l-l}

where

(5.10) C = 1

m—rn—r—1)"
The relative efficiencies of the estimates are

relative efficiency of p*

} r1+1 \2 r1+1 1
(5.11) nn—l)/l: {_1 (n — z+1)j +;(n—i+1)2]’
(5.12) I‘e]. eﬂ. Of 0'* = -n_-l—i—)-/ C’
r1+1 2
rel. eff. of (u* 4+ o*) = —'/ {[ml = + 1)]
(5.13) 1 r141 1 r1+1

+6,§1(n—1’+1)2 2;(n—1+1) 1j

If we have the smallest 7; observations only missing, we will get

1
M* = —h_lj l:{(n rl)y(fl‘rl/") - Z y(z/n)}

(n—mn

t=r)4
(5.14) il 1
. 12_:1 m + - - l)y(r1+1/n):|
and
(5.15) o* = m l: Z+ Yemy — (0 — rl)y(n+l/n)]
T=r)

with variances

(5.16) T = s
. '[<rlz+:l 1 )2 + (n o 1) T‘Z-f—:l 1 ]
Swh—-—7+1D ! S m—1:+ 12
and
(5.17) V(e*) = 4

m—r—-1



ORDER STATISTICS 587

The estimate of the mean will be

”

1 r1+1
I:i] ] Z Y z/n)1

(n - r1 - 1) =1 (n - ’L + ]) i=ry41 J

{(n ~ 11) ril L }y(r1+l/n)]

(5.18)
n — 1+ 1)

with variance
62 r1+1 1 12
Lo e fTo-n=D

r1+1 1 r1+1 ].
IR ey D PR e s ot 1]'

Tor the case where the observations on the largest r» sample elements only are
missing, we will get

(5.19)

1 n—rog
(520) n* n(m—_:“ﬁ [n(n - Tz)?/(l/n) - ; Yeimy — sz(n—r,/n)],
1 —
(5.21) o¥ = O [ ; Yam — "Yam + 7’2y(n—rz/n)]
with variances
( * — n — Te o 2
(5.22) V{(p*) n———_—z(n — o
and
0_2
: Vi) = %
(5.23) ") = =ty
The estimate of the mean is
1 n—rg
(524) )L(}L‘ :—m [(n - 1) g Yeimy — Melumy + ro(n — l)y(n—rgln)]

with variance
2
n—n—7ry o
In particular, if the distribution is
j Q—
(5.26) @) = -, 0<ysw

and the observations in the smallest r; and the largest r; are missing, we will get

1 ritl 1 r14? 1
* == —
7 I([{igl(n“i'f'l) DD 1
(5.27) 1 s
- (=) Jymwn) + T Yinrom + E y(z/n)]

1—r1
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with variance

(5.28) V(e*) =

where

_ r1+1 1 12 r1F1 1
62 K= [{E oty /S et 0o 0]

and
(5.30) rel. eff. (6*) = K /n

where K is given by (5.29).
If only the smallest r; sample elements are missing, we will get

o =[5 e iv /{5 taa“:“lrm]z
o vo-n-o[E o L p I ey
/”Z“ *‘*W-'lr*—*“? - (n - "1)} Yeryrymy + Z U(;/r):l

= =1+ 1) i
r1+1 1

Hn— i+ 1)
r1+1 1 2 - .
[ E ol re-n-0Ee=trm)

For the case where the largest r, items only are missing, we will get

V(e*) = o
(5.32)

n—rg
Z Yairmy + T2Yin—ry/n
(5.33) o* = =2
n — 7y
and
2
(5.34) Vie*) = ———
(n — r)°

The results (5.33 and 5.34) are exactly the same as the maximum likelihood
estimates obtained by Epstein and Sobel [2]. It has also been shown that the
estimate obtained has the minimum variance.

Table (VI) is constructed to give the coefficients of the mean and standard
deviation of the exponential population (5.1) from singly and doubly censored
samples. In singly censored samples, the coefficients of the largest known ob-
servations in the estimates of the mean and standard deviation increase as r;
" increases—for fixed n—and that of the smallest observations decrease.

When the sample is censored from the left, as r; increases, the reverse situation
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TABLE VII
Variances of the best linear estimate of the mean and standard deviation
in singly and doubly censored samples from the skewed distribution
(4.1) and the exponential distribution (5.1)

Skewed Exponential
” 1 r2
Variance of mean® | Variance of ¢* |[Variance of mean* Variance of o*
5 0 1 .0090718 1577897 .2533000 .3333333
0 2 .0124467 .2631055 .3600000 5000000
0 3 .0244913 .4627518 6800000 1.0000000
1 0 .0100586 .1836198 .2033333 .3333333
2 0 .0144719 .2911154 .2370830 .5000000
0 .0306681 .6593896 .5438889 1.0000000
1 1 .0104491 .3564131 .2537500 5000000
1 2 .0131271 .9637797 .2605555 1.0000000
2 1 .0146836 . 7282964 .4050000 1.0000000
4 0 1 .0123354 .2678224 .3438000 .5000000
0 2 .0243523 .6239451 .6250000 1.0000000
1 0 .0132724 2739464 .2604166 .5000000
2 0 .0260043 6424895 2152777 1.0000000
1 1 .0117789 .6891365 3472222 1.0000000
3 0 1 .0199459 .5958348 .5555555 1.0000000
1 0 .0214751 .6104800 . 3888888 1.0000000

holds true for the coefficients in estimation of the mean. In estimation of the
standard deviation in this case, however, the coefficients of the largest known
observations increase whereas the smallest known observation is always —1.

In all cases, the coefficient of the largest known observation in the estimate of
the mean in samples censored from the right is greater than the coefficients of
the smallest known observation in censored samples from the left if the number
of missing observations are equal in the two cases.

Table (VII) gives the variances of the estimates of the mean and the standard
deviation of the same population. This table shows that the variance of the
estimate of the mean varies according to the number of missing observations and
to the side from which these are censored, whereas that of the variance of the
standard deviation depends only on the total number of missing observations.

6. A skewed distribution. The coefficients in the best linear estimate of the
mean and standard deviation of the skewed distribution

2
6.1) f) = -Ié?- <y - b, y) (u -1 ”‘), 6, — 26,/3 < y < 6 + 205/3
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from singly and doubly censored samples up to size 5 are given in table (V).

The same remarks are also to be noted here for the coeﬁiments of the largest
or smallest known observations.

Table (VII) gives the variances of the estimates for samples up to size 5 and
different values of 7, and .. For singly censored samples, the table shows that
the variances of the estimates vary according to the number of the missing
observations and to the side from which they are censored.

7. Summary. The best linear estimates of the mean and standard deviation
of the rectangular and the exponential populations, their variances and relative
efficiencies from singly and doubly censored samples, are given to samples of
size n.

The same results are given up to samples of size 5 for some other symmetric
distributions. There is a certain pattern in the behavior of the coefficients of the
smallest and largest known observations as the number of unknown observations
increase in the same population. These coefficients also.vary in different popula-
tions in a certain order according to their shapes. The effect of the tails of the dis-
tribution on the estimates are also considered in the case of the skewed dis-
tribution. ,

It is to be noted that, in some cases where sufficient statistics exist, the best
linear estimates can be obtained quickly from them.

Finally, the author wishes to acknowledge the kind help of Dr. B. G. Green-
berg, under whose direction this work was done.
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