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1. Introduction and summary. Let S;:p X p (¢ = 1, 2) be independently
distributed as Wishart (n, , p, ;). Let the characteristic (ch) roots of $;Ss " and
=%, " bedenoted by fs (¢ = 1,2, - -+ ,p)and N\; (¢ = 1,2, --- , p) respectively
suchthat 0 < i< fo< - <fp < oand0 <N =N = -+ S\, < . The
distribution of f1 , f2, - - - , f» as stated by James [5] is not convenient for further
development and is slowly convergent for higher values of f;’s. The distribution

of (fi, -+ ,f») mentioned by James [5] can be written as
(1) e |AIT BT ay(F) foe [T, + ATHFH/| ™™ dH
where
(2) ¢ =" To(dm + 3m)(L,(3p) T5(3m) Tp(3ma)} 7,
Ty(t) = a7 I3 T(t — 4 + 1),
(3) ap(F) = II%5 1o (fi — f),  F = diag (i, fo, -+, ),
A = diag (M, N, -+, Np)

and the integral is over an orthogonal group O(p) with f oy dH = 1. For testing
the null hypothesis Ho(AA. = I,,),N > 0 being given, we have two statistics given
by

(4) (1) L= DNF™/|L, + NF[™™ and (i) M, or Mu/(1 + Ny).

1 is considered by Anderson [1] and \f, is obtained by Roy [7]. (1) is rewritten
in such a way that the joint density function of (N1, M, - -+, Nfp) has non-
central parameters I, — (AA) ™" and it is given by

(5) ¢ NATFU AR o (NF)|L, + NF| T B P (g + g
I, — ANA) T NF(I, + AF) ™).

Hence, similar to testing of means, we propose the statistics T = tr (AF) and
V = tr (\NF)(I, 4+ NF) ™ for testing the hypothesis H, and obtain their distribu-
tion of T only while the moment generating function of V is given. Moreover, if
in the null hypothesis Hy (AA = I,), X\ > 0 is unknown, then the test procedure
will depend on the ratios of roots, and hence, we consider the joint distribution of
(x1,%2, -+ ,%p), wherex; = fi/fpfori =1,2,--- ;p — 1, and f, . Undernull
hypothesis H,, we obtain the density functions of z; (or z,;) and of
(y2 Yz, o )yp—l) fOI‘y,' = (fi—fl)/(fp _f1)77: = 273: Y M 1.
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2. Some results on integration. We shall use the notations of Khatri [6], James
[5] and Constantine [2] [3]. Wherever the order of the identity matrix I is not
clear, we shall write I, , p being the order of I.

LemmaA 1. .o

fow I+ A7HFH'| " dH = |I + NF| 7 1Fo@(¢; T — (NA) T, AF(I+\F) ™)

where N 1s any non-negative real number such that the hypergeometric series is con-

vergent for all F.
Proof is immediate by using the following results:

I + AHFH'| = |[I + \F| [I — (I — N"'A)H(\F)(I + \F)"'H'|,

and
fow |I — PHQH'| " dH = Fy”(t; P, Q) (see James [5]).

LeMMA 2.
fow |I + ATHFH'|"* dH
= [T+ A7g(F)[""1Fo®(t; (A + g(F)D 7, g(F)I — F)
where g(F) is any function of the elements of F such that g(F) is non-negative.
Proof is similar to that of Lemma 1. We shall take in our development

g(F) = tr (F)/p or f, , the maximum ch root of F.
LEMMA 3. LetR = diag (11,72, -+ ,7m) Suchthat0 < r <re < « - rn < 1.

Then
J IR = R an(R)C(R)IR
= Tty ©)Ton(u) Tn(3m)C(1) /Ton(t + u, k)7*™.
This follows from the Theorem 3 of the Constantine [2].

3. Non-central distributions.
3.1. Density function of (f1, -+ ,f»). Using Lemma 1 in (1), we get the density
function of (fi,f2, -+, f») as
(5/) ¢ |Al—%m IF'%(nx—p—l) ap(F)|I + )\F|—%(n1+nz)
2Fo P (3ny + dnp ;NI — AL F(I 4+ AF) ™)
where \ is any non-negative real number. Notethat N = 0 gives the result as
mentioned by James [5]. It is easy to see that the joint density function of
w; = Ni/(L+M:),7=1,2,---,p.is given by
(6) ¢ INAITH WL — W 0y (W)
GF0 P (3ny + dma s T — (AA) T, W)

where W = diag (wi, ws, - -+, Wp).
3.2. Distribution of T = \tr F. Let fs be the ch roots of $;S; . Then, (1)
can be obtained from the joint density function of S; and S, , which is given by
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(7) A" Tp(3m)Tp(3ma)} 7 [Suf 7727 |87 exp [—tr (AT'S1 + S1)],

and trF = trS;S,”". The Laplace transform of 7T = NtrS;S;* is
E exp (—i\ tr $;S;7Y). Multiplying (7) by exp (—¢\ tr §;S:™) and integrating
over S; > 0, we get the Laplace transform of T as

(8)  {|A]™ Tp(dma)ttrmy
S am0 [Sof "I 4 (AA) TS| ™ exp (—tr Ss) dSs .
Writing
T+ (A)TS[ ™ = 370 20 (3m) o *C( (NA) T'S,) /!

in (8), we note that (8) can be integrated term-by-term with respect to ¢ for
R(t) sufficiently large (see [3], p. 222). Hence, taking the inverse Laplace trans-
form of (8), we get finally the density function of T’ as

(9) Tp(3m + 3na){NA"™ Dp(3ne)} T
. 2:;0 (_'T)k{k! P(%pnl + ]C)}_l Z,‘ (%nl + %m)x<%nl)xog(>\A)—l.

Note that (9) is convergent for |7/N\| < 1, \; being the minimum ch root of A.
Now, if the jth moment of T exists, then it is given by

(10) E(T) = N X, BC,(S:S:7")
= 225 (3m)sCs(NA)(—=1)/(3p — 3ma — 3) .

Now, let us consider an alternative form for the distribution of 7T'. Using the
Lemma 2 in (1) by taking g(F) = tr (F)/q = T/Ngfor0 < ¢ < « and integrat-
ing F over the surface T = 27— Nf; with the condition 0 < f; < --- < f» and
making the necessary changes, we get the density function of T’ as
(11) e MAI™™ (T/)"™ 7 [T + NA)7T/g 7 300 3o (B + 3ma).

(k! C(I)} TCAT(AA + TDH ™AL (ma, p)

where

(12)  AP(m,p) = [o Y™ ap(Y)C(I = Y) dpr - -+ dyps
withY = diag (1,92, , ¥s), ¥» = ¢ — Y1 — Y2 - -+ — Yp1 and
(13) Df0=n=¢g¢p,n=yps(@—u)/(®—1), ", Y

SYpr1 = (g — Y — -+ — Ypa)/2}.

Note that (11) is the type of the form which is conjectured by Constantine [3]
under the null hypothesis when ¢ = p. When ¢ = p = 2, 4,” (1, 2) can be ob-
tained by using the zonal polynomials given by James [5] and since
2 — y1 — yp = 0, it is easy to see that 4,” (ny, 2) vanishes when & is odd. In the
null hypothesis H, , we obtain Hotelling’s result [4].

, 3.3. Moment generating function of V = tr W. We shall obtain the moment
generating function of V, which is given by



DISTRIBUTION OF CHARACTERISTIC ROOTS 947

(1) = E(e') = {Tp(3m)Tp(3na) NAS™} T :
[ ss0 [so [WHm—P DT — W[itna—rD g itnrtna=p—D
-exp [—trS + tr {Ii + S(I — (AA)T)IW] dW dS
= {NA[" Ty %’ﬁl + 3m2)} 7 s |g|fratneme=d) —trS
aFi(3n s dm 4 dra I+ S(T— (ANA)™)) dS.
Now, using
ClI + A)/CI) = Db D aeaCo(A)/Co(I)  (see Constantine [3])
in the expression, we get the moment generating function of V as
(14) ga(0) = PAIT™ i 2k Zhico 2o (R Bt $ma) g™
(31l Co(T — (M) T)CU(T)/Cy(T).

3.4. Distribution of f, . We use Lemma 2 by taking g(F) = f,. Changing
fi=axfp,1=1,2,---,p — 1,1in (1), we get the joint density function of

fp;xl, crry, Tpy A8
(15)  ClA[™™ T I f A7 7O RPEOT L — X apa(X)

AP (3m + dne 5 (A + 1) 7, L — X)
for0 < fp< 0,0< 2 < <2py <landX = diag (21, 22, -+, Tp)-
Using Lemma 3, we can integrate X and get the density function of f, as
(16) Cs |Al—%n1 fp%?nl—l II + prvll—%(nrf-nz)

wFa(3m 4+ dme, 30 + 1,30 — 3530, 3(m + p + 1) (A + D7)
where
¢ = T(3)Tp(3m + 3n2)Tpa(3p + 1)

AT(EP)T(3)To(§n2) Toa(Bm + 3p + 3)}7

If p = 1, we get the usual distribution, because the hypergeometric function
sFs = 1 and To(z) = 1. We may note the difference in (10) and (16). Note that
when A = I,, 3F, can be written as oF1(3n1 + 302, 30 + 1; 3(m + p + 1);
fp(l + fp)—llp—l)-

4. Certain null distributions of statistics for testing H,. In this section, let
M =1 in (15) and integrating f,, we get the joint density function of
(J)l,xz, 7321’—1) as

¢ XL, — X| apa(X)
(17) - 2= T(3pma + B)T(3pme) (k! T(3pma + Fpma + k)37
: ZK (3 + %m)xcx(lzz—l —X) for 0< i <<+ < Tpy <1.
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First of all we may note thatif Z = diag (21, -+ * ,2m), Z1 = diag (22, - - - ,z,,.),
n>0and k= (ki, - ,kn)lnZhk = - Zkn2=0 ndkl-i-kz—l— -+
km = k, then

(18) 2o () CUZ) = 2 A kIS 205 (0)0Co(20) /5.

(18) is easy to prove and hence its proof is not given.

Let us use the transformation y; = (z; — 1) /(1 — o) for? = 2,3, --- ,p —1
in (17). With the help of (20), the joint density function of z; and (2, - - - , ¥p1)
can be written as

™) g VB L (] (1, — Y)Y
(19) JY] [Tp—e — Ylapao(Y) 2o 250 T(3pm + )T(3pna)
(il — DT Gpr + 3pne + ©)} "G + $m2)imi(1 — 21)"
(G 4 200)sCx(Is — Y) for 0< 3 < 1
and 0 <y < - < yYpa <1

withY = diag (y2,¥s, - , Yp—1). Integrating x; , we get the joint density func-
tion of yi = (fi — f1)/(fo — f1) fori =2,3,--- ,p — 1as

© k

I¥|[Lps — Yapa(¥) 3 S 33 3 T3 — p + 1))

n=0 7 k=0 j=0 J
T30+ 3p + n + k — 1)T(3pm + k)T (3pne)
[ITGm 4+ 30" — 3 + n + BT Gpm + dpne + k) (k — )17
“(3m 4+ 312)s Co(I—2 — Y)Cs(Ip— — Y)
for 0<y<ys< -+ <ypa <L

(20)

If we integrate Y from (19), we get the density function of z, , but it is much
complicated and hence we do not like to give it here. Similarly, we can obtain
the density function of z,-; by making the transformation z;/z,— = 2: for
1=1,2,--+,p — 2in (17) and then integrating z; for< = 1,2, --- ,p — 2.
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