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We consider the uniform random d-regular graph on N vertices, with
d € [N®, N2/3~2] for arbitrary o > 0. We prove that in the bulk of the spec-
trum the local eigenvalue correlation functions and the distribution of the
gaps between consecutive eigenvalues coincide with those of the Gaussian
orthogonal ensemble.

1. Introduction and results.

1.1. Introduction. The universality of local eigenvalue statistics is one of the
central questions in random matrix theory. Random matrix statistics are believed
to apply to very general complex systems, including the zeros of the Riemann ¢-
function on the critical line. However, proofs of random matrix statistics have so
far been limited mostly to matrix ensembles, with the notable exception [32]. There
are two classes of matrix ensembles for which random matrix statistics have been
established under very general conditions: invariant ensembles and ensembles with
independent entries. For ensembles of random matrices that are invariant under the
unitary or orthogonal group (invariant ensembles), much has been understood via
the method of orthogonal polynomials (see, e.g., [6, 14, 38]) and, more recently,
general results have been obtained by direct comparision of ensembles with dif-
ferent potentials [4, 9, 40]. For Wigner matrices and generalized Wigner matrices,
whose entries are independent and typically nonzero, the universality problem has
also essentially been solved completely [8, 18-20, 23-25, 29, 44]. For random
sparse matrices with independent entries, significant progress has been made as
well. In particular, for Erd6s—Rényi graphs, in which each edge is chosen indepen-
dently with probability p, random matrix statistics for both the bulk eigenvalues
and the second largest eigenvalue of the adjacency matrix were established in [18]
under the condition pN > N?/3+% with any « > 0. For the bulk eigenvalues, the
lower bound on p N was recently extended to pN > N for any « > 0 in [27], and
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GOE statistics for the eigenvalue gaps was also established. Finally, aside from the
approaches discussed above, supersymmetry has been used to obtain results on the
local eigenvalue statistics for some special classes of distributions with indepen-
dent entries (see, e.g., [41]). In addition, local random matrix statistics have been
established by an analysis of transfer matrices (see, e.g., [46]).

In this paper, we study random regular graphs, which are not invariant and do
not have independent entries. We show that the eigenvalues of their adjacency ma-
trices obey random matrix statistics in the bulk of the spectrum. The universality
of local eigenvalue statistics for noninvariant matrix ensembles with correlated
entries has recently been studied in a few other cases. In particular, after the ap-
pearance of this paper, GOE eigenvalue statistics were proved for the Laplacian
matrix of sparse Erd6s—Rényi graphs in [26], and for random matrices with certain
short-range correlations in [1, 11]; these results do not cover the hard constraints
of random regular graphs.

1.2. Main results. Let A be the adjacency matrix of the uniform random d-
regular graph (RRG) on N vertices, that is, a uniformly chosen symmetric matrix
with entries in {0, 1} such that all rows and columns have sum equal to d and all
diagonal entries vanish. For d — oo as N — oo, it is known [3, 15, 45] that the
eigenvalue density of (d — 1)~!/2A converges to the Wigner semicircle law whose

density is o(x) := %,/ [4 — x2]4. For d at least (log N)*, three of the authors re-
cently proved a local semicircle law for random regular graphs [3], giving precise
estimates on the Green’s function and the eigenvalue density, down to spectral
scales comparable with the typical eigenvalue spacing (up to a logarithmic correc-
tion). In this paper, we consider the local eigenvalue statistics of random regular
graphs in the bulk of the spectrum.

As the adjacency matrix of a d-regular graph, the matrix A has the triv-
ial uniform eigenvector e := N - 2(1, ..., 1)* with eigenvalue d. We denote by
A1 > ---> Ay—_1 the ordered nontrivial eigenvalues of (d — 1)_1/ 2A, and by Errc
the expectation with respect to the induced law on A > --- > Ay_;. By compar-
ison, we denote by Egog the expectation with respect to the law of the ordered
eigenvalues A; > --- > Ay_1 of the Gaussian Orthogonal Ensemble (GOE) on
RN=Dx(N=D normalized so that the off-diagonal entries have variance N~

The typical locations y; of the eigenvalues under the semicircle law are defined
by

2

i
(1.1 N . o(x)dx.

THEOREM 1.1. Fix a > 0, and suppose that d € [N¥, N2/3=9]. Then, in the
limit N — oo, the bulk gap statistics of the random d-regular graph coincide with
those of the GOE. More precisely, for any fixed k > 0, n € N, and ¢ € C°(R"),
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we have

(1.2)  (ErrG — Ecor)®(No(vi)(Ai — Ait1)s .., No(¥i) (i — Aitn)) = o0(1)

as N — oo, uniformly ini € [k N, (1 —k)N].

Next, let p# = ps y denote the symmetrized joint law of the eigenvalues of
the ensemble # = RRG, GOE. The correlation functions are defined for n €
[1,N — 1] by

(1.3) Pien)(dh, .o dAy) = P#(d)q, e, di, RN—I—n).

THEOREM 1.2. Fix a > 0, and suppose that d € [N, N2/3_"‘]. Then, in
the limit N — oo, the locally averaged local correlation functions of the ran-
dom d-regular graph coincide with those of the GOE. More precisely, fix a small
enough constant ¢ > 0, and define b = by := N~'%¢. Then for any fixed n € N,
¢ € C(R"), and E € (-2, 2) we have

| [E+b
o dE// SC1. - )
(1.4) E=b R

dx; dx;,
x N" p(") —p(n) <E’+ s BN+ ):0(1).

For the GOE, the eigenvalue correlation functions are known explicitly; see,
for example, [35]. Hence, the quantities for the GOE appearing on the left-hand
sides of (1.2) and (1.4) can be computed explicitly. In fact, the eigenvalue gap
distribution has only been computed in the sense of averages over the gap index;
for the GUE, the computation for a fixed gap was performed in [43].

The proofs of Theorems 1.1-1.2 follow the general three-step strategy devel-
oped in [19, 20, 23]; see, for example, [21] for a survey. In our setup, the strategy
is formulated precisely in Section 2. The general idea is to study the convergence of
eigenvalue statistics under Dyson Brownian motion (DBM) [16]. The three steps
consist of (i) a local law providing precise estimates on the eigenvalue density
down to the scale of individual eigenvalues, as well as the complete delocalization
of the eigenvectors; (ii) the universality of the local eigenvalue statistics after the
short time + = N~!*%; and (iii) effective approximation of the local eigenvalue
statistics of the original matrix ensemble at + = 0 by the one evolved up to time
= N_H—(S.

In all previous instances of the three-step strategy outlined above, the indepen-
dence of the matrix entries was crucial for steps (i) and (iii). For the random regular
graph, a new approach is required for both of these steps, the last one of which is
the main content of this paper. The local law for random regular graphs was re-
cently established in [3], thus performing step (i). As for step (ii), the convergence
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of the local eigenvalue statistics under DBM with deterministic initial data was re-
cently established in [33], under the sole assumption that the eigenvalue density be
bounded at the scale N !¢ Therefore, the local semicircle law provides sufficient
control on the eigenvalues so that using [3, 33] we can perform step (ii).

Thus, the main difficulty is step (iii). There are several known methods for per-
forming this step, including Lindeberg’s proof of the central limit theorem com-
bined with higher moment matching conditions [44], or the Green’s function com-
parison theorem [25]. For short times, a more direct method is to prove the stability
of the eigenvalues under the DBM by analysing the dynamics of the individual ma-
trix entries [10]. In all of these approaches, the independence of the matrix entries
is used in an essential way. In contrast, the entries of random regular graphs are
subject to hard constraints, and are therefore not independent. Tracking carefully
the dependence of the matrix entries (using the methods from [3]), we find that
the eigenvalue evolution is stable under a constrained DBM, for times t < N —143
Here, by stability, we mean that the changes in the local eigenvalue statistics are
negligible.

This stability can also be interpreted as follows: there is a class of reasonably
well-behaved observables, which completely characterize the local bulk eigenvalue
statistics, and whose time evolution under the constrained DBM can be well ap-
proximated by a switching dynamics of random regular graphs. We note that it has
been proposed that, for random regular graphs, the dynamics provided by DBM
should be replaced with a switching dynamics; see, in particular, [31]. However,
obtaining rigorous results on the local eigenvalue statistics using only a switching
dynamics is difficult, because the induced eigenvalue process is neither continuous
nor autonomous [30]. Our strategy crucially relies on the fact that the eigenvalue
process under DBM is continuous and satisfies an autonomous system of SDEs.

Theorem 1.1 and Theorem 1.2 hold also for sparse random matrices with inde-
pendent entries; see [27]. We will use parts of that analysis which are applicable
here. The main effort and novelty of this paper is in the control of eigenvalues
under constrained DBM up to time t = N~ using switchings.

1.3. Further related results. Large regular graphs have been proposed as a
testing ground for quantum chaos [42]. It is conjectured [7] that chaotic quantum
systems (i.e., quantum systems obtained by quantization of ergodic classical sys-
tems) exhibit random matrix statistics. Regular graphs are random matrices with a
local structure, and as such a step in the direction of understanding highly struc-
tured systems. It is believed that the eigenvalues of random d-regular graphs obey
random matrix statistics for any d > 3. Indeed, there is numerical evidence that
the local spectral statistics in the bulk of the spectrum are governed by those of
the GOE [28, 37], and further that the distribution of the appropriately rescaled
second largest eigenvalue converges to the Tracy—Widom distribution of the GOE
[36]. Our assumption d > N for arbitrary o > 0 is purely technical, since some of
the results used in our proof have only been established up to multiplicative errors
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of order N¢ (with arbitrary ¢ > 0). We believe that our results can be extended to
d> (logN YO with the same method. Furthermore, our results also extend to the
other models of random regular graphs considered in [3], such as the permutation
model. Other results about the eigenvalue and eigenvector distribution of d-regular
graphs on mesoscopic and macroscopic scales, with d — oo and with d fixed, are
discussed in [3].

Our proof relies on switchings that leave the random regular graph invariant.
Switchings of random regular graphs were introduced to obtain enumeration re-
sults in [34]; see [47] for a survey of subsequent developments. They are also
used for simulation of random regular graphs; see, for example, [13] and refer-
ences therein. Recently, switchings were used to bound the singularity probability
of directed random regular graphs [12]. They also played an important role in our
recent proof of the local semicircle law for random regular graphs [3].

Notation. We use a = O(b) to mean that there exists an absolute constant
C > 0 such that |a| < Cb, and a > b to mean that a > Cb for some sufficiently
large absolute constant C > 0. We use c¢ for an arbitrarily small positive constant
that may change from line to line. Moreover, we abbreviate [[a, b]| := [a, b] N Z.
We use the standard notation a A b := min{a, b} and a Vv b := max{a, b}. Every
quantity that is not explicitly a constant may depend on N, which we almost always
omit from our notation. Throughout the paper, we tacitly assume N > 1. Unless
otherwise stated, all sums of indices are over the set [ 1, N]].

2. Strategy of proof. Our goal is to prove that, in the bulk on the spectrum,
the local eigenvalue statistics of A/+/d — 1 are the same as those of the GOE. As
mentioned in Section 1, in order to show this, we interpolate between the RRG and
the GOE using Dyson Brownian motion, or more precisely its Ornstein—Uhlenbeck
version.

2.1. Constrained Dyson Brownian motion. The adjacency matrix A of a reg-
ular graph is subject to the hard constraints that its rows and columns have fixed
sum [i.e., it has the eigenvector e = N - 2(l, ..., D*]. Therefore, instead of the
usual Dyson Brownian motion, we use Dyson Brownian motion constrained to the
subspace of symmetric matrices whose row and column sums vanish.

We begin with the notion of an Ornstein—Uhlenbeck process on a general finite-
dimensional space.

DEFINITION 2.1. Let H be a real finite-dimensional Hilbert space. Let (f,)q
be an orthonormal basis of H.

(i) Let (wg)q be i.i.d. standard normal random variables. Then we define the
standard Gaussian measure on H as W := )", wqfly.
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(i1) Let (hy)q be i.i.d. Ornstein—Uhlenbeck processes satisfying
1
dhy =dB, — Eha dr,

where (By)y is a family of i.i.d. standard Brownian motions. Then we define the
standard Ornstein—Uhlenbeck process on H as H(t) := ), hy(t)fy.

It is easy to verify that the laws of W and the process H do not depend on the
choice of the orthonormal basis (f,), and that the standard Gaussian measure is
invariant under the standard Ornstein—Uhlenbeck process. We use these properties
tacitly from now on.

For example, let H := {H € RN*N : H = H*} be the Hilbert space of real
symmetric N x N matrices with inner product

N
2.1 (X, Y) 1= = Tr(XY).

Then the usual N-dimensional Dyson Brownian motion is the standard Ornstein—
Uhlenbeck process H(¢) on H. More explicitly, H () is the Markov process satis-
fying the SDE

(2.2) dH ! dB ! H dr

. i > ,
where B(t) is Brownian motion on the space of N x N real symmetric matrices
with quadratic covariation (B;;, Bi;)(t) = (8ix8j; + 8118 ji)t.

More intrinsically, given a finite-dimensional Hilbert space V, we denote the
Hilbert space of symmetric linear maps on V with inner product (2.1) by H(V).
Then we define Dyson Brownian motion (DBM) on V to be the standard Ornstein—
Uhlenbeck process on H (V). With this point of view, the usual N-dimensional
DBM is the DBM on V = R¥, and the constrained DBM is the DBM on V = e™.
Note that the normalization N in (2.1) does not need to agree with the dimension
of V, which is N — 1 for V = e+. We make the convention to always normalize
the inner product (2.1) by N, no matter the dimension of V, and always denote
the dimension of V by M. Finally, we denote the inner product on V by v - w for
v,weV.

DEFINITION 2.2 (Constrained DBM and GOE). The constrained DBM is the
DBM on el, that is, the standard Ornstein—Uhlenbeck process on H(et) with
inner product (2.1). The constrained GOE is the standard Gaussian measure on
H (el) with inner product (2.1).

Thus, up to a change of basis, the constrained DBM is equivalent to the usual
(N —1)-dimensional DBM, with the minor difference of normalization by N rather
than N — 1. However, since the definition of the d-regular graph is tied to the
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standard basis of R", it is frequently convenient to work with the constrained
DBM in the standard basis of RV .

Next, in accordance with the decomposition RN —el @ span(e), we have a
canonical isomorphism H +— H := H &0 from H(e1) to the set of matrices

(2.3) M:={HeR"*N:H=H* He=0}.

Throughout this paper, we tacitly identify H and H.

We denote by C"(M) the space of functions F : M — C with continuous
bounded derivatives up to order n. Sometimes it will be convenient to compute
derivatives of functions F € C"(M) in directions of RY*¥ that do not lie in M,
which is made possible by the following convention.

DEFINITION 2.3. Let P = I —ee* be the orthogonal projection from R" onto
e. We extend any function F € C" (M) to a C"-function on R¥*V through

1
H+—> F<§P(H+H*)P>,

and denote this extended function also by F. Finally, for any F € C'(M) and
i, j €[[1, NI, we use the abbreviation 0;; F'(H) = fTFij(H).

From now on, we take W to be the constrained GOE and H = H (¢) to be the
constrained DBM, with initial condition

(2.4) H(0) := (A — dee*) e M.

1
vd—1
Here, A is the adjacency matrix of the random d-regular graph. In particular, the
eigenvalues of H (0) as an element of H(e") are the rescaled nontrivial eigenvalues
of A.

2.2. Switchings. Simple switchings are an especially convenient generating
set of M they play a central role throughout this paper. For any i, j, k,[ € [[1, N1,
we define the simple switching Si];l € M by
2.5) &l =Aj+Au—Ai—Aj  where (Aj)pg i=8ipdjq + 8ig8jp.
The action of a simple switching 5{}1 on an adjacency matrix, given by A — A +
gl.’;.l, amounts to adding the edges {i, j}, {k, [} and removing the edges {i, k}, {J, [};
this is illustrated in Figure 1 and made precise in (3.14) below. In this section, the
four vertices need not be distinct.

Next, we define the abbreviations

(2.6) HY =Te(lH), ol =0 =Te(gl 0),

kIl =
f,'j
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F1G. 1. A simple switching is given by replacing the solid edges by the dashed edges.

for all i, j,k,l € [[1, N]|. Here dx denotes the directional derivative in the direc-
tion X. Explicitly, expressed in the standard basis on RY, we have

2.7) HY! = 2(Hjj + Hy — Hix — Hjy),
(2.8) Off F(H) = 2(3;j + 0 — 0 — 0j) F (H),

where F € C!'(M). With these abbreviations, the generator of the constrained
DBM can be expressed in terms of switchings as stated in the following propo-
sition.

PROPOSITION 2.4.  The generator of the constrained DBM from Definition 2.2
is
1

1
2.9 L:= akh2 HK 9kl

This means that for any F € C*(M) we have

2.10) %E[F(H(t))] —E[LF(H®)].

PROOF. Let H (t) be the standard Ornstein—Uhlenbeck process from Defini-
tion 2.1 on the space H@RN~1) with inner product (2.1). As in the example (2.2),
we obtain the quadratic covariation

A A 1
(2.11) (Hij, Hi) (1) = N(Sik(sjl +8udjit.

Next, let R € O(N) satisfy Rey = e. Then, since the inner product (2.1) is
invariant under orthogonal conjugations, we can express the constrained DBM as
H(t) = R(H(t)®0)R*. We abbreviate H = H (¢) and write for F € C2(M), using
Itd calculus,

1
dEF(H) = —3 Y "E[H;j(d;; F)(H)]dt
ij

1
+§ Z E[(8;j 9 F)(H) d{H;j, Hyp)).
ikl
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By definition of R, we have R;y = ﬁ for all i, so that (2.11) yields

1 Nl

d<Hz], Hkl ﬁ Z Riijanlen + Riijananm)dt

—1(3- 1)(5- l)dt—l—l(& 1)(3- l)dt
—N ik N Jjl N N il N Jjk N .

Thus, for any F € C*(M) we have (2.10) with
1

(2-12) L= N3 Z 81](8t]+akl l_ajk)_ ZHU az]
i,j,k,1 i,J
Finally, using }°; H;j = >_; H;i =0 for H € M, we observe that L from (2.12)

can be rewritten as (2.9). [

2.3. Outline of proof of Theorems 1.1-1.2. Theorems 1.1-1.2 are an immedi-
ate consequence of the following two propositions. As in [3], we set

N2

We always assume d € [N%, N 2/3=] which implies D > N*. To state the two
propositions concisely, we introduce the following definition. It will also be con-
venient in the proofs.

DEFINITION 2.5. Given H € M, we denote by A1 > --- > Ay_1 the eigen-
values of H 1. Consider two random matrix ensembles H; and H> in M. Then
we say that:

(1) the bulk eigenvalue gap statistics of Hy and H» coincide if for any n € N,
¢ € C°(R"), and k > 0, we have

214)  Em —Em)(Noi) i = Ait1), ..., No(yi) (i = Aitn)) = 0(1)

as N — oo, uniformly ini € [« N, (1 —«)N];
(ii) the averaged bulk eigenvalue correlation functions of Hy and Hj coincide

if forany n e N, ¢ € C°(R"), ¢ > 0 small enough, and E € (-2, 2), we have for
b:=N"I+¢

1 [E+b
2b Je-s

(E/+ il L ) o(1),
% N (E)""’ No(E)

where the correlation functions p ) are defined as in (1.3).
Moreover, we say that the bulk elgenvalue statistics of Hy and H» coincide if (i)
and (ii) hold.

E' [ 0 xoN (o)) = pfy)
(2.15)
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PROPOSITION 2.6. For any fixed 8 > 0 and t < N~'=8DV2_ the bulk eigen-
value statistics of H(0) and H (t) coincide.

PROPOSITION 2.7. For any fixed § > 0 and t > N~'%9 the bulk eigenvalue
statistics of H(t) and H (c0) 4 W coincide.

Propositions 2.6-2.7 are proved in Section 5. As mentioned in Section 1, our
main effort and novelty is in proving Proposition 2.6. Proposition 2.7 is essentially
a consequence of general results on universality of local eigenvalue statistics with
small Gaussian component [33]. The local semicircle law of [3] is an important
input in the proofs of both propositions.

PROOF OF THEOREM 1.2. The proof is immediate from Propositions 2.6-2.7,
with§ <«/4. O

3. Switchings and short-time comparision. The main result of this section
is Proposition 3.1 below. To state it, we introduce the following Sobolev-type semi-
norms, whereby the derivatives are taken in the directions of all switchings

(3.1) X = (g eRNN i j k. 1€, NT}.
First, for » > 1, we define an L”-seminorm on C°(M) through
(3.2) 1F Il = (B[F(H®)[")'".
Then we extend this seminorm to include derivatives: for F € C" (M) we define
33 [0"Fl,, =] sup sup ax, - 0x, F(-+@—-1)70-X)||
' 0el0,11" Xexn r,t

where dy denotes the directional derivative in the direction Y, and for 6 € [0, 1]
and X € A" we abbreviate

0-X:=01X1+---+0,X,.

PROPOSITION 3.1.  Let H(t) be the constrained Dyson Brownian motion from
Definition 2.2 with initial condition (2.4). Fix ¢ > 0 and let r = r(g) be large
enough depending on ¢. Then for any F € C*(M) we have

(34)  EF(H(@)—-EF(H©0)= 0<D—1/2N1+8 max /OZHE)"FHr,Sds).

1<i<4

In the applications in Section 5, we will use functions F satisfying [|8° F||,.s <
N€ for i <4 and a constant ¢ > 0 that can be chosen arbitrarily small. Thus, for
t < N~1=9D1/2 the right-hand side of (3.4) will be O(N~3+¢+¢) which is o(1)
provided that ¢ + ¢ < §.
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The starting point for the proof of Proposition 3.1 is the idea of [10],
Lemma A.l, namely to estimate the left-hand side of (3.4) by estimating
E(LF(H(t))). However, since the entries of H (¢) are not independent, a different
approach from [10] is needed to control E(L F'(H (¢))). We do this by approximat-
ing the constrained DBM by a Markovian jump process induced by switchings.
This process is defined as follows.

3.1. Switching dynamics. We introduce a Markovian jump process on simple
regular graphs by defining its generator

1
(3.5) Of (A) == D I (M(F(A =) = f(A),

i,j,m,n

where we recall the definition of a switching from (2.5) and introduce the indicator
function

(3.6) L7 (A) == AjjApn (1 — Aim) (1 — Ai) (1 — Ajm) (1 — Aj).

The indicator function /7" (A) ensures that the graph encoded by A contains the
edges {i, j} and {m, n} but no other edges between the four vertices {i, j, m, n}
(i.e., its restriction to {i, j, m, n} is 1-regular).

Thus, the process generated by Q is a Markovian jump process whose jump
times are the events of a Poisson clock with a constant rate; at each event of the
clock, four vertices are selected uniformly at random, and a switching as in Fig-
ure 1 is performed on the graph if the four vertices are connected by exactly two
edges. It is not hard to show that the uniform measure on d-regular graphs is in-
variant under this jump process.

PROPOSITION 3.2. The uniform measure on simple d-regular graphs is in-
variant under Q. This means that for any function f on the set of simple d-regular

graphs we have E(Qf (A)) =0.

The proof of the proposition is given in Section 3.2, in a slightly more general
context. The following proposition shows that the switching jump process gener-
ated by Q is well approximated by the constrained DBM generated by L.

The generator L acts naturally on functions of H (denoted henceforth by an
uppercase F'), and the generator Q on functions of A (denoted henceforth by a
lowercase f). It is therefore convenient to introduce, for any F € C"(M), the
abbreviations

3.7 H=H, =

1
m(A —dee*),  f(A)= fr(A):= F(Hy).

PROPOSITION 3.3. Forany F € C*H(M) and using the notation (3.7), we have
(3.8) Qf(A)=LF(H)+R,
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where

_ —1/2 p7l+e i
(3.9) ER=0(D™'/*N )1121;15)(4”8 Fl,.o
Here, E denotes expectation with respect to the uniform measure on random d-
regular graphs A.

The proof of this proposition is also deferred to Section 3.2 below. Roughly, the
idea of the proof is as follows. By Taylor’s expansion, we obtain

1 1
G10) O~ g 3 Ay (<3S + S @) F )
L, ],m,n
with high probability. Now EA;; = £ if i  j. By expanding A;j Ay, = (4 +
(Ajj — %))(% + (Apn — %)), and keeping only the leading terms, we find that
the right-hand side of (3.10) becomes by L F'(H). Here, for the second-order term
on the right-hand side of (3.10), the leading term from A;; Ay, is 1‘\11—22; for the
first-order term on the right-hand side of (3.10), the leading term from A;; A, is
%(Ai j— %) + %(Amn — %). Further error terms result from the dependence of
the entries of the adjacency matrix.
Before giving the proofs of Propositions 3.2-3.3, we deduce Proposition 3.1
from them.

PROOF OF PROPOSITION 3.1. By (2.10), it suffices to estimate E[L F (H (1))].
By explicit solution of the constrained DBM, H (¢), we find for any fixed ¢ > O that

1/2

(3.11) Ht)Le ' PHO) +(1—e) W,

where W is a copy of the constrained GOE independent of H (0). For the remainder
of the proof, we identify the right-hand side with H (¢), abbreviate H = H (0), and
introduce the two functions

Fy(H)=Fy(W):=F("?H + (1—¢")'?W),
where the choice of the argument determines the variables on which the generator
L acts. We recall the generator L from (2.9),

1 kN2 1 kl okl
L=1ew3 > (@5) - N2 >, Hij o,
i,j.k,l i,j.k,l

From 802 = (e~ + (1 —e %)) 8%, e !/20F = dFw, and (1 —e ")/29F = 3 Fy,
we then deduce that LF (e "/2H + (1 —e HY2W) = LFw(H) + LFg(W). We
therefore get

E[LF(H(t))] = E[L Fw(H)] + E[LFy(W)] = E[LFw(H)],
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FIG. 2. Givenfourverticesi, j, k,l with two edges between them, there are two possible switchings.
By equipping the edges with directions, one of these two switchings can be selected canonically.

where in the second step we used that the constrained GOE, W, is invariant with
respect to the generator L.

Next, we define fw(A) := Fw(H) where H = Hy is defined as (3.7). By
Proposition 3.2, the random d-regular graph A is invariant with respect to the gen-
erator (0, and Proposition 3.3 therefore yields

E[L F ()] = E[Q fy ()] + 0(D"2N ") max [0/ Fy ],

= O(D™?N'"*) max |o'F],.,-

1<i<4
Thus, with (2.10), we have shown that

YE[F(HO)] = 0(D~2N'*) max [9'F|

dr 1<i<4 ne

and the claim follows by integrating over ¢. [

3.2. Proofs of Propositions 3.2-3.3. Propositions 3.2-3.3 concern switchings
of regular graphs. Switchings played an important role in the proof of the local
semicircle law for random regular graphs [3]. Here, we use simple switchings in-
stead of the double switchings needed in [3].

Given two disjoint edges of a regular graph such that the graph has no other
edges between the vertices incident to these two edges, there are two possible
switchings; see Figure 2. To specify one of these two switchings, it is convenient
to assign to each of the edges to be switched a direction; there is then a canonical
choice between the two possible switchings. We write i j for the edge {i, j} directed
from i to j.

We consider sets S of two directed edges of the complete graph, which we write
in the form S = {ij, k/}. We denote by [S] = {i, j, k, [} the set of vertices incident
to the edges of S. For two such sets S and S’, we define the indicator functions

(3.12) I1(S)=1(S; A):=1(|[S]| =4 and E|[g] is 1-regular),

(3.13) J(S,8)=J(S,S8;A) :=1(SIN[S'] = 2),

where E = E(A) :={{i, j}: A;j = 1} is the set of (undirected) edges of the graph
encoded by A, and E|p :={e € E : e C B} is the restriction of the graph E to the

subset of vertices B. The indicator functions are illustrated in Figure 3. Note that
17" = AijApnI ({ij, mn}) [recall (3.6)].
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FIG. 3. In the left diagram, I (S) = 0 since the restricted graph is not 1-regular. In the right dia-
gram, J(S, S") = 0 since the two sets of vertices intersect.

REMARK 3.4. The definitions (3.12)—(3.13) are similar to those given in [3],
Section 6, with the following differences. First, the current set S consists of two
directed edges instead of the three undirected edges in [3]. Because of the direc-
tions contained in the current set S, it effectively incorporates the extra parameter
s of [3], Section 6. Second, the edges in S are edges of the complete graph, and we
do not assume that they are contained in some regular graph A; we will ultimately
define the switching associated with the set S to act trivially unless S is contained
in the edges E of the given graph.

For a set S = {ij, kI} of two directed edges, we define the switching

A_gi’;.l, ifI1(S)=14A;j=1Anu=1,
(3.14) Ts(A):=1A+&, IS =1Au=1A;=1,
A, otherwise,

where we recall the definition of El-’;’ from (2.5). In words, Ts(A) switches the
edges S if they are contained in A and are switchable in the sense that the switching
results again in a d-regular graph. Moreover, for S, S” as above, we define

To(Ts(A)), it J(S.8) =1,

3.15 Ts ¢(A) =
( ) 5.5'(4) A, otherwise.

In words, T s/(A) switches the edges in S and S’ if they are contained in A and
the two switchings do not interfere with each other.

LEMMA 3.5. For any fixed S, S' we have A < Ts(A) and A < T g/(A).

PROOF. It is easy to check that T5(A) is a d-regular graph if and only if A
is. Moreover, Ts(Ts(A)) = A, so Ts is a bijection on the set of d-regular graphs.

Since the distribution of A is uniform, we obtain A 4 Ts(A). The second claim
follows similarly from Ts ¢ (Ts s(A)) =A. O
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Now Proposition 3.2 follows easily.

PROOF OF PROPOSITION 3.2. For any f, we get

Y E(IMAF(A) = Y E(AijApal ({ij, mn); A) f(A))

i,j,m,n i,j,m,n

= Y E(AimAjul({ij.mn}; A+ &) F(A+EM))

i,j,m,n

= Y E(AijAnnl ({ij. mn}; A) f (A= EIM))

i,j,m,n

= Z E I’"”(A)f A&7 ).
i,j,m,n
where the first and last steps follows from the definition of Il-’}m, the second step

from Lemma 3.5, and the third step from the exchangeability of i, j, m, n and using
1(S; A) =1(S; Ts(A)). This completes the proof. []

For the proof of Proposition 3.3, we shall need estimates on the moments of
entries of the adjacency matrix, as well as estimates on such moments restricted to
low-probability events where the indicator functions (3.12)—(3.13) are zero. These
estimates are collected in the following sequence of lemmas.

The following two lemmas show that moments of the entries of the adjacency
matrix behave roughly like those of an Erd6s—Rényi graph.

LEMMA 3.6. Let b < N and iy, j1,...,1p, jb € [1, N]. Then for any p €
[1, N1l and q € [1, NI\ {i1, j1, ..., b, jb}, we have
d
(3.16) E(Aiji - Aigjy Apg) = ( N)Emim w A )

where we use the convention K(A;, j, --- A;,j,) =1if b=0.

PROOF. Set X := A;j, ---A;,j, and I :={iy, j1,...,ip, jb, p}. Then, since
> nApp =d for any p, we find for any q ¢ I that

1
E(X) =2 ) E(XAp) = ZE(XApn> + - ZE(XAW
n n¢I neI
N —|I]
> — Z E(XApn) =
n¢1
where in the third step we used that XA, > 0 and in the last step that the law of
A is invariant under permutation of vertices. Using that |/| < N /2 by assumption
on b, the claim now follows. [

E(XApg),

As a consequence of Lemma 3.6, we obtain the following explicit bounds.
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LEMMA 3.7. Suppose that |{i, j,m,n}| =4 —a and |{i, j, k,l,m,n, p,q}| =
8 — b. Then

d 2—la/2]
(3.17) Esam =0(5) -

N

d\4-1b/2]
(3.18) E(Aji; Apn At A pg) = 0<N> .

PROOF. Since Agy = 0 for all s, we can assume that i # j, m # n, k # 1,
and p # g, and thus a <2 and b < 4. Then (3.17)—(3.18) follow easily from
Lemma 3.6. [

In the next two lemmas we estimate moments restricted to low-probability
events where the indicator functions (3.12)—(3.13) vanish, that is, we estimate the
contribution of graphs A that are not switchable. Throughout the rest of this sec-
tion, for given indices i, j, k, [, m, n, p, g we use the abbreviations

(3.19) Iii=1({ij.mn); A), L= I({kl, pq): A),
(3.20) Ji=J({ij.mn} (Kl pg}: A), o= NLLJy,

with I and J defined in (3.12)—(3.13).

LEMMA 3.8. Let |{i, j,m,n}| =4 —a and |{i, j, k,l,m,n, p,q}| =8 — b.
Then

d 3—a
(3.21) E((Ai,-Amn+AimAjn><1—11))=0(ﬁ) ,

d 5-b
(3.22) E((AijAmn+AimAjn)<Ak1qu+AkpAzq)<1—112))=0(ﬁ) .

PROOF. First, assume that i, j, k,l, m,n, p, g are all distinct, that is, we con-
sider the case a = b = 0. Then, since |{i, j, m,n}| =4 and I} = 0 implies that the
graph A restricted to {i, j, m, n} is not 1-regular, we find

E(AijAmn(l - 11)) =< IE(AijAmn(Aim + A + Ajm + A]n)),
E(AimAjn(l - Il)) = IE(AimAjn(Aij + Apn + Aip + Ajm)),
and Lemma 3.6 implies that the right-hand sides are bounded by O(d/N)3. The
proof of (3.22) for b = 0 is analogous. We only consider the term A;;j Ag; Amn A pgs

the others dealt with similarly. First, note that J1, = 1if |{i, j, k,l,m,n, p,q}| = 8.
Since |{i, j,k,l,m,n, p,q}| =8 and I1I, = 0 imply that E|{; j m.n} oF Elix.1,p.q)
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has at least three edges, we find
E(AijAmnAkiApg(1 — I112J12))
= IE(AijAmnAklqu(1 -1 12))
= E(AijAmnAklqu (Aim +Ain + Ajm + Ajn + Akp + Akq + Alp + Alq))
d 5
~o()
N

where the last step follows from Lemma 3.6.

Finally, if a > 0 we have I} =0, and if b > 0 we have I = 0. In these cases,
we can directly apply (3.17) and (3.18), respectively, and the claim follows since
2—la/2| >3 —aifa>0and4— |b/2] >5—-biftb>0. O

As a consequence of Lemma 3.8, we obtain the following averaged estimates.

LEMMA 3.9. If|{i,j}l=2—aand |{i, j, k,1}| =4 — b, then

1 d 3—a
(623 3 ZE(AGAm + AmA (- 1) =0(5)

1
~i DO E((AijAmn + AimAjn) (AkiApg + Ay Aig)(1 = 112))
m,n p,q

o3)”

1 d\?
(25 o ¥ E((A,-,-Amn+A,-mAjn><1—11))=0(ﬁ> ,

(3.24)

Moreover,

L, J,m,n

1
NF 2 2 E((AiAmn + AinA ) (AA pg + AgpAig) (1 = 112)
i,jymnkl p,.q

d 5
- 0(_) ‘
N
PROOF. To prove (3.23), we split the summation over m, n by fixing |{i, j,

m,n}| =4 —a — s where s € [[0, 2]]; there are O(N>~*) terms corresponding to
each s € [0, 2]]. By (3.21), the left-hand side of (3.23) is bounded by

o(g) Eovio(g) =o(2)

The proofs of (3.24)—(3.26) are analogous. [J

(3.26)
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Finally, as a consequence of Lemmas 3.6-3.9 and the Holder inequality, we
obtain the following estimates incorporating an arbitrary function f(A). These
and the remainder of the proof of Proposition 3.3 are simplest to state in terms of
versions of the seminorms (3.2)—(3.3) for r = 0 without rescaling by (d — H~1/2,
Thus, instead of (3.2) and (3.3), we use the seminorms

Lf 1= (Bl £ )|)”
and

[" 71, == sup  sup [ax, - dx, /(. +6- X -
0€l0,1]" Xexn

LEMMA 3.10. Fix ¢ > 0 and let r =r(¢) be large enough depending on .
Let f € CO(M) satisfy | fll < 1. Then if |{i, j}|=2—a and |{i, j, k,1}| =4 — b,
we have

1 d 2—la/2]—¢
621 53 DBy Amf () = 0( %) ,

’

1 d )4—Lb/2J—g

(3.28) —7 > E(AijAm,,AklA,,qf(A)):O(N
m,n,p,q

1 _ d 3—a—¢
(3.29) _2 Z (AijAmn + AimAjn)Ilf(A)) = 0(ﬁ> ,

1

N DO E((AijAmn + AimAjn)(AkiApg + Ay Aig) 112 f (A))
m,n p

d 5—b—¢
- 0<_> ’
N

d 3—¢
(3-31) T Z (Alemn+Athjn)11f(A)) (ﬁ) s

(3.30)

N4
j.m,n
1
m Z Z (Al]Amn + AlmA]n)(Aklqu + AkpAlq)IIZf(A))
i,jymmnk,l,p,q

(3.32)
d 5—¢
of)”
N
where I} :=1—1,, I12 := 1 — 112, and the indicator functions Iy and 11> were
defined in (3.19)—(3.20).

PROOF. We only prove (3.31); the other estimates are proved similarly and we
comment on the differences at the end of the proof. By Holder’s inequality, applied
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twice, first to [E(-) and then to the sum over m, n, we obtain from (3.25) that

1
N7 2 E(AijAm + Ain A (1= 1) f(A))

i,j,m,n

1 —1/r
<1 2 [E(Ai A+ Am A (= )] IF1

i,j,m,n

1 1=1/r
< (5 X BAjAm +Amama =) 111,

i,j,m,n

< 0(%)3_3/r||f||r - 0(%)annr,

where we chose r large enough that 3/r <.

To prove (3.32), we use (3.26) instead of (3.25), and to prove (3.27)—(3.28) we
apply (3.16) instead of (3.21). To prove (3.29)—(3.30), we use (3.23)—(3.24). This
completes the proof. [

The next lemma estimates the effect of replacing A;; by its mean d/N, or,
equivalently, of conditioning on {A;; = 1}. Since the entries of A are not indepen-
dent, we use switchings to analyse such a conditioning.

LEMMA 3.11. Fix ¢ > 0 and let r = r(¢) be large enough depending on ¢.
Forany f € C2(M) and any i, j, k,l with |{i, j}| =2 —a and |{i, j, k,1}| =4 —b,
we have

633 (s, - %)) - 0(%)H||afnr + 0(%)2_a_8||f||r,

E(f(A)(A,-,- - %) <Akl - %))
_ o(%)z_g Jo2f], + 0(%>3_Hllfllr.

PROOF. We begin with (3.33). Since A € M + dee*, we have ), , Apn =
Ndand ), Aj;, =), Aj, =d for all i, and the left-hand side of (3.33) is there-
fore equal to

(3.35) E( f(A) (Ai -

(3.34)

d 1
N)) = Na DB A A Ann = Aim )

Using (3.29), using the notation from (3.19), we therefore find

=(s(sa=5))

1 d 2—a—¢
=— > E(f(A)(AjiAnn — AimAin)l ol — e
7 LBy wn+o(y) s
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Because of the indicator function [y, the first term on the right-hand side van-
ishes unless a = 0. Therefore, we may assume that a = 0 when estimating it. By
Lemma 3.5, and since I1(A) = I1(Ts(A)) with S = {ij, mn}, the first term on the
right-hand side equals

1
(3.36) Nd m,nE((f(A) — f(A=&7")AijAnn ).

The difference of the f’s is bounded in absolute value by

sup sup |dx f(A+6X)|.
fel0,1] XeX

Hence, (3.27) implies that (3.36) is bounded by

0(%)18||af||r.

This completes the proof of (3.33).
The proof of (3.34) is similar. As in (3.35), we write

(40=5) (2= 5)

1
= Wan Y (AijAun — AimAjn) Ak Apg — AkpAig).
m,n,p,q

As above, we write 1 = I12 + (1 — I12) inside the expectation on the left-hand side
of (3.34). The second term yields a contribution of order 0(%)3*1’*5 Il fll»s by
(3.30). The first term is zero unless b = 0 because of the factor Ji7 in 1. We may
therefore assume that b = 0 for the estimate of the first term. Using Lemma 3.5, as
in (3.36), we find that the first term is equal to

S E((f(A) — f(A—8M) — f(A— DY)

m,l’l,[),q
+ f(A =& = &07)Aij Ann Aui A pg T12).

The difference of the four f’s is bounded in absolute value by

(Nd)?
(3.37)

sup sup |dx, Ox, f(A+01X1 +62X2)|.
01,0,€[0,1]1 X{,XpeX

By (3.28), we therefore find that (3.37) is bounded in absolute value by

o(%) 1P s,

This completes the proof. [
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Finally, with the preparations provided by the previous lemmas, we now com-
plete the proof of Proposition 3.3.

PROOF OF PROPOSITION 3.3. First, note that Il.';?” = A;jAmnly. By Taylor’s
expansion, and writing /1 = 1 + (I; — 1), we therefore have

1 mn 1 mn\2
0f(A) = m”m”f\ jAm ( 0" f (A) + 5 (975") f(A)>
(3.38)
+ N (Ri + R»),
where
R 0<N) > AijAun(l—
1:
d) N*. e 0€[0,1] XeX

i,j,m,n

N
Ry = 0(—) > AijAmn sup sup |0x, 0x, 0x; f(A+6 - X)|.
d ) N* i,j,m,n 0€[0,113 Xex3

By (3.31) and (3.27), respectively, the two error terms are estimated by

d 2—¢ d 1—¢ 3
Bri=0(y) sl EBr=o0(y) 197,
Next, we estimate the main terms in (3.38), which we write as
1
kl k12
(3.39) N ZI;[A,JAH( 35 f(A) + E(a,.j) f(A)).
i

The idea is to write A;; = N + (A — %) and likewise for Ay;. For the second-

order term in (3.39), the term obtained by selecting both factors % yields the main
contribution. More precisely, we write

ZA,,AH N f(A) = 16N3 Z )2 f(A) + N*(Rs + Ra),

Rs = 8dN4 Z( (@) f(A)( %)%)

Ry = 12701 N Z ( 3kl f(A))<Aij - %) (Akl - %))

By (3.33) and (3.34), respectively, with f replaced by (a{;’ )2 f, we obtain

2—e

d 1—¢ d
Bk Ry =0(5) (151, + 1)+ 0() 1,
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Next, we estimate the first-order term in (3.39) using a similar argument. Here,
the term obtained by selecting both factors % from A;; and Ay; vanishes because

ikl a,.’;? = 0; the main contribution is given by the mixed term. More precisely,
we write

SN }j Aij A 9 £(A)

8N3 > 8klf(A)+4N2 Z ( >8klf(A)+N2R5

ljkl

Z H;; 9! f(A) + N*Rs
i,j.k,l

— 32N2 Z HY 9! £(A) + N*Rs,

where
d d
(s - ) (0= )
Rs = 8a’N4Z< [ (A)) N )\ Ak~
By (3.34), with f replaced by o} f, we obtain

d 1—¢ 3 d 2—¢
ERs=0|— d o — of .
; (N) 193 £, + (N) lasl

We conclude that

/71 5
3 B A - d-1 Y HY O F(A+ NI R

Qf(A) = 3 i 2
16N i,j.k,l ’ 32N i,j.k,l i=1
«/d 1
3 Z 2 i
16N 32N e =
where we defined
1
Rg = akl A).
®= 16N N4 Z Ay

Clearly, ERs = O (4) (19> f |-

Using the notation introduced in (3. 7) we have /d —10f(A) = 0F(H).
Hence, we obtain (3.8) with R := N 22 _1 R;i. The error term R is estimated,
using the above estimates on ER;, as

d\? 1
BR =0 (5) (a1 +19271,)+ 5 19% 71,

+ 2091, + 10471,
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= O(D™ VAN |9 F||,.0+ D™1/? ||82F|}r,0

+[0°F, o+ D720 F ).

as claimed. O

4. Stability of eigenvectors and eigenvalues. In this section we derive basic
stability properties for the eigenvalues and eigenvectors of the Dyson Brownian
motion H (¢). These allow us to deduce estimates on the eigenvalues and eigenvec-
tors of H (t), assuming similar estimates have been proved for H (0).

As discussed in Section 2.1, we consider a general Dyson Brownian motion
H(t) on an M-dimensional Hilbert space V, with normalization constant N as
in (2.1). For the usual DBM we have N = M, while for the constrained DBM
we have M = N — 1; we always assume that N and M are comparable. We de-
note by A1(¢) > --- > Ap(¢) the eigenvalues of H(¢), and by vi(¢),...,vy(t) eV
the associated normalized eigenvectors of H (¢). Moreover, we define the Stieltjes
transform of the empirical spectral measure of H(¢) by s(t; z) := % Zf‘il #

Throughout the rest of the paper, we use the following notion of high probability
events and high probability bounds introduced in [17].

DEFINITION 4.1. (i) We say that an event E has high probability if for every
¢ > 0 there exists an No(¢) > 0 such that P(E€) < N~¢ for N > No(¢).

(i1) For nonnegative random variables A, B, we write A < B or A = O<(B)
if for any ¢ > O there exists an Ng(¢) such that P(A > NY¢B)y < N=¢ for N >
No(2).

If the event E from (i) and the random variables A and B from (ii) depend on
some additional parameter u € U in some possibly N-dependent set U, we we say
that (i) and (ii) hold uniformly in u if Ny(¢) does not depend on u.

Throughout the following, the definitions (i) and (ii) will always be uniform in
all parameters, such as z, any matrix indices, and deterministic vectors. Note that
< is compatible with the usual algebraic operations, so that for instance we have

> Ai <>; B; provided that A; < B; for all i and the size of the index set for i is
NOW),

4.1. Delocalization of eigenvectors. The following result shows that if all
eigenvectors of H (0) are uniformly delocalized in some direction q € V, then with
high probability they remain delocalized in this direction under the DBM on V, for
any time ¢ > 0.

LEMMA 4.2. Suppose that H(t) is the DBM on an M-dimensional space V .
Let q € V and suppose that max; |q - v;(0)| < B. Then, for any t > 0, any i €
[1, M]], and & > 1,

@.1) P(lq-vi ()| = £B) <e 7%,
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In particular,

4.2) lq-vi(?)| < B.

Lemma 4.2 is a simple consequence of the eigenvector moment flow (EMF) in-
troduced in [10]. Suppose for simplicity that the eigenvalues of H (0) are distinct.
Then the eigenvalue process (A;(¢)) is almost surely continuous and simple for all
t > 0; see [10] for more details. We study the dynamics of the eigenvectors v; (¢)
by conditioning on the eigenvalue process; see again [10] for a precise construc-
tion. Hence, for the following argument, we condition on (X;(¢)) and regard the
eigenvalue process as deterministic.

We give the definition of the EMF restricted to moments of a fixed order p € N.
The configuration space is 2, := {n = (r]i)f.‘il eNM . Ziﬂil n; = p}. The config-
urations n € 2, are interpreted as configurations of p particles on the lattice
1, M1, whereby a single site of [1, M]] may be occupied by multiple particles.
We denote by 1’/ :=n +1(n; > 0)(e; j — €;) the configuration obtained from 7 by
moving one partlcle from i to j. The time-dependent generator R(¢) of the EMF
is defined by

(RO F)m) =D Wij )20 (1420 (f (") = £ (),
i#j

where

Wij(t) ==

N(Gi(t) = 2 (1))

For our purposes, the precise form of the coefficients W;;(¢) is not important;
we only use that they are nonnegative and continuous in ¢. The p-particle EMF is
given by the equation

(4.3) 3 fr(m) = (R@) fr)(m), fo: 82, — R given.

This is a linear (time-dependent) ODE on a finite dimensional vector space, and
thus well-posed. It is also easy to see that it is contractive on L°°(2) in the sense
that || f¢llL(,) <l follLe,)-

Next, for deterministic n € 2, and q € V, we define

M

— 1 v 2n;
@4 ftn) —E[I:[] @D vi®)

(A,-(t):ie[[l,M]],tiO)},

where n!!:=n-(n —2)---3 -1 for odd n, and by convention (—1)!! = 1. In [10],
Theorem 3.1, it is shown that f; solves (4.3).

REMARK 4.3. In [10], Dyson Brownian motion is defined without the
Ornstein—Uhlenbeck drift term in the SDE (2.2), and the SDEs for the eigenvalues
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and eigenvectors are stated in [10], Definition 2.2. In the present case, with drift
term, the SDEs for eigenvalue and eigenvector flows are given by

dB;; 1 1 Ai

— - dl‘ -

«/N+N.Z.)\.l‘—)\.j 2

JijF#

dr; =

dr,

Z 1 dt v
— Vi~ USSRV

Jj;sz)‘ k 2NJ 76l()x, Aj)

fori =1,2,..., M, and with B(¢) a Brownian motion on the space of M x M real

symmetric matrices with quadratic covariation (B;;, Bi)(t) = (8ix8;1 + 6118 jx)t.

Thus, the SDEs for the eigenvectors are the same with or without the drift term.

Therefore the arguments of [10], Section 3, apply verbatim in our setting as well.

PROOF OF LEMMA 4.2. Suppose first that H(0) has simple spectrum. Let f;
be the given by (4.4), which solves (4.3) as remarked above. Then, since the EMF
(4.3) is a contraction on L>°(£2,), we obtain from the assumption of Lemma 4.2
that

max | f, ()| < max| fo(n)| < B>".
ney ne,
Therefore, choosing n = pe;, we get

E[(q- vi())*’] = 2p — DE[f()] < 2p — D!IB??,

from which the claim follows. Finally, if H(0) does not have simple spectrum, the
same estimate holds by a simple approximation argument using the continuity of
the eigenvectors as functions of the matrix. [

4.2. Stability of eigenvalues. The following result shows that if the empirical
spectral measure at t = 0 is close to the semicircle law, this remains true for ¢ > 0.
For its statement, recall that s(z, z) denotes the Stieltjes transform of the empirical
spectral measure of H (¢). We denote the Stieltjes transform of the semicircle law
by m. It can be characterized as the unique holomorphic function m : C; — C
such that m% +mz + 1 =0 and m(z) ~ 1/z as |z| — o0; see, for example, [2].

LEMMA 4.4. Suppose that C"'M < N < CM. Fix ¢ > 0. If for some B <
N~¢ we have

1
4.5) 5(0:2) —m(z)| < B+ N

uniformly for z = E +in with n > N~'%¢  then for any t < B we have

1
(4.6) }s(t,z)—m(z)}<B+Wv

uniformly for z = E +in with n € [N~1¥¢ 1].
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PROOF. Define st ;(z) as the unique solution Cx — C_ of the self-consistent
equation

M 1

1

4.7 Ste,t(2) = — .
@D fes ) Mggwﬂ%xm—z—a—eﬁmw@)
Thus, sg.;(z) is the Stieltjes transform of the free convolution of the empir-
ical eigenvalue distribution of e’ /2H(0) and the semicircle law rescaled by
(1—-e™) 172 We refer to [5] for the existence and uniqueness of sg ; (z) and relative
properties on the free convolution with semicircle law.

Asin (3.11), we find that H (t) = e""/2H(0) + (1 — e~")1/2W, where W is the
standard Gaussian measure on H (V') with inner product (2.1). Under the assump-
tions of the lemma, [33], Corollary 7.11, implies that for r < N~¢ we have

1

(4.8) |S(f§ 7) — Sfc,t(Z)| < W
uniformly for z = E 4 in with n > N —1+¢ (Note that in [33], the Stieltjes trans-
form is denoted by my instead of s, and that s¢ ; is denoted my. ;. Moreover, [33],
Corollary 7.11, is stated for a diagonal matrix H (0); however, since W is invari-
ant under orthogonal transformations which diagonalize H (0), the results of [33]
trivially apply to any symmetric matrix H (0).)

Set ¥, := 1 — e~ ! <. Note that the Stieltjes transform of the empirical eigen-
value distribution of e~//2H (0) is given by e//25(0, e'/?z), and that (4.7) can be
rephrased as

Ste.r (2) = e'%5(0, €% (z + Vr51e.1(2)))-

For any z = E + in such that n > N1+ we have Ime’/z(z + U811 (2)) >
Ime'/?z > N~1+¢ where we used that Im s ;(z) > 0. From the assumption (4.5),
we therefore get

1
(49) Sfc,t(Z) = et/2m(et/2(z —+ 0tSfC,l‘(Z))) + 0< <B + W)
Next, note that
(4.10) m(z) =e'?m(e"?(z + 9,m(2))).

(This may be interpreted as the fact that the semicircle law with variance ¢ is a
semigroup with respect to free convolution.) Moreover, from the definition of m (z)
it is easy to deduce the continuity estimate

4.11) Im(z) — m(w)| < 2|z —w|"/?,

forany z, w e C,.
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By (4.11), and using that t = O (1), the difference between (4.9) and (4.10) is

|ste,1 (2) — m(2)]

=e"?|m(e'?(z + V155c.4(2))) — m(e'/*(z + 9:m(2)))|

1
+ 0<(B + 7(1\/77)1/4)

1
< 00" tes ) = m(@) "+ 0B+ )

1
< maX{O(Il/2)|Sfc,t(Z) —m(2)|"? 04 (B + W) }

Therefore, either |sg. ;(z) —m(z)| = O(t) or |sge. (z) —m(z)| < B+ (Nn)~!/4 and
we get

1 1
- + —_—,
(Nn)l/4 (Nn)l/4

where we used t+ < B. Combining (4.8) and (4.12) and using 1 < 1, the claim (4.6)
follows. [

4.12) |ste.:(z) —m(z)| < B+ +t<B

5. Proof of Propositions 2.6-2.7. With the preparations provided by Sec-
tions 3—4, and using results of [3, 27, 33], we now complete the proofs of Proposi-
tions 2.6-2.7. First, recall that o« > 0 is fixed, and that we always assume D > N¢.
We also use the notation z = E + in for the real and imaginary parts of the spectral
parameter z € Cy.

Throughout this section, H (¢) denotes the constrained DBM from Definition 2.2
with H(0) given by (2.4). We use the notation of Section 4 applied to the con-
strained DBM. In particular,

M: =N -1

is the dimension of the space V :=e™.

5.1. A priori estimates on eigenvalues and eigenvectors. We begin by collect-
ing some results on the eigenvalues and eigenvectors of H (t)|e1 required for the
proofs of Propositions 2.6-2.7.

For any H € M, we denote the eigenvalues of H|,. by Aj(H) > ---> Ay (H),
and the corresponding normalized eigenvectors by vi(H), ..., vy (H). The com-
ponents of the eigenvectors in the standard basis on R are denoted vy (H; i) :=e; -
vi(H), i €[[1, N, k € [[1, M]]. Moreover, for H € M, we denote by G;;(H; z)
the entries of the Green’s function of H restricted to el in the standard basis
of RV, and by s(H; z) the Stieltjes transform of the empirical spectral measure.
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Explicitly,
M . .
v (H; D (H; )
5.1 G,i(H; 2 := ,
(5.1) ij(H; 2) ,; (i) — 2
M
(5.2) (H52)i= - TeG(Hs )=~ 3 -
. s(H;z)=—"Tr 12) = — .
M UM &) 2
Finally, we set
(5.3) I'(H)=T(H;z) :=max|G;j(H;2)| Vv 1.
l’.]

We also recall the definition of the typical location y; of the ith eigenvalue from
(1.1).

The following proposition summarizes the input we need from the local semi-
circle law of [3]. The local semicircle law, as proved in [3], only applies for ¢t =0,
and the extension to ¢ > 0 is provided by the results of Section 4.

PROPOSITION 5.1. Forany z€ Cy,i e [[I,N], ke [[1,M],and 0 <t <
D~ Y4 we have

G4 ok (H (1); 8)] < N~/2, F(H(z);z)<1+Nin,

Moreover, for any fixed k > 0 and any i € [k N, (1 — k)N, we also have
(5.5) % (H (@) —yi| < D74,

PROOF. First, as special cases of [3], Theorem 1.1 and Corollary 1.2, for any
z=E+inwith E€Randn > N—1*¢ for arbitrary ¢ > 0, we have

1 1
D1/4 + (Nn)1/4’
(Note that the local semicircle law from [3] also includes the trivial eigenvalue
at 0; it is easy to see that its contribution to s is negligible compared to the error
bounds in (5.6).)

Next, we extend these bounds from t =0 to ¢ > 0. For i € [1, N]| define €; =
e, — (ej -e)e c el. Since v (H(1):i) = & - Vi (H(t)), from (5.6) and Lemma 4.2,
applied to the constrained DBM with q = €;, we find |vg (H (¢); )] < N~12 for
any ¢ > 0. Similarly, for r < D~!/4 the extension of the bound on the Stieltjes
transform follows immediately from Lemma 4.4 with B = D~!/%. Summarizing,
forany n> N~ and 0 <t < D~'/4, we have

1 1
Dl/4 + (Nn)l/4”
This proves the first estimate of (5.4).

(5.6) |s(H(0);z) —m(z)| < luk (H(0); 1) < N~1/2,

5.7 |s(H();z) —m(2)| < lok (H (£);8)| < N~1/2,
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In order to prove the second estimate of (5.4), we use a dyadic decomposition
(see, e.g., [25], (8.2)) to obtain, for any matrix H € M,

Mogy n™ 1

M . .
[k (D) vk (j)] 2 .
Gi: < § — 2 =7 < 4N l 1 E Ims(E +i2"n) ).
| J(Z)|_k:1 |)\4k_E+1n| - n’]i%X|vk()| * n=0 mS( I n)

We apply this estimate to the matrix H(¢). By (5.7), we have max ; |vk D)? <
1/N. Moreover, since n Ims(E +1in) is increasing in 1 [as may be easily seen from
the right-hand side of (5.2)], and since |m| < 1, the first bound in (5.7) implies
Ims(z) < 1+ 1/(Nn) for any n > 0, and thus Ims(E +i2"n) <1+ 27"/Nn.
For n > 1/N°®, we then have logn~! < 1 and obtain I'(z) < 1 as desired. For
arbitrary n > 0, the claim then follows by [3], Lemma 2.1. [In fact, we shall only
need (5.4) with n > 1/N9M ]

Finally, we deduce (5.5) from the bound on the Stieltjes transform in (5.7). We
abbreviate Ay = Ay (H (1)), and denote by

| M
o(l) ::/[Q(x)dx, v(l) ::Mlgl(kkel)

the semicircle and empirical spectral measures, respectively, applied to an inter-
val I. Then, following a standard application of the Helffer—Sjostrand functional
calculus along the lines of [22], Section 8.1, we find from (5.7) and D < N that
for any interval / C [—3, 3] we have

1 1 1
(5.8) lv(I) —o()| < DA T NiA T pijaA

(We note that previously (5.8) for t = 0 was given in [3], Corollary 1.3.) Using
(5.8), we may estimate A; — y; as follows. By (5.8) applied to I = [-3, 3], we
find that there are at most OL (N D~V 4) eigenvalues outside [—3, 3]. Defining
f(E):=0([E, c0)), we therefore find from (1.1) and (5.8) that

+

i

fy) = N v([Ai, 00)) + 0(%) =v([*i,3)) + O« (ﬁ)

1 1
:Q([)\.[,?))) + 0<(W> = f()\i) + 0<(W).

Since i € [k N, (1 —kN)]|, we have | f'| > ¢ > 0 in a neighbourhood of y;, and
we therefore get (5.5). This completes the proof. [J

The next result shows that the suprema in (3.3) do not essentially change the
size of I'.

COROLLARY 5.2. FixneN. Foranyz € C, and 0 <t < D~'* we have

1
(5.9) sup  sup F(H(t)+(d—1)’1/20-X;z)<1+—.
0e[0,1]" XeX™ Nn
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Moreover, for any i € [[1, N]l and k € [[1, M]], we have

(5.10) sup  sup |vk(H (1) +(d —1)7'20 - X;i)| < N7V/2,
0¢el0,1]" Xexn

PROOF. We abbreviate H = H (¢). Without loss of generality, by an argument
analogous to [3], Lemma 2.1, we may assume that n > 1/N. Hence, by (5.4), we
have I'(H; z) < 1. It therefore suffices to show that if ['(H; z) < (d — 1)'/2/(16n)
then for any 0 € [0, 1]" and X € X" we have

(5.11) T(H4+d—-1)""Y%0.X;z) <2I(H; 2).

To show (5.11), we use the resolvent identity to obtain (omitting the argument z
for brevity)

|Gij(H + (d — )"0 . X)|
=[Gij(H) —(d - 1)""*(GH)O - X)G(H + (d - 1)"'/?6 - X)), |
<T(H)+8n(d—1)""’T(H)['(H+ d - 1)""%0 - X)
<T(H)+T(H+(d—-1)""%.Xx)/2.

Taking the maximum over i and j yields (5.11). Finally, (5.10) follows from (5.9),
as in the proof of [3], Corollary 1.2. [

Note that since G;;(H; z) = G;j(H; z), the estimates (5.4) and (5.9) for I" also
hold with < 0 if 5 is replaced by |n| on the right-hand sides. We shall use this
tacitly in the following.

5.2. Proof of Proposition 2.6: Eigenvalue correlation functions. We now
prove that the locally averaged local correlation functions of the matrix H (0)|.1
converge to those of H ()|, for timest < N —1=-8p1/2 The main ingredient of the
proof is the following lemma comparing functions of Green’s functions with spec-
tral parameter n slightly smaller than 1/N. Its proof follows easily from Proposi-
tion 3.1 and Lemma 5.1. For random matrices with independent entries, analogous
results were previously proved by the Green’s function comparison theorem [25],
and by direct analysis of the evolution of the matrix entries under Dyson Brown-
ian motion [10]. We also remark that, in [44], eigenvalues are compared directly
without involving the Green’s function.

LEMMA 5.3. Fixn €N, and let «,y,6 > 0 be sufficiently small. Then the
following holds for any n € [N~'7Y, N~11, any sequence of positive integers
ki, ko, ..., k,, any set of complex parameters z’}’ = E;” +in, where j € [[1, k;, 11,
m € [[1,n]l, |E’}1| <2 —«, and the % signs are arbitrary. Let ¢ € C*°(R") be a test
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Sfunction such that for any multi-index m = (my, ..., my) with 1 <|m| <4 and for
any w > 0 sufficiently small,
(5.12) max || ¢ (x)| : |x| < N°} < NO@),

(5.13) max{|8" ¢ (x)| : |x| < N?} < NOD,

Then, with the notation G1(z) := G(H(0); z2) and G,(z) := G(H(t); 2), for any
t < DYVZN-178 we have

kl kn
’E¢(N—kl Tr(l—[ Gl(z})>, o, Nk Tr(l_[ Gl(z'}))> —E¢(G; — G2)
j=1

j=1

(5.14)

Here, (G| — G») is the expression obtained from the one to its left by replacing

G with Gy. The implicit constants depend on n, ky, ..., k,, my, ..., my,, and the
constants in (5.12)—(5.13).

PROOF. For simplicity of notation, we show (5.14) only forn =1 and k| = 1;
the general case is analogous. We then write z instead of Z%. To show the claim, it
then suffices to show that

IE¢(N~'TrG(H(1); z)) — E¢(N ' Tr G(H(0); 2))|
— O(tD_l/2N1+6/2N0(y)).

Set F(H) := ¢ (N~ TrG(H; z)). We claim that if  and n are fixed (arbitrarily,
independently of N), and if r < D~1/4, for any sufficiently large N (depending on
r,n,d8), we have
(5.16) sup “anF”r,s < N0

0<s<t
Given (5.16), Proposition 3.1 with ¢ = §/4 yields (5.15).

Thus, it only remains to show (5.16). Recall that the derivative of the Green’s
function in the direction of a matrix X € & is given by dxG = —G X G (using that
elements in X act on eJ-). Therefore, by the Leibniz rule, for any Xi,..., X, € X
and any H € M, we have

dx, - 9x, G = (=1)" Z GXe(hG---GXom)G,

oesS,

(5.15)

where S, is the set of permutations of n elements, and we omit the dependence on
H on both sides in our notation. Since (with respect to the standard basis of R")
each X € X has at most 8 nonvanishing entries, and since these are in {#1}, by
definition of I" it follows that

N
IN'Tr dx, ---0x,G| < N7! Zn!masx\(cxa(l)c G Xo(mG)ii| < 8"n!T" L
i=1 7>
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From this and the chain rule, we obtain that there exist constants C,, such that

(5.17) |9x, -+ 3x,6(N"' Tr G)| < C,T'*" max [¢™)].
0<m=<n

By Corollary 5.2 and since || > N~!77, we have SUPgero,112 SUPxexn I (H(s) +
(d—-1)"Y%29.X)< NV, for any 0 < s <t. For n <4, by assumption (5.12) and
(5.17), therefore,

sup  sup |dx, - dx,d(N " TrG(H (s)
fel0, 11" XeXn

(5.18)
+d - 1720 . X))| < NOOD,

On the complement of the high-probability event of < in (5.18), we use the trivial
bound I' < »~! < N7 and (5.13). We obtain
sup sup |dx, - dx,p(N"' Tr G(H (s) + (d — 1)71/26 - X))
0€l0,1]" Xexmn

5.19

for any 0 < s < ¢t. By combining the estimates (5.18)—(5.19), for any constant
r = 0(1), we have

(5.20) ”3”}7” < NVE+0@) o Ny=¢/r+00) < N8/4+0(y)
rs — - >

where ¢ is as in Definition 4.1 and chosen sufficiently large, depending on r. This
completes the proof. [

The following lemma is essentially [25], Theorem 6.4. It transforms the state-
ment about the Green’s function of Lemma 5.3 to a statement about the local cor-
relation functions.

LEMMA 5.4. Consider two random matrix ensembles H| and Hp with
Green’s functions G1(z) and G2(z). Suppose that, for all ¢ and parameters as
in the statement of Lemma 5.3, the estimate (5.14) holds. Then the local bulk
eigenvalue correlation functions of Hy and H> coincide.

PROOF OF PROPOSITION 2.6: CORRELATION FUNCTIONS. The proof fol-
lows directly by combining Lemmas 5.3-5.4, with § given as in the assumption of
Proposition 2.6. [

5.3. Proof of Proposition 2.6: Eigenvalue gap statistics. To prove that the
eigenvalue gap statistics are stable for short times, we require a weak level re-
pulsion estimate. Such an estimate was derived in [27], Theorem 4.1, for sparse
matrices with independent entries, using a level repulsion estimate for r > N ~1+¢
established in [33]. Here, we adapt the proof of [27], Theorem 4.1, to random
regular graphs. The nontrivial dependence is dealt with by Proposition 3.1.
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If A; (H) is a simple eigenvalue of H|,1, we define

(5.21) 0:(H) = > :
N> oty O (H) = 2 (H))?

and extend this definition by Q; (H) := oo if A; (H) is not a simple eigenvalue. This
quantity plays an important role in [44], where it is observed that it captures the
singularities of the derivatives of A; (H). In [27], it is found that Q; is stable under
DBM and can thus be used to show weak level repulsion from such an estimate for
larger times (when a Gaussian component is present).

PROPOSITION 5.5 (Level repulsion). Fix « > 0. Then for any sufficiently
small Tt > 0,any i € [k N, (1 — )N, and any s > 0, we have

6.22) P(Qi(H(s)) = N*) = O(N™7?).
In particular,
(5.23) P(A (H(s)) — it1(H(s)) < N~'7F) = o(N~?).

PROOF. The proof is analogous to that of [27], Theorem 4.1, with H|.. in-
stead of H. We here focus on the differences. These result from the replacement
of [27], Lemma 4.3, by Proposition 3.1, which takes into account the nontrivial
correlation structure of the random regular graph. As in [27], if A; (H) is a simple
eigenvalue of H|,., we define the matrix

Ri(H): Z : v:(H)v;(H)*
A= =V (H)v;
njig<p M) =X (H)

1 7§ G(H; z) d
= 5= — 4z
2mi Jiz—ri(H) =0 Ai(H) — 2

where w is chosen such that the contour |z — A; (H)| = w encloses only A; (H).
Then we have

1
Qi (H) = 5 Tr(Ri (H)?).

Given t > 0, define a cutoff function y satisfying the following two properties:
(1) x is smooth, and the first four derivatives are bounded, that is, |x® (x)| =
0(1), for k =1,2,3,4; (2) On the interval [0, N*7], |x(x) — x| < 1, and for x >
N?*, x(x) = N?*. Then x o Q; extends to a smooth function on the space of
symmetric matrices.

The proof of (5.22) consists of three steps. The first step is the estimate

(5.24) E[x(Qi(H(s)))] = O(N*/?),
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for s >t := N~!1*¢_ This estimate follows from [33], Theorem 3.6, whose as-
sumptions are satisfied with high probability for the random d-regular graph by
Proposition 5.1. In particular, independence of the entries of H is not used.

In the second step, we derive the comparison estimate

(5.25) [E[x(Qi(H®))] —E[x(Qi(H))]| = 1,

for s € [0, t]. Instead of using [27], Lemma 4.3, which requires that the entries
of the random matrix H (s) are independent, we use Proposition 3.1, which takes
into account the nontrivial correlation structure of the random regular graph. By
Proposition 3.1 with F(H) := x(Q;(H)), it suffices to bound

|0 Fl,.,=E[ sup sup [ox, oy -0, F(H(S)
6€l0,1]" XeXxn
(5.26)

1
+@-n"".x)]".

for any (large) fixed integer r and n = 1, 2, 3, 4. To this end, the computation of
the proof of [27], Proposition 4.6, applies, by simply replacing the derivatives o 4%)
by 0x, - -- dx, with X; € X. Here, the formulas (4.16)—(4.18) in [27] remain valid
after replacing V by the X; appropriately, and similarly the formula below [27],
(4.18), remains valid after replacing V;; by v](H)X;v;(H). Moreover, an analo-
gous formula holds for n = 4; see, for example, [39], page 8. The same formulas
are valid with H replaced by H + (d — 1)7'/26 - X. Since the X; have only 8
nonvanishing entries (in the standard basis on R"), and these are equal to %1,
Corollary 5.2 then implies

sup sup |Vi(H(s)+ (d — H~12. X)Xvi(H(s)
0el0,1]" Xexn

+d-1)""%0.x)|<N"!
for any s € [0, ¢]. As in the proof of [27], Proposition 4.6, we therefore get

sup sup |dx, dx, - dx, F(H(s) + (d — 1)71/%0 . X)| < N2,
6el0,1]" Xexn

From this, bounding (5.26) as in (5.20), we obtain
(527) H 8}’! F ||r E 5 NC+(I’1+2)‘L’ ,

for arbitrarily small ¢ > 0 and N large enough. Then (5.25) follows from Propo-
sition 3.4 since O(tD~/2N)NT6" < O(N~%/2+2¢+6T) < | for t < N~!*¢ and
D > N“, by choosing ¢ and 7 sufficiently small.

In the last step, we combine (5.24) and (5.25), and thus obtain

E[x(Qi(H(s)))] = O(N*"?),

for any s > 0. Then (5.22) follows easily by Markov’s inequality and the definition
of x. U
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PROOF OF PROPOSITION 2.6: GAP STATISTICS. Throughout the proof, we
use the abbreviation A;(t) = A;(H()). Fix k >0, 8§ >0, and r < N~!=8pl1/2,
Since o(y;) is bounded above and below for i € [k N, (1 — k)NT|, it suffices to
prove (2.14) with o(y;) replaced by 1. Moreover, for any n € N and ¢ € C*(R")
with bounded first four derivatives, it suffices to show the stronger claim

(5.28)  E@(N2i(0),..., NAitn(0)) =Ed(NA;(t), ..., Nriyn(®)) + o(1)

as N — oo, uniformly in i € [k N, (1 — k) N]. For simplicity of notation, we only
prove (5.28) for n = 1; the general case is analogous and we comment on the
differences at the end of the proof. Thus, for any i € [k N, (1 —«x)N] and ¢ €
C°°(R) with bounded first four derivatives, we show

(5.29) E[¢(N2; (0)] — E[¢(N1;(1))] = o(1).

Given a small constant T > 0, we choose a cutoff function p such that p(x) =1
for x < N27 and p(x) =0 for x > 2N?7. Using (5.22), we can first remove a bad
event on which Q; is large:

[E[¢(N2:(0))] = E[p(N2;(1)]]
< |E[¢(N1;(0)p(Qi (H(0)))] — E[¢(N1i (1)) p(Qi (H1)))]]
+ 19l (P(Q: (H(0)) = N*7) + P(Q; (H (1)) = N*7))
< [E[¢(N2i(0))p(Q:i (H())] - E[p(N2i () p(Q:i (H®)))]]

161
ro(1hr).

To estimate the right-hand side, we apply Proposition 3.1 with F(H) :=
¢ (NA;(H))p(Qi(H)). By an argument analogous to that used to obtain (5.27),
for any r and n =1, 2, 3, 4, we find the bound

(530) 0" ], < N+O®

for arbitrarily small ¢ > O (and N sufficiently large). More precisely, by the prod-
uct rule, the derivatives act either on ¢(NA;) or p o Q;. In the bound of any of
these derivatives, by definition of p, we can assume that Q; < 2N?7. Then the
derivatives of p o Q; are bounded exactly as in the proof of Proposition 5.5. For
the derivatives of ¢(NA;), by the chain rule and since ¢ is smooth, it suffices to
bound the derivatives of the eigenvalues A;. This is again done similarly to the
bounds on the derivatives of Q;. Indeed, the derivatives of the eigenvalues can be
expressed in terms of the eigenvalues and eigenvectors as done in [27], (4.16)—
(4.18) (and with [39], page 8, for n = 4). The latter expressions are bounded using
the delocalization of eigenvectors (5.4), and using that

> ! 1/2
— < NQ;""(H(s)),
Jij [Ai(s) —Aj(s)] <NQ, ( (s))
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1 k k)2
Y o < NP (H (),
) — (K
]]751 |)“l(s) )"j(s)| !
as in [27], (4.11)-(4.12).
As a consequence of Proposition 3.1 and (5.30), with ¢ < N=173pD1/2 ) we fi-

nally obtain

IE[¢(N21;(0))p(Qi(H(0)))] = E[¢p(NA; (1)) p(Q:i (H(1)))]| = O(NTO®9),

and (5.29) then follows by taking ¢ and t small enough that ¢ + O(7) < 4.

In the general case of a test function ¢ (N A;, ..., NA;+,), we use the product of
cutoff functions (p o Q;)---(p o Q;4y) instead of p o Q;, and proceed otherwise
analogously. [

5.4. Proof of Proposition 2.77. Given the estimates (5.4)—(5.5), the same argu-
ment as in [27], Section 3, applies.

Acknowledgments. We thank Ben Landon for helpful discussions, Peter Sar-
nak for informing us about [28, 36] and Michael Aizenman for bringing the works
[30, 31] to our attention.
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