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1. Introduction

In this paper, we consider the following problem: find a pair (u, P) of functions satisfying

Upt — U + Ku+Auy = F(x,t), 0<x<1,0<t<T,
ux(oat):P(t)a u(l,t)ZO, (11)
u(x,0) = up(x), uy(x,0) = u1(x),

where the constants K, A, the functions uy, u;, F are given before satisfying conditions
specified later, and the unknown function u(x,¢) and the unknown boundary value P(¢)
satisty the following integral equation:

P(t) = g(t) + Ky | u(0,£) | “ (0, 8) + A1 |10, 8) | P10, (0,8) — Ltk(t —9)u(0,5)ds, (1.2)

in which the constants Kj, A, &,  and the functions g, k are also given before.

This paper is a continuation of authors’ series of papers dealing with mixed problems
for wave equations; see for instance the papers [1-5] among many others. In some special
cases, the problem (1.1)-(1.2) is the mathematical model describing a shock problem
involving a linear viscoelastic bar [1, 2, 4].
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In [5], under conditions (u,u1) € H! X L?, F € L*(Qr), g,k € H'(0,T), K € R, 1,K;
>0, A >0, a, B =2, Long and Giai have proved a theorem of global existence and
uniqueness of a weak solution (,P) of (1.1)-(1.2). The proof is based on a Galerkin
method associated to a priori estimates, weak convergence, and compactness techniques.
Furthermore, the asymptotic behavior of the solution (u,P) as A1 — 0, and an asymp-
totic expansion of the solution (u,P) of (1.1)-(1.2) up to order N + 1/2 have been estab-
lished.

The purpose of this paper is to develop some aspects related to the article [5]. We
show here that the set of solutions of (1.1)-(1.2) is nonempty and satisfies the classical
Hukuhara-Kneser property, that is, the set of solutions is a compact connected set in an
appropriate function space. Such structure of the solutions set for differential equations
was studied in [6-10], we mention here [8—10] for Hukuhara-Kneser property and [6, 7]
for Rs-structure. It is well known that the “Rs” results are really stronger than classical
Kneser-type theorems, see [6, 7]. An important application of the above structures is that
the existence of two different solutions implies the existence of a continuum of different
solutions.

It is similar to the structure theorem in [8-10], a topological approach to proving
connectivity of the solution set of operator equations was invented by Krasnosel’skii and
Perov, one of the theorems in this paper is closely related to the following theorem.

Taeorem 1.1 [11]. Let (E,| - |) be a real Banach space, let D be a bounded open subset
of E with boundary oD, closure D, and let T : D — E be a completely continuous operator.
Assume that T satisfies the following conditions.
(i) T has no fixed points on oD and y(I — T,D) # 0.
(ii) For each € > 0, there is a completely continuous operator T such that | Te(x) — T(x)|
<¢, for all x € D, and such that for each h with |h| < ¢, the equation x = Te(x) +h
has at most one solution in D.
Then the set of fixed points of T is nonempty, compact, and connected.

The proof of the above theorem can be found in [11, Theorem 48.2]. We note that

condition (i) is equivalent to the following condition.

(i) T has no fixed points on 9D and deg(I — T, D,0) # 0.
Because of this, if a completely continuous operator T is defined on D and has no fixed
points on 0D, then the rotation y(I — T, D) coincides with the Leray-Schauder degree of
I — T on D with respect to the origin, see [11, Section 20.2].

Deimling also studied the compactness and connectivity of the set of all fixed points,
these theorems are given in [12, page 212].

Applying Theorem 1.1, using the same methods as in [5, 13], we consider the structure
of the solution set of (1.1)-(1.2). The paper consists of three sections and the main results,
in the case 1 < a, § < 2, will be presented in Sections 2, 3. We end the paper by a remark
about the similar result to the one above in the cases 1 <a <2, >20r1<f<2,a>2.
In our argument, the topological degree theory of compact vector fields and the following
theorem will be used.

THEOREM 1.2 [12, page 53]. Let E, F be Banach spaces, let D be an open subset of E, and
let f : D — F be continuous. Then for each € >0, there is a mapping f, : D — F that is locally



N.T.Longand L. T. P. Ngoc 3

Lipschitz such that
| f(x) - fe(x)| <&, Vxe€D, (1.3)

and f.(D) is a subset of the closed convex hull of f(D).

2. Existence of weak solution

Put Q =(0,1), Qr = Q% (0,T), T > 0. We omit the definitions of usual function spaces:
C"(Q), LP(Q), W™P(Q). We denote W™P = W™P(Q), LP = WOP(Q), H" = W™2(Q),
l<p<oo,m=0,1,....

The norm in L? is denoted by || - ||. We also denote by (-,-) the scalar product in L?
or pair of dual scalar products of a continuous linear functional with an element of a
function space. We denote by || - [[x the norm of a Banach space X and by X’ the dual
space of X. We denote by L?(0,T;X), 1 < p < oo, the Banach space of the real functions
u:(0,T) — X measurable, such that

T p
leell Lo go,15) = <L ||u(t)||§dt) <oo forl<p<oo,

lull L= 0,;x) = esssup ||u(t)||y  for p = co.
0<t<T

(2.1)

Let u(t),u'(t) = us(t), u(t) = un(t), ux(t), un(t) denote wu(x,t), (du/ot)(x,t),
(9*u/ot?)(x,t), (0u/dx)(x,t), (0*u/dx*)(x,t), respectively. We put

V ={ve HY0,1):v(1) =0},
L 9u ov (2.2)
a(u,v) = . aadx.
Then V is a closed subspace of H! and on V, ||[v||g and ||[v|lv = +/a(v,v) = ||v,| are two
equivalent norms. We have the following lemma.

LemMA 2.1. The imbedding V — C°([0,1]) is compact and
Ivllcoqopy < llvlly  VveV. (2.3)

The proof is straightforward and we omit the details.
We make the following assumptions:

(H)) up € Vand u; € L?,

(Hz) F € L*(Qr),

(Hs) g,k € H'(0,T),

(H4) K eR, /\,Kl > 0,/\1 >0,

(Hs) I<a<2,1<f<2.
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THEOREM 2.2. Let (H,)—(Hs) hold. Let T > 0. Then the problem (1.1)-(1.2) has at least one
weak solution (u,P) such that
uel®0,T;V), u; € L*(0,T;L?),
, 2.4
u(0,-) € Wh(0,7), PelLF(0,T), B = /)% (24

Proof of Theorem 2.2. The proof consists of Steps 1-3.
Step 1 (the Galerkin approximation). Let {w;} be a denumerable base of V. Find the
approximate solution of problem (1.1)-(1.2) in the form

m

Z m](t Wi, (25)

where the coefficient functions c,,; satisfy the system of ordinary differential equations

(up, (8), i) + (U (1)s Wix) + Prp () wi(0) + (Kt () + Auty, (), wi)

2.6
=(F(t),w;), 1<i<m, (2.6)
t
Pon(t) = g(t) + Ky H (1 (0,1)) + 1 H (4,0, ) —J k(t—)un(0,9)ds,  (2.7)
0
where H,(z) = |z|" %z, r € {a, 8},
Um(0) = Uom = > mjwj — g strongly in H',
= (2.8)
U, (0) =ty = > Pmjw; — u  stronglyin L%,
=1
Equation (2.6) is rewritten in the form
D (Wi wi) (e () +Ach, (1)) Z Wi Wix) + K (W, wi) ] emj()
j=1 j=1 (2.9)
+P[cms [ (HWi(0) = (F(t),w;), 1<i<m,
where
t m
Pl ()= g(0) = | K(t=5) D ci(sw(0)ds+ Blenncl, )0,
i=1
! B (2.10)
P:R™ —R, Plyz]= KlH,x<Zijj(0)> +A1Hﬁ<zzjwj(0)).
=1 =1
Integrating (2.9) with respect to the time variable from 0 to ¢, we get
Z (cmj( t)e“ )+ Apilcm ey, ] (1) = Woi(t), 1<i<m, (2.11)

j=1
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where

Apilemscy, [i Jcm] Yds + w;( O)J [cm»C ](s)ds},

At ! (2.12)
W)= | 3 by By +Aag) + [ (FCm) 0,
=1
bij = (wj,wi), Hij = (Wi, wix) + K{wj,w;).
Integrating again (2.11), we obtain
m t
Z bijem;(t) e*“J Apilem>c | (Ndr =W¥,i(1), 1<i<m, (2.13)
j= 0
where
m t
V(1) = e M [ D bijamj+ J ‘I’m,-(r)dr}. (2.14)
j=1 0

Let B = (bj;), with b;; = (w;j,w;). Then B is invertible. Hence, it follows from (2.13) that
cm(t) = =B "Dyl cms ¢y ] (8) + B~ () = (Ucy) , (1), (2.15)

where

cm(t) = (le(t))---acmm(t))> (Ucm)m(t) = ((Ucm)ml(t))---’(Ucm)mm(t))a
qu(l’) = (\Tlml(t);---,q}mm(t)))
Du[cms ] (8) = (D [cms €3] ()s s Dinn [ > €5, ] (1)), (2.16)

Dpilemsc, ] (t) = e J(:Ami[cm,c;n](r)dr, I<i<m.
Omitting the index m, the system (2.15)-(2.16) is rewritten in the form
¢ = Ug, (2.17)
we note more that for 1 <i <m,
(Ue)i(t) = =B™'Dile,¢'1(8) + B~ Fi(8),

Di[c,c'](t) = e’“rAi[c,C'](r)dr,
0
= e‘“[ibij(xj+r‘{’i(r)dr], (2'18)
= 0

. _e/\t[ﬁbu Bi+a;) + f (F(s),wi)(s)ds].
j=1
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For Ty, >0, M > 0 which are chosen later, we put

S={ce CY([0,T];R™) :|cll, < M},

, u (2.19)
llclly = llello +1I¢"Mlo, licllo=sup lc(®)l1, el = |a®)].
i=1

0<t<Ty,,

Clearly, Sis a closed convex and bounded subset of the Banach space Y = C'([0, T,,,]; R™).
Consider the operator U:S — Y.

(a) At first, we choose T, >0, M > 0 such that U maps S into itself. Notice that since
Y(t) € CO(]0, Tm];[Rm),‘?’(t) €Y, so Alc,c'1(t),Dlc,c'](t) € Y, for all c € Y. Then, by
(2.18), we have

(Uo)i(t) = =B~ 'Di[e,d1(1) + B F/(¢), 1=<i<m,

Di[c,c'|(t) = —de M JtA,-[c, ¢ 1(r)dr+e MA;le,c'1(b),
0

(2.20)
\IN/:(t) = —)L€At|:z bij“j + Jt\I’,-(r)dr} +€7M“I"i(t).
j=1 0
This implies that U : Y — Y. Let ¢ € S. We deduce from (2.18) and (2.20) that
| (Ue)(t) | 1= ||Bil||[ |D[C>C,](t) | 1t |‘¥,(t) | 1])
(W) ® ], < |IBY[1D [e.c 10|, + ¥ (®)],],
(2.21)

t
DLac 10, = | [Alec )| dr < TullAlec I
D', 10)], < AT+ 1)|ALe,¢ ][],

On the other hand, by (2.12),

Z |Ai[C,C’](t) | < e)tt |:ﬁJO |C(5) | 1d$+ W/J() g(S)dS+ Tm ZNII(M) +N2,'(M):|, (222)
i=1 i=1

where

ﬂ=maX{Z/A,’j,1SiSm}, 1,4\//=ZW1‘(0),
i=1

j=1

n . 2.23
Nu(M) = [kl o) sup{'m(o) 3 330 Iyl <M}, 1<i<m @2
i1

Noi(M) = sup { | wi(0)P[y,2] |, I yllgn < M, llzllgn < M}, 1<i<m.
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This implies that

|Ale,c'1]], < e [ﬂTmM+ TuWligllo,r) + T Y. Nii(M) +N2i(M)]

i=1

~ ~ “ 2.24
< Tpettn [/AM+W|g|Lw(o,T)+ZN1i(M)+N2i(M)} (224)
i=1
= T, E(M,T).
Combining (2.21), (2.24), we get
1Ucllo < ||B|[ T2 EM, T) + [P l0x ], 25)
U (o < BTN AT +1) T T EM, T) + 19 (o], '
SO
1Uclly < [(A+ 1) Ty + 1] T T EM, T)| B + 11 ¥ 11| |B], (2.26)
where
11 1s = 1 Pllox + ¥ llox = sup [F(O) ], + sup [F'(5)],. (2.27)
0<t<T 0<t<T
Choosing M >0 and T}, > 0 such that
M2 NLlBY, [+ 1) T+ 1] T (M, T)|[BY|| < %M. (2.28)
Hence, ||Ucl|; < M for all ¢ € S, this means that US C S.
(b) Next, we show that U : S — Y is continuous. Let ¢,d € S, we have
(Uc)i(t) = (Ud)i(t) = =B~ [Dilce,c'1(t) = Dild, d'1(1)], 1<i<m, (2.29)
t
Dilc,c'](t) — Dild,d'](t) = e*“J [Aile,c'](r) — Aild,d'](r)]dr, 1<i<m, (2.30)
t
Ao 1(1) - Adyd' (1) = M Zu,,j —d;)(s)]ds
j=1 (2.31)
t
+w,»(0)eMJ [Ple,c'](s) — Pld,d'](s)]ds,
0
t m
Ple,d'|(t) - Pld,d')(1) = —J k(t—s)> [cj = d;](s)w;(0)ds+Ple,c')(t) — Pld,d'](¢).
0 i

(2.32)
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Using the inequality ||x|?~!x — IyIP‘lyl <|x—ylP, forallx,y € R, and forall p € (0,1),
we have

a—1

M| 2 (¢ —d}) (H)w;(0)

j=1

Z (1)w;(0)

j=1

p-1
Ple,c1(t) - P[d,d'1(t) < K, ‘

(2.33)

Thus, there exists a constant p; = p; (k,w,K;,A;) > 0 such that

sup | Ple,c’1(1) ~ Pld,d'1(1)| < pi(llc=dllo+lle—dlIg "+ —dly ), (234)

0<t<Ty,,

SO
l|Ale,c'1 = Ald,d']|], (235)
. 235
<@ Tfillc = dllo+ e Tuivpy (Il = dllo+ e = dlIg + I~ 'l "),
then
lUc—Udllo
< M2 B [le = dllo + e T T2 ||B| (lle = dllo + lle — dlIg ™ + Il —d'lIf ).
(2.36)
Similarly, we also obtain from the equalities
(Uo)i(t) — (Ud);(t) = =B~ [D}[c,¢'](t) - D;[d,d'1(t)],
t
Dilc,c'|(t) - Dild,d'](t) = —Ae‘“J [Aile,c'](r) = Aild,d’](r)]dr (2.37)
0
+e M[Ale,¢'1() - Aild,d'](1)]
that
[(Ue) - (uad)|l,
<||BY|(ATm+ 1) Tpfillic - dllo (2.38)

+{[B AT+ 1) Tuivpr (le = dllo + lle — il + ¢~ 'l ).

Thus, the estimates (2.36) and (2.38) show that U : S — Y is continuous.
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(c) Now, we show that U(S) is relatively compact in Y. Let c € S, t,t' € [0, T},]. From
(2.18), we have

(Uc)i(t) = (Uc)i(t)
= —B'[Dj[c,c'](t) = Dile, 1) + B Wi(t) - ¥i(t)], 1<i<m,

Dile,c'](t) = Di[c,c'](t")
= (eM—eM) JtAi[c, ¢ (r)dr —e ™M Jt Aile,c'(r)dr
0 t

t t
= (=NeM)(t- t')f Ailc,c'(r)dr — e*M‘[ Aile,d 1(r)dr, 1<i<m,
0 t

(2.40)
Fi(t) — Ti(t') = (— e M) i
j=1 / (2.41)
+(=Ae M) (t—1t") L Y(r)dr—e ™M Lt Yir)dr, l<i<m,
where ty € (t,t") or tg € (t',t). Then,
|Dlc,c’'1(t) = D[e,c'1(t) |, < AT+ 1)[|Ale, 1|1t —
() —¥(t)], < Zl Zl |bijo [ M=t |+ AT+ 1) [ llox £ —£'], (242)
i=1 j=
where

¥llox = sup [¥(D)],. (2.43)

0<t<T

From (2.39) and (2.42), we deduce that there exists a constant 8 independent of ¢, ¢, ¢’
such that

|Uc(t) = Uc(t) |, <01t —1'|. (2.44)
Similarly, by (2.20), there exists a constant 6, independent of ¢, £, t' such that
[(Uc)'(t) — (Uc)'(t |1 <Ot-t]. (2.45)

It follows from US C S and the estimates (2.44), (2.45) that the set US is uniformly
bounded and equicontinuous in the Banach space Y with respect to the norm || - [|;.
Applying Arezela-Ascoli theorem, US is relatively compact in Y.
By the Schauder fixed point theorem, U has a fixed point ¢ = (cy,...,cm) € S. This im-
plies that the system (2.6)—(2.8) has a solution (u,(t), Py (t)) with u,,(t) = Z;"zl Cmj(D)w;
n [0, Ty,]. By the same technique as in the proof of [5, Theorem 1], we can prove the
following steps, let us omit here.

Step 2 (a priori estimates). These estimates allow one to take T}, = T for all m.
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Step 3 (limiting process). There exists a subsequence of sequences {(u,,Pp)}, still de-
noted by {(um,Pm)}, such that {(u,,P,,)} converges to (u, P) which is the weak solution
of the problem. Theorem 2.2 is proved. O

3. Structure of weak solution set

In this section, we only consider the set of weak solutions which are obtained by the
Galerkin method as above. Notations and norms will be the same as in Section 2.

TaEOREM 3.1. Let (H,)—(Hs) hold. Let T > 0. Then the set of weak solutions (u,P) to the
problem (1.1)-(1.2) such that

ueL®0,T;V), u; € L*(0,T;L?),

, B (3.1)
u(0,-) € WH(0,T), PeIF(0,T), B =—+—,

is compact and connected.
Proof of the Theorem 3.1. The proof consists of Steps 4—6.

Step 4. The set of fixed points ¢ of the operator U : S — Y is nonempty, compact, and con-
nected, where S = {c € C}([0, T, ];R™) : |Ic|l; < M} defined as in Theorem 2.2. Clearly, S
is the closure of the open convex, and the bounded subset

S={ce C([0,T];R™) : llcly < M}, (3.2)

with M >0, T,,, > 0 will be chosen later. O
Proof of Step 4. (i) At first, we have

P:R™ R,
N " m (3.3)
Ply,z] = K,H, ( > ij]-(O)) +A1Hpg ( szwj(0)>
j=1 j=1

is continuous, so for all € > 0, by Theorem 1.2, there exists a mapping ﬁe :R2™ — R that
is locally a Lipschitz approximation of P such that

|13[y,z] —ﬁs[y,z] | < %, Vy,zeR™, (3.4)

where 7 > 0 may be chosen such that &/7 is as small as we wish. Clearly, P, is continuous.
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(i) Next, we define the following operators.
Let U, : S — Y be defined as follows: for everyc € S, 1 <i < m,

(Uec)i(t) = _B_lDei[C:C,] (t) +B_1qji(t)>

Dyilc,c'1(¢) = e’“fAsi[c,C'](r)dr,

Agle,c](t) = [z‘u,]J d5+wl(0)J;Pg[c,c’](s)ds], (3.5)

Ps[c,c'](t)=g(t)—Lk(t—sﬁ (s)w;(O)ds+ Bole,c’1(8).

Forevery 0 < { <1, let
Vi:S—Y c— Ve(c) (3.6)
be defined by
(Vee) () = =CB ' Dile, ' 1() + B 'Wi(t), 1<i<m. (3.7)
We put

N2€1(M) = Sup{{wi(o)ﬁs[}’)z] |) H}’”IR"' SM, ||Z||[Rm = M}) 1<i< m,

~ ~ n (3.8)
E(M,T) = GM + #Wlglli=or) + > Nu(M) + N§(M), 1<i<m,
i=1
and choose M >0, T,, > 0 such that
M 20T 1B Tl DT+ 1], DI[B| < S,
(3.9

T[4+ 1) T+ 1] (M, T)||B~|| < %M.

Analysis similar to that in the proof of Theorem 2.2 (Step 1) shows that U, V¢ : S — Y are
completely continuous. Furthermore, since

|Uclli <M, [IVeelli <M, VceS§, V{el0,1], (3.10)
the operators U, V¢ (V¢ = U when { = 1) have no fixed points on 9S. This means that
0¢ (I—V¢)oS. (3.11)

We can show that U, : S — Y is completely continuous. Let us only give the main ideas of
the proof as follows.

(a) Replacing P by P, in the definition of operator U : S — Y, we obtain the operator
U; : S — Y. The mapping P is continuous, so we can define £¢(M, T') as in (3.8). By that
and by M, T, are chosen as above, the operator U, maps S into itself.
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(b) For each ¢ € S, for any & > 0, there exists § > 0 such that for all d in S,

le—dlly <8 = ||Usc— Ued||, < & (3.12)

Indeed, since ﬁs :R?" — R is continuous, ﬁg is continuous uniformly in the set [-2M,
2M]*™. Tt follows that, with &> 0 as above, there exists §; > 0 such that for all (y;,z;),
(}’2)22) € [_2M)2M]2m)

lly1 = y2llgn < &1 ~ ~ g
g Pe > _Ps 5 < = 3.13
||Z1 _Z2||[Rm <4, [)/1 z1] [)’2 Zz]‘ 37 ( )

where 7 > 0 is large enough. Therefore, if § > 0 is small enough (only depending on 8;),
then

g

| Pe[c,c’1(t) = Pe[d, d'](1) | < pallc—dllo+ o (3.14)

for all t € [0, T}, ], where p, = p2(k,w) is a positive constant. Thus,

~

!IAs[c,C']—Ae[d,d’]0se”’"Tmﬁllc—d||o+e”mev7/(pzllc—dllo+iN), (3.15)

61
SO
[Uec — Uedlly < T T21Blllc — dllo + M= T24%|1B| <p2||c— dllo+ 6%) (3.16)
Similarly, we get
1(Uec)" = (Ued) [ = ||B7Y| (AT + 1) M Tufillc — dllo
. (3.17)
+||B’1||(ATm+l)eATMTmW<p2\|c—dllo+6%7).

By 7] is large enough, the estimates (3.16) and (3.17) show that (3.12) holds.

Hence, U, : S — Y is continuous.

(c) A similar argument to the one above for U(S) can be used to show that U.(S) is
bounded and equicontinuous with respect to the norm || - ||;. Then U, : S — Y is com-
pletely continuous. Furthermore, by (2.29)—(2.31), (3.5), forall c € S, 1 < i < m, we have

(Uc)i(t) — (Uec) (1) = =B~ '[Dilc,c'1(t) = Deile,c'1(1)],

Dile,c'1(t) = Dyile,c'1(t) =™ Lt [Aile, ' 1(r) — Acilc, ¢ 1(r)]dr,
, (3.18)

Aile,d1(t) = Adile, ' 1(8) = wi(0)eM L [Plc,c"1(s) = Pelc,c"I(s)]ds,

Ple,c'1(t) = Pele,c'1(t) = Ple,c'1(t) — Pele, ¢ 1(2),
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consequently

|Uc(t) - Usc(t) |, < ||B’1||T,2nv7/e”m%, (3.19)

this implies that
U= Usc|l, < g (3.20)

when 7 is large enough.
Similarly, we deduce from (2.37) and (3.5) that

||(Uc)’—(Ugc)'||O<§, Vces. (3.21)
From (3.20), (3.21), we have

[[Uc—Uecl|, <&, VceS. (3.22)
(iii) We now prove that for each h with ||h]l; < ¢, the equation

c=Uc+h (3.23)

has at most one solution on S. The proof is as follows.
Let ¢ = (¢c15...,6m), d = (dy,...,dm) be two solutions of (3.23). We need to prove that

c(t)y=d(t) Vte[0,Ty]. (3.24)
It is easy to see that
c(0) = d(0) = B~1¥,(0) + h(0). (3.25)
Put
y=suplo € [0,T,]:c(t) = d(t) YVt € [0,0]}. (3.26)

Clearly, by (3.25), y = 0. Then 0 < y < T),. In order to get y = T,,, we suppose by contra-
diction that y < Ty,. For all i = 1,m, for all ¢ € [0, T),,], we have

ci(t) = di(t) = (Uec) (t) = (Ued) () = =B~ [Daile,c' (1) = Deild,d'1(1)],
t

Dyilc,c’](t) — Deild,d'] (t) = e_“J [Aeile,c'](r) — Aild,d'] (r)]dr,

0
ci(t) —di(t) = (Uec) (1) — (Ued)(t) = =B~ [DLle,c'1(t) = DL, d'1(1)],  (3.27)
Dlc,c'](t) — Dyld,d'](t) = —Ae ™M Jt [Aeile,c'1(r) — Agild,d'1(r)]dr
0
+e M Agle,c'](t) — Auld,d'1(1)].
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Hence, for all t € [0, T ],

t
le®)=d®)|,+ [ -d'(1)], = )|B_1||(1+?t)J0 |Aele,c'1(r) = Acld,d')(r) | dr

+ | Acle,c'] (1) = Acld, d'] (D) ],

(3.28)
in which
| Aelc,c'1(t) — Ac[d,d (1) |,
t t
< e“ﬁJ le(s) — d(s)| ,ds+ e”mrvj | P.le,c'1(s) = Pold,d'](s) | ds,
0 0
| Pe[c,c'](£) = Pe[d,d"](¢) | (3.29)

ds+ | P.[c,c'1(t) — Peld,d'](1) |

k(t—s) Z cj(s)—d, (s)] w;(0)

< Hk”Lw(o,T)WL |c(s) —d(s)| ds+ | Pcle,c'1(t) — Peld,d'1(1)].

Since P, : R>" — R is locally Lipschitz, with c(y) = d(y) € R™ and ¢'(y) = d'(y) € R™,
there exist a ball B in R?" of radius r > 0 centered at (c(y),c’(y)) and L > 0 such that

|13£[y1,z1]—135[y2,z2]| <Ly =yl +lza-2],),
(3.30)

~

Y (y1,21), (y2,22) € B.

On the other hand, the functions c(t), d(t), ¢’(t), d’(t) are continuous on [0, T,,], and
so are they at y. Then, with r > 0 as above, there exists 6" > 0 such that (c¢(¢),c'(t)) and
(d(t),d’'(t)) belong to B, for all t € [y,y+ 8] C [0, Tpp,]. This means that

|Pelc,c'1(t) = Peld,d'1(1)| <Lg(t), Vte[p,y+81C[0,Tnl, (3.31)
where
$(t) = () —d) |, + | () —=d' (D) ],. (3.32)

Combining (3.29)—(3.31), note that c(¢) = d(¢t) for all ¢ € [0,y], we deduce that there
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exists a positive constant K;(T,) (only depending on T},) such that
|Aele, '] (1) - Acld,d'1(B) |
< e”'”ﬁjot lc(s) —d(s)|,ds

+e)‘T"w7/Jt Ble,c1(s) = Bu[d,d'](s) | ds
0
(3.33)

t T t
MRk o) L dr L le(s) — d(s) | ,ds < e”m,ﬁjo $(s)ds
t t
+e”mv7/LJ (s)ds+ AT W2 K| = 0.1 T J $(s)ds
0 0
t
sKl(Tm)J $(s)ds, Vie[0y+d].
0

By (3.28), (3.31), for all t € [0,y + J"], we have

(1) < [|BY|(1 + VK, (T,) L dTLT</>(s)ds+K1(Tm) JO $(s)ds
< |IBY|(1 + )T (T Jot¢(s)ds+K1 (T,) J:(p(s)ds (3.34)
t
<Ka(T) | 9(9)ds,
0

where Ky(Ty,) = [IB7HI(1 +A) TyuKi (Tm) + Ki(Ty). Applying the Gronwall lemma, we
have ¢(t) = 0 for all t € [0, + 8"]. Thus

c(t)=d(), Vtel0,y+d]. (3.35)

This gives a contradiction with choosing y as (3.26). So (3.24) follows.
(iv) Finally, it remains to show that

deg(I - U,S,0) #0. (3.36)
The family of the compact operators V; satisfies condition (3.11), applying the homotopy
invariance property of the degree, we obtain that deg(I — V¢,S,0) does not depend on A.
This implies that

deg (I — V1,S,0) = deg (I — Vy,S,0), (3.37)

where I — V; =1 — U and V) is the constant mapping, since

(Voo),(t) = B Y¥y(t), VceS, Vte[0,T,], Vi=T,m. (3.38)

Thus deg(I — U, S,0) = deg(I — V),S,0) = 1. This shows that (3.36) holds.
Combining (3.11), (3.22), (3.23), (3.36), and applying Theorem 1.1, Step 4 is proved.
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Step 5. The set of the solutions (i, P,) is nonempty, compact, and connected.
We obtain this result since the mapping in which for each ¢, = (¢u1,...>Cmm) 1S corre-
sponding with u,, such that u,,(t) = Z;”:l cmj(t)w; is continuous.

Step 6. The set of the weak solutions (u, P) which exist by passing the solutions (u,,, Py,)
to the limit is nonempty, compact, and connected.

We also have this result since the mapping in which for each (1, P,y,) is corresponding
with the weak solution (u, P) is continuous.

Theorem 3.1 is proved completely. O

Remark 3.2. By the definition of the operator

D:R™ — R,
~ " " (3.39)
Ply,z] = K H, ( > ijj(O)) +A1Hpg ( > zjwj(0)>,
j=1 j=1

and the inequalities

|Hg(x) - Hp(y)| < lx—ylF!, Vx, yeR, VBe(1,2),

3.40
|Hy(x) — Ho(p)| < (= 1R *|x—yl, Vx,y€[-RR], VR>0, Va>2, (3.40)

in the same manner, it may be concluded that Theorem 3.1 also holds in the cases 1 < a <
2,f=20rl<f<2,a=2.
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