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Abstract, Fermions and bosons are the fundamental particles of nature, and 
they are naturally described mathematically by using the methods of super­
symmetry. These methods are illustrated here by consideration of a number 
of physical examples which arise in non-relativistic and relativistic quantum 
mechanics.

1. Introduction

Matter occurs in nature in two forms: particles of integral spin are bosons, parti­
cles of half-integral spin are fermions. Bosons and fermions obey different statis­
tics: Bosons obey Bose-Einstein statistics, fermions obey Fermi-Dirac statistics. In 
quantum field theory this difference arises because the bosons obey fundamental 
equal-time commutator relations, whereas fermions obey anticommutation rela­
tions. At the macroscopic level these differences lead to spectacular effects: Fermi- 
Einstein statistics and the associated Pauli exclusion principle is responsible for 
the existence of the shell structure of atoms and nuclei. On the other hand, Bose- 
Einstein statistics lead to the phenomena of Bose-Einstein condensation, which 
was directly observed for the first time in 2001. The discoverers were awarded the 
Nobel Prize in Physics in 2001 [4], The Nobel Prize in 2003 honoured the theorists 
who succeeded in explaining the phenomena of superconductivity and superfluid­
ity, which are also due to the Bose-Einstein condensation of Cooper pairs [1],
In order to achieve a unified treatment of bosons and fermions in theoretical physics 
new methods which have their origins in supersymmetric field theories are neces­
sary. While the supersymmetry predicted in field theory for elementary particles 
has not yet been observed, it has been observed in nuclear physics [11], It has 
also become an important tool in quantum mechanics [3], in atomic, condensed 
matter and statistical physics [12], in the description of gauge theories [2], and in 
mathematics [10].
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While for the description of bosonic physical systems in classical and quantum me­
chanics real and complex numbers are sufficient, for fermions we must use Grass- 
man and Clifford variables, respectively. To pass from the classical to the quantum 
level we use the method of deformation quantization, which I have discussed in my 
lectures for the previous Varna Conference [7], We shall see in the following that 
this method leads directly from the Grossman algebra which describes fermionic 
variables at the (pseudo-) classical level to the Clifford algebra necessary for the 
description of fermion variables at the quantum level.
In this presentation I will cover the following topics:

• Pseudoclassical mechanics
• Quantization
• The bosonic oscillator
• The fermionic oscillator
• The supersymmetric oscillator
• Supersymmetric quantum mechanics
• Non-relativistic spin and the Pauli equation
• Relativistic spin and the Dirac equation

2. Pseudoclassical Mechanics

Fermions in nature are directly observed only at the quantum level. Because of 
the Pauli principle they do not have a classical limit in the same sense that bosons 
do. Nevertheless, the description of fermion systems at the classical level is neces­
sary in order to achieve a unified conception of matter. The dynamics of a system 
containing both bosonic and fermionic degrees of freedom is the domain of pseu­
doclassical mechanics.
In pseudoclassical mechanics we deal with systems involving bosonic degrees of 
freedom, which we describe in terms of ordinary complex variables {</}, and 
fermionic degrees of freedom, which we describe in terms of Grassman variables 
{#“ }, and which satisfy anticommutation relations

+  =  0. (2.1)

Thus our system involves variables of different Grassman parity: e(qt) =  0, 
e(#“ ) =  1.

The system is characterized by a Lagrange function L(qt, q1, iba , #*). The index i 
runs over the range of bosonic degrees of freedom, the index a  over the fermionic 
degrees of freedom. The dot indicates differentiation with respect to time. The
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conjugate momenta are
dL dL

Pi =  ttq =  —J- •dq1 dtpa
The corresponding Hamilton function is

H (q \p t ,tpa , 7Ta) = (fpt +  tpawa -  L.
The Hamilton equations describing the dynamics of the system are

, dH  dH
dpi oql

Ja dH  . OH
dwa ’ Wol dipa ’

(2.2)

(2.3)

(2.4)

These formulae are usefully rewritten in terms of the super Poisson brackets. The 
super Poisson bracket is a Z2-graded bilinear map with the following properties:

(1) {F,G} = - ( - i y ^ { G,F}
(2) {F, GH} = {F, G}H  +  ( - 1  )£̂ G { F ,  H}
(3) ( - 1  Y ^ { { F ,  G}, H}  +  ( - 1  )ê { { G ,  H} , F}  + ( - 1  F},  G }

=  0.
Here F, G are functions on the generalized phase space. Property (1) says that the 
bracket is graded symmetric, property (2) is the graded Leibnitz rule, and prop­
erty (3) the graded Jacobi identity.
In canonical coordinates the bracket may be expressed as

d F d G  d F d G  /  dF dG dF  dG \
dq1 dpi dpi dq1 \  dipa dira dira dipa )  ’

The canonical anticommutation relations are then

{ q \p 3} =  F3, =  (2.6)

The Hamilton equations become

^  =  (2.7)

which have the same form as the familiar Hamilton equations for bosonic variables 
expressed in terms of the ordinary Poisson brackets.

3. Quantization

We shall here use the method of deformation quantization. Since we have dis­
cussed this method in last year’s meeting, see Reference [7], the description here 
will be quite brief. Although in contrast to last year we are describing here a 
more general system involving both bosonic and fermionic degrees of freedom, 
the generalization is formally quite straightforward. In this method the pointwise
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multiplication of functions on phase space is replaced by the star product of such 
functions:

where

F G ^  F * G , (3.1)

F * G =  F exp ( j a ABdZAdZBJ G. (3.2)

Here the indices A, B  range over the dimension of the generalized phase space, 
za =  {ql,Pi, tba , ttqJ  and the chad are the coefficients of the generalized Poisson 
structure,

{F, G} =  a ABF (dZAdZB) G. (3.3)

The time-development is controlled by the following equation, which corresponds 
to the time-dependent Schrddinger equation in the ordinary formalism:

ih 4 - Exp(Ht) =  H *  Exp(Ht) . (3.4)
dt

For time-independent Hamilton functions the solution of this equation is given by 
the time-evolution function

(3.5)

where H n* =  H * H * ■ ■ ■ * H. The time-evolution function admits a Fourier- 
Dirichlet expansion of the form

E xp(ift) =  e~lEt/ h. (3.6)
E

Here the tte are projectors (also called in the literature Wigner functions). They 
satisfy the idempotence and completeness relations

'/•; /.; * '/•; /.;< =  5ee ,7tEi y  TE =  1. (3.7)
E

Corresponding to the time-independent Schrodinger equation we here have

H  * tte =  E 7te • (3.8)

The spectral decomposition of the Hamilton function is

H  =  ^  E 7i •
E

(3.9)
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3.1. Constraints

For the dynamical systems we are treating here it will be necessary to incorpo­
rate some constraints according to Dirac’s method [5], which is generalized in a 
straightforward way to the pseudoclassical context [6], The constraints will be 
denoted by

Xi( qt,pl ,'tpa ,ira) ~ 0  (3.10)

where the index i runs over the number of constraints. First class constraints have 
vanishing brackets among themselves:

te ,X j}  =  0 (3.11)

whereas second class constraints have non-vanishing brackets:

{x * ,X 3} =  CtJ (3.12)

where the matrix Cy is non-singular. Instead of the ordinary graded brackets we 
have to use in systems involving second class constraints the Dirac brackets, de­
fined as

{ F , G} d =  {F,G}  -  {F,Xl} C tl{ X3,G}  (3.13)

where is the inverse matrix to C y . After replacing all relevant graded brackets 
by Dirac brackets the second class constraints are to be imposed as strong con­
tracts:

X* =  0. (3.14)

4. The Bosonic Oscillator

In this section we illustrate the deformation quantization method for the bosonic 
oscillator. We use the Moyal star product:

F * G F exp dada) G. (4.1)

Here a, a are the holonomic variables, given in terms of the coordinate and mo­
mentum variables by

They satisfy
a * a =  ad +  fr/2, a * a =  a a — fij 2. 

The star commutator is defined as

(4.2)

(4.3)

[ F , G \ * = F * G - G * F . (4.4)
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The star commutators for a and a are reminiscent of the commutator relations in 
ordinary quantum mechanics:

[a, a]* =  [a, a]* =  0, [a, a]* =  h. (4.5)

The Lagrange function for the simple harmonic oscillator is

L =  ^(q2 -  uj2q2) (4.6)

while the canonical momentum is p =  q, and the Hamilton function is
1

H =  ^0P2 +  » W ) - (4.7)

The time-evolution function is
1

Exp(tff) =  -----—K  exp
cos ( f )

It has the Fourier-Dirichlet expansion

2 H \  (ujt
T

E xp(ift) = Y , a- i(n+l/2)wtTTr,

(4.8)

(4.9)

with the projectors

TTo =  2 e -2aa/ R,
hnn\

CL % 7Tq  ̂CL (4.10)

for the ground state and the n-th excited state, respectively. The equivalent of the 
Schrodinger equation is

H  * >iM (n — l/2)hbjirn .

The energy eigenvalues are

En =  (n -I- l/2)hu>.

We also use the normal star product:

F * G  =  F ex p  (hdada) G.

In terms of this product the variables a, a satisfy

a * a  =  aa +  h, a * a =  ad, [a, a]* =  h. 

The time-evolution function using this product is

Exp (iff) =  e fi- exp

The Fourier-Dirichlet expansion is

Exp(fff) = ] T e - in-V n

(4.11)

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)
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from which we easily read off the projectors:
H 1

ttq =  e_ &7, 7rn =  ——-an *w0 * an . (4.17)
hnn\

The equivalent to the Schrodinger equation is

H  * 7rn =  nhirn (4.18)

and the energy eigenvalues are

En =  nfko. (4.19)

5. The Fermionic Oscillator

We need two Grassman variables to describe the simplest fermionic system. The 
appropriate Lagrange function is

L =  ^  p1ib1 +  +  ituib1-^2

The conjugate momenta are

ttq =  -TzSapip13,

(5.1)

(5.2)

where a, 0  =  1,2. We obviously have the following constraints between the phase 
space variables:

Xa =  TTa +  ^aplp13 ~  0. (5.3)

The Hamilton function is

H =  ihaTTa -  L =  U vJ v:2. (5.4)

The constraints are second class:

{Xa,X0} =  -MaP- (5-5)

The Dirac brackets are
r „ , i  a a i  o d , d d i a a .
{ F , G} d =  F  ( - 777^ - ------ --  ----- +  ITT— TT—  -  —  ) G., 2 dtpa dira 2 dira dtpa dtpa dtpa 4 dira d-Ka 

Now implement the constraints, and set

The Dirac brackets then become

{ F , G} d =  F  )  G.
\ diba diba /

(5.6)

(5.7)

(5.8)
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The fermionic star product uses the Dirac bracket:

F * G =  F  exp (% J*  d ^ Q
y 2 diba diba J

The canonical anticommutation relations are

{#*, =  #* * * iba =  h5a0.

(5.9)

(5.10)

We see that the fermionic star product has effected a Cliffordization: the Grassman 
variables have become elements of a Clifford algebra.
The time-evolution function for the fermionic oscillator is

(5.11)

where we have used

(f; V ) .  ( * V )  = |  ( | )  —  ( f )  ’

We can rewrite this result for later use as 

E xp(ift) =  cos f~^')

or
ujt

2 H (ujt
1 -|-------tan ( —

i huj \  2

2 H (  ujt
---- tan
injjj

Exp (Ht)  =  cos J  exP 

The Fourier-Dirichlet expansion is

/ TT \ _ (cut icut
E x p(iit) =  TTj^e 2 +  TT_l/2e 2

with the projectors

1 i ,2 1 i . i . ■>
^ 1/2 =  2 ~ h ^ ^ '  7r_1/ 2 =  2 +

The eigenvalue equations are

_  fuvM *  — — n | / 2 ,

and the energy eigenvalues are

_  fuv
H * 7 — - - ^ - ^ - 1/2

(5.12)

(5.13)

(5.14)

(5.15)

(5.16)

(5.17)

E± =  Ffko/2. (5.18)
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5.1. Holomorphie Variables

As in the bosonic case we can go over to the holomorphie variables

/  =  (V2 +  i^ 1) , I  =  - 7 | (V2 -  i^ 1) • (5-19)

The star product in these variables becomes

/ * /  =  / /  +  h/2,  / * /  =  / / -  KJ2. (5.20)

The star anticommutators are

{/, /}  =  { /, /}  =  0, { /, /}* =  h, (5.21)

so that these variables as well become elements of a Clifford algebra.
The Hamilton function for the fermionic oscillator takes a form similar to that for 
the bosonic oscillator:

H =  u f f . (5.22)
The star exponential becomes

Exp(iJf) =  ir_1/2elult * 'n'i/2e~1LUt̂ 2 (5.23)

with the projectors

1 1 1 1
7r- 1/2 ~ 2 ~ h f f ’ 711/2 ~ 2  +  h f f -

(5.24)

The /  and /  act as annihilation and creation operators in the following sense:

/  * tr_1/2 =  /  * 7r1/2 =  0 (5.25)

and
/  * n_l /2 * /  =  frxi/2 /  * ^1/2 * /  =  ^ -1 /2 - (5.26)

5.2. The Fermionic Normal Star Product

We define the fermionic normal star product as

F * G  =  F exp  (hdfdf'j G. (5.27)

We then find
f * f  =  f f  +  h, =  (5.28)

The star exponential becomes

Exp (iff) =  ttq T  7rie-lurf (5.29)

with the projectors

7T0 =  1 -  T-//> tti =  t7 / -  (5-30)h h
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The star exponential may be rewritten in a form convenient for later use as:

Exp (iff) =  e&  exp [ ( — )  .
L\njjj J

(5.31)

The equivalent to the Schrodinger equation is

H * ttq =  0, H  * tti =  hu)ir\. (5.32)

Again, /  and /  act as annihilation and creation operators:

/  *7r0 =  / *  7Tl =  0, (5.33)

and
/  * 7r0 * /  =  kw 1, /  * 7Tl * /  =  K-Kq. (5.34)

The energy eigenvalues are JoIIKI (5.35)

5.3. The Matrix Formalism

For this simple system the transition from the phase space description to the con­
ventional quantum mechanical description in terms of linear operators in Hilbert 
space is particularly simple. Since there are only two states the operators act on a 
two-dimensional representation space and may be represented as 2 x 2 matrices. 
We have

Another important operator is the involution operator,

r  =  \ f f ,  (5.37)
h

which satisfies r  * r  =  1, so that its eigenvalues are ±1. In terms of this operator 
the projectors onto the eigenspaces are

*±i /2 =  ^(1 ±  r) . (5.38)

In the matrix representation these operators are

- 1  0 \ _  A  0 \ _  (0
o i j ’ 7r” 1/2 \ o o J ’ Wl/2 U

These quantities are related to each other in the same way as in the phase-space 
description, if the star products are replaced by matrix multiplication. In this way, 
also in the case of more complicated representations, the star product represents 
in phase space the algebraic relations which hold between quantum mechanical 
operators in the conventional Hilbert space representation.

(5.39)

“)  ■ (5-36)
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6. The Supersymmetric Oscillator

Everything we have done up to now can be generalized and unified in the super­
symmetric context. The supersymmetric star product is

F  * G =  F  exp
h
2

dada -  dada + 0 fd j  + Of Of G. (6.1)

The Hamilton function for the supersymmetric Bose-Fermi oscillator is

Hs =  u ) ( f * f  +  a* a) =  lo ( f f  +  da) . (6.2)

We define supersymmetric generators relating the bosonic and fermionic sectors 
by

Q+ =  * f )  =  \ f \ ( a-f) Q -  =  * f )  =  \ [ \ i aa)

These operators are nilpotent:

Q± * Q± =  Q~ =  0.

The Hamilton function may be written as

Hs =  uj{Q+, Q- }* .

The Hamilton function is supersymmetric:

[Q+,Hs\* =  [Q-,Hs]* =  0.

With the real functions

Q1 =  Q+ +  Q Q 2 =  -i(Q +  -  Q_)

we obtain
H s =  ujQ i * Q i =  ujQ2 * Q2-

This is the fundamental structure of all supersymmetry algebras.

(6.3)

(6.4)

(6.5)

(6.6)

(6.7)

(6.8)

6.1. The Product Ansatz

The supersymmetric star product is just the product of its bosonic and fermionic 
parts. Also the supersymmetric star exponential can be obtained by a factor ansatz:

E xp(ift) =  — l ^ e x p  [ ( ? f f )  tan  ( f )] cos ( f ) exp [ ( i f f )  tan  ( f )]

=  exP [ ( l & )  tan  ( f )]
(6.9)

where we have used the equations (4.8) and (5.14). The Schrodinger equation is

Hs * ^np,riB = {H-ng T  EnF)7fnFlnB (6.10)
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with the projectors
(6.11)

The functions Q~ act according to

Q+ *7i~np,nB * Q — — — Q—*'^npynB*Q+ — FkUf — l,nB + l ‘ (6.12)

For the supersymmetric normal star product

F * G =  F  exp [h(dada +  dfdj)]  G (6.13)

we find the time-evolution function

E xp(ift) =  e nu, exp 

by the use of equations (4.15) and (5.31).

H s \  __i 
hu

it*it (6.14)

7. Supersymmetric Quantum Mechanics

In supersymmetric quantum mechanics we generalize the concept of holomorphic 
variables by introducing the variables

B = 7 f H  + ^ ) -  b  =  M w(q)  -  • p ' 1)
instead the variables a, a from (4.2). The function W(q)  is called a superpotential. 
The appropriate star product is

d W
F * G =  F  exp 

We easily calculate

{/?,/?}* =  W 2 +  — .
m

(dBdB -  dBdB)

y m  Oq

G.

Instead of
H,s =  uJ ĵ (a * a)ir_ 1/2 +  (a*

we now have

//s' =  (B  * B )tt_ i/2 +  (B  * B )‘tti/2

=  fx { /5 ,^ } *  -  tt- \ /2  +  ( ~ { B , B} *  +  ~[B,B}* I Try2

(7.2)

(7-3)

(7.4)

(7.5)

=  U -  +  W 2 - ^ = ^ - ) T r _ y 2 + y { ^  +  W 2 +
2 y m  y m  oq J 1 2 y m  y m  oq

=  H | n | /2 +  i/27Tl/2-

h d W 1 I p 2 h d W
tr.- 1/2
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We read off from here the partner potentials

Vi =
1

W 2 -
h d W

2 \  " m dq 
We thus have the twin systems

V2
1
2

W 2 +
h d W  
m dq

HS * 7T(-l/2,nB) =  H i*  7rnB7T-l/2 =  E\%Ur% 1/2
H s  * 7T (l/2 ,nB ) =  H 2 *  7TnB 7Tl/2 =  E 2 7iU l .7i , / 2 -

From here we read off two bosonic Schrodinger equations:

(7.6)

(7.7)

Hl*TTnB — E\ . H2 * 7rnB — l;. (7.8)

The twin systems are interrelated by

Hi  * (B * * -®) =  E2(B * 7T^ * B)

H2 * (B * TTnB * B) =  El (B  * * B)
We see that E2 is also an eigenvalue of the Hamilton function Hi,  and Ei is also

— ( 2 )an eigenvalue of the Hamilton function H2. B * irnB * B  is an eigenfunction of
( 1 )H i, and B  * ttAb * B  is an eigenfunction of H2.

7.1. An Example

For a simple example of the use of these supersymmetric techniques in non-relati­
vistic quantum mechanics, consider a system described by the superpotential

W(q)  =  A tanh(ag). (7.10)

This leads to the twin potentials

AJ - A t  A +  - ^ = )
1

V2 =

Now choose A =  Then

A1 - A \  A -

m j  cosh2(aq) 

1
m j  eoslr(ag)

2 „,2

F l =
Tea 
2 m

1 -
cosh2(ag)

which is known as the Rosen-Morse potential, while
h2a 2

V2 = 2 m

(7.11)

(7.12)

(7-13)

V2 is just a constant potential, which describes the motion of a free particle, whereas 
the Rosen-Morse potential is more complex and describes a system which also sup­
ports a bound state. Nevertheless, we can find the eigenvalues and eigenfunctions



64 Alien C. Hirshfeld

of the Rosen-Morse system without solving a differential equation, just using as 
input the known eigenvalues and eigenfunctions of the constant potential, and then 
transforming these into the corresponding objects in the twin system by using the 
relations given above.

8. Non-relativistic Spin and the Pauli Equation

To describe a non-relativistic particle with spin we shall use besides the usual po­
sition and momentum variables three Grassman variables labelled 6\, 62, O3. We 
introduce the Pauli star product given by

F * G  =  Fexp - ^ 4 4  G. (8.1)

We find that the variables 0i satisfy the relations of a Clifford algebra:

0'f } -- M y,

Consider the Pauli elements

(8.2)

o* =
i h

They are easily seen to fulfill the relations

cF}* =  2<F, =  2ie»ka k.

(8.3)

(8.4)

We now want to describe a charged spin one-half particle moving under the influ­
ence of a constant magnetic field. We then have to take the position and momentum 
variables explicitly into account, so we work with the Pauli-Moyal star product

F  * G =  F  exp

Define the supercharges

Q 1 =

Q 2 —

1
cl \ f m

1
2 y/m

§ )  5 ]  ( 4 * 4  -  4 4  -  4 , 4 )

-  ( P2 -  - A 2 J o- +  I Pi -  - A  1 ) cF

Pi -  ) a1 +  fp 2 -  ^A2 ) cF

G. (8.5)

(8.6)
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where A(q1, q2) is the vector potential of the magnetic field. Then we have the 
supersymmetry algebra

{Q i ,Q 2}* =  0,

Qi *  Qi =  Q2  *  Q2  = 2 m

+

P l - ^ l j  +  (p 2 -  ^A2 (8.7)

2 m
Pi -  ^ 4 i j  , (p 2 ~ -A*, (o1 * o2)

together with the Hamilton function

Hp  =  Q1 * Q 1 =  ^ - ( p - - a )  -  ^ - { o  • B)  
2m \ c J 2mc (8.8)

which is Pauli’s Hamilton function with gyromagnetic ratio g =  2. Note that the 
quantities { Q i , Q2, Hp}  form a supersymmetry algebra only for this value of g.

9. Relativistic Quantum Mechanics and the Dirac Equation

For relativistic systems we use the fermionic variables / ,  /  to couple the particle 
and anti-particle sectors.
Dirac’s Hamilton function for a massless particle is

Hd =  Q =  D f  +  D f  

where D, D  have even Grassmann parity. For spin one-half particles take

D =  D =  -^=(a-p).

In matrix notation we have

H d
0 co ■ p 

co ■ p 0 a  ■ p.

(9.1)

(9.2)

(9.3)

The Dirac star product is

F  * G =  F  exp
h
2 d f d j  +  d jd f  +  Y ,  {dt dn -  idPtdgt +  dgtd8i

i

We then find
Hd * H d =  (?{o ■ p) * (o ■ p) =  c2p2

G.

(9.4)

(9.5)
which corresponds to the relation E  =  \p\c for massless particles.
For massive particles and anti-particles we extend the Hamilton function by a term 
involving the involution operator:

Hd = Q + M  * t (9.6)
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where
AI — Mj-ir-i/2 "H -1 /  >*i | /2 (9.7)

and M± are bosonic variables. We have

M  * t =  M+iri/2 ~ M -ir_ i/2 (9.8)

from which we see that M± are the masses of the particle and anti-particle, respec­
tively. We now calculate

H d * H d =  (c2p2 +  M+ * M+ )tt1/2 +  (c2p2 +  M -  * M -)tt_ 1/ 2- (9.9)

For M± =  me2 this corresponds to the relativistic energy-momentum relation

In the non-relativistic limit the Hamilton function (9.1) reduces to the Pauli Hamil­
ton function of Equation (8.8). In Reference [8] we demonstrated this fact by using 
the resolvent method. We have also performed a calculation based on the Foldy- 
Wouthusen method which yields in addition relativistic corrections to the Pauli 
equation [9].
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