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TESTS FOR A CHANGE-POINT IN LINEAR REGRESSION
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Syracuse University

This paper considers a problem of detecting a change-point in a linear
model. We discuss analytic properties of the likelihood ratio statistic and study
its asymptotic behavior. An approximation for the significance level of the test
is provided assuming values of the independent variables are effectively random.
We also discuss the power and the robustness of the likelihood ratio test.

1. Introduction. The problem of detecting a change-point in a linear
regression model has been addressed by many authors. While likelihood ratio
statistics to test for parameter changes in a broader sense, have been derived
(Quandt (1960), Worsley (1983)) for simple and multiple regression models,
mathematical difficulties associated with the sampling distribution of the like-
lihood ratio statistic have hindered its application in the past. As discussed
in Feder (1975a,b) and Quandt (1958, 1960), a proposed chi-squared approx-
imation for the null distribution of the likelihood ratio statistic is very poor
and maximum likelihood estimators are not asymptotically normal.

Brown, Durbin, and Evans (1975) introduced recursive residuals to test
changes in multiple regression models. Although the sampling distribution
of the cumulative sum and cumulative sum squares of the recursive residuals
are relatively simple under the null hypothesis of no change, Brown et al. left
the alternative hypothesis unspecified and its power to detect specific changes
has remained in question. Bayes type tests, first introduced by ChernofF and
Zacks (1964), are extended in the regression model by Jandhyala and Mac-
Neill (1991). They discussed asymptotic distribution theory of the Bayes type
statistics and suggested a numerical method to compute its critical values. The
test of Jandhyala and MacNeill, however, considers a change with the same
size in every component of the regression coefficient vector and the computa-
tion of the critical values is not simple. Hawkins (1989) considered a union
and and intersection approach to detect parameter shifts in a linear regression
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model and showed that his statistic converges to a functional of the standard

Brownian bridge process. There are Bayesian approaches discussed in Fer-

reira (1975), Broemeling and Moen (1984), Holbert (1982) D. Kim (1991),

and others.

Kim and Siegmund (1989) considered the likelihood ratio test for a change-

point in simple linear regression and derived analytic approximations for the

significance level of the test. Loader (1992) also used likelihood ratio ap-

proaches for modeling nonhomogeneous Poisson processes. Using large devia-

tion methods, Loader obtained approximations for the significance level, power

and the confidence level.

This paper considers a problem of detecting a change-point in multiple

linear regression. Our aim in this paper is to study analytic properties of the

likelihood ratio statistics and to indicate its applicability in practice. In Section

2, we will define a generalized likelihood ratio test and study the asymptotic

behavior of the test statistic. An approximation for the significance level of

the test is also provided. Section 3 includes further discussion on the power

and the robustness of the likelihood ratio test (LRT).

2. Likelihood Ratio Statistics and Asymptotic Properties. Sup-
pose that we have a sequence of observations (XJ,J/J) j = l , . . . , n , where,

given Xj = (1,2:^1,.. . ,#j ? p _i), the i/j's are normally distributed with mean

μ(xj) and variance σ 2. The null hypothesis of interest is that these observa-

tions satisfy a linear regression model: Ho : μ(xj) = Xj/3 for j = l , . . . , n .

Under the alternative ϋfi, there is a change-point p such that μ(xj) = x /3 if

j < p and μ(xj) = xj/3* if j > p.

Worsley (1983) studied the LRT for Ho against i?i, and provided an upper

bound for the significance level of the test. Numerical examples indicate that

his approximate upper bounds are reasonably accurate for small samples and

for moderate sizes of the significance level. However, the approximation loses

its accuracy for large samples and its accuracy in multiple regression has not

been supported in the paper.

For the formulation of the likelihood ratio statistics under a variety of

assumptions, we refer to Worsley (1983). Now we introduce a useful alternative

expression for the likelihood ratio statistic. For K = l , . . . , p , let a^ be a

(p + k) x 1 vector with 1 and - 1 at the (2κ - l)st and the 2κth component,

respectively, and 0 in all other components, and let X Λ J be the n x (p + n)

matrix such that

X « , j e n , i = ( l ' i , O n - i ) for f = l ,
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X«,je*ft = (*(t-i)/2,i> >*(t-i)/2,j> °n-j) for t = 3,5,.. ., 2κ - 1,

X/cje^^ = (Oj, a?(ty2-i)j+i, , Z(t/2-i),n) for < = 4,6,.. ., 2κ,

X«,je«?ί = (a?(t _i)/2,i, , *(ΐ-i)/2,n) for t = 2κ + 1,2/c + 3 . . . ,

and

Xκjeκ, t = (a?i/2fi, , ̂ i/2,n) for i = 2κ + 2,2κ + 4 . . . .

where lj is the j x 1 vector of l's, Oj is the j X 1 vector of O's, and e κ ? ί is

the ( p + κ ) x l vector with 1 in the ith component and with 0 in all other

components. Define

for K = 1,. . . ,p, where Y ' = ( y 1 ? . . . , yn).

Then the LRT to test HQ against Hi can be based on

σ"2 max \\V(j)f = σ~2 max {ϋ?(j)+ • + ί/2(j)},

where σ~2 is the maximum likelihood estimate of σ 2 under Ho. Note that {7K

is the test statistic to test for a change also in βκ assuming that there is a

change in (/3χ,... ,/?Λ_i). It is easy to see that under the null hypothesis of no

change, Uκ(j) is a standard normal random variable for each K and j , and the

covariance between V(i) and U(j) can be found by using a straightforward

computation.

As discussed in Maronna and Yohai (1978), the likelihood ratio statistics

converge to infinity in distribution as n —> oo. To achieve a valid limiting

distribution, Kim and Siegmund (1989) suggested a generalized LRT, which

rejects Ho for a large value of σ" 2 max n o <j< n i | |U( j ) | | 2 , where 1 < no < n\ <

n. The introduction of no and n\ also improves the power of the LRT provided

the change-point is not near 1 and n. For more discussion on the choice of no

and ni, see Kim and Cai (1993a).

Let Xj be the first j rows of the design matrix X, and define Qt =

limj/n_ f ί<7"1(XjXj). If there exist a positive definite matrix Q such that

Qt = Q for all ί, then straightforward convergence argument shows that as

n, no, and n\ —> oo, in such a way that Πi/n —» t{ (i = 0,1),

σ~2 max || U(j) II2 -> max II W(ί) ||2/{*(1 - t)}1'2 in distribution,
n<j<n to<t<tι

where W is a p-dimensional Brownian bridge process. Then a simpler large

sample approximation for the significance level of the test can be obtained by

considering the maximum of the limiting process. However, this approximation

usually overestimates the true probability about forty to one hundred percent,
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and thus we provide the following discrete approximation by extending the
arguments in Siegmund (1985, Chap. 12): as b —• oo in such a way that
b2/n -> c,2

P{ max

&*>exp(-62/2) / c λ/V Γ ϊ _ ί2-1)
' M - v(r + c /r) dr.

where Sj is the partial sum of j independent multivariate normal random
vectors with zero mean vector and identity covariance matrix, and

jj(γ\ — Oγ — 2 PYΠF — 9 \ ^ W^Φf — TΛ/Ώ /9λ] (T *> Oλ
l/\ Ju I — ΔiJϋ CΛ.LI Δι / It/ Hrl *L\ί III Δι I \Jΰ ^ \J ] %

1

A particularly simple case where Qt = Q for all t occurs if x i , . . .,x p_i
are observed values of random vectors. Table 1 shows the accuracy of the
approximation, (2.1), for p = 3. xi is taken to be a standard normal random
variable, and X2 is the normal random variable with mean 5 and variance 4.
The critical values are estimated by a 10,000 repetition Monte Carlo experi-
ment and (2.1) is evaluated at the estimated percentiles. As Table 1 shows,
the approximations are quite accurate in small samples but tend to be less
accurate for larger sample sizes and for larger values of p. An ad hoc mod-
ification suggested in James, James, Siegmund (1992) might be desirable to
improve its accuracy.

Table 1. Accuracy of Approximation (2.1)
ΠQ = .1 x ra, π\ = .9 X n

n Significance level Estimated critical values (b) Approximation (2.1)

20 0.10 3.2164 0.1033
0.0534
0.0102

0.10
0.05

0.01

0.10

0.05

0.01

3.2164
3.4596

3.9778

3.3299

3.5761

4.0645

40 0.10 3.3299 0.1220

0.0613

0.0130

When all of x κ , K — l,...,p— 1, are fixed, approximate significance lev-

els can be obtained by extending the argument in Kim and Siegmund (1989).
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However, it involves p-dimensional integration, which is not computationally
efficient. Furthermore, the computation of the integrand of the multiple inte-
gration is not easy, and thus we do not report the result for the case of 'fixed'
x's in this paper. If one of the regressor variables is fixed while all others are
random, the situation seems a lot simpler than the case of 'fixed' #'s and will
be considered in a future paper. In the case of simple linear regression with
'fixed' x% the significance levels can be approximated by using the results of
Kim and Siegmund (1989).

REMARK. In the case that the observations are normally distributed, it
is not necessary to introduce no and n\. The significance level of the original
likelihood ratio test can still be considered as a boundary crossing probability
by a discrete Gaussian process. Then a large deviation method can be used
to obtain a similar asymptotic expression for the significance level of the test.

3. Discussion. Our concern in this section is the power and the robust-
ness of the LRT. James, James, and Siegmund (1987) compare the powers of
the likelihood ratio, the test based on the forward cumulative sum (CUSUM)
of the recursive residuals, and backward CUSUM test to detect a mean change
in a sequence of the independent random variables. They showed that the for-
ward CUSUM test, which is the one suggested by Brown et al. is much less
powerful than the likelihood ratio test and proposed the backward CUSUM
test to improve the power of the CUSUM test. Kim (1992) considered the
problem of detecting a change in the intercept term of simple linear regression
and derived an approximation for the power of the LRT. In her study, Kim
showed that, regardless of the inclusion of the covariate, the LRT outperforms
the forward CUSUM test and achieves almost the same power as the backward
CUSUM test. Kim and Cai (1993a) discussed the distributional robustness of
the LRT and observed that the LRT achieves almost the same level and power
regardless of the underlying distribution. Two-phase regression with nonho-
mogeneous errors has been studied in Kim (1993b), who concluded that the
effects of the nonhomogeneity of variance may not be disastrous to the use
of the LRT, unless the disproportionality between the variance is particularly
severe.

Our aim in this paper has been to indicate the applicability of the LRT
whose use has presented some intractable analytic difficulties in the past.
There are still many open problems left such as a full derivation of the asymp-
totic significance level, asymptotic power, confidence regions, and so on, and
will be discussed in a future paper.
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