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1. Introduction and summary

This paper discusses the rationale of certain median tests developed by us at
Iowa State College on a project supported by the Office of Naval Research. The
basic idea on which the tests rest was first presented in connection with a problem
in [1], and later we extended that idea to consider a variety of analysis of variance
situations and linear regression problems in general. Many of the tests were pre-
sented in [2] but without much justification. And in fact the tests are not based on
any solid foundation at all but merely on what appeared to us to be reasonable com-
promises with the various conflicting practical interests involved.

Throughout the paper we shall be mainly concerned with analysis of variance
hypotheses. The methods could be discussed just as well in terms of the more gen-
eral linear regression problem, but the general ideas and difficulties are more easily
described in the simpler case. In fact a simple two by two table is sufficient to illus-
trate most of the fundamental problems.

After presenting a test devised by Friedman for row and column effects in a two
way classification, some median tests for the same problem will be described. Then
we shall examine a few other situations, in particular the question of testing for
interactions, and it is here that some real troubles arise. The asymptotic character
of the tests is described in the final section of the paper.

2. Friedman's test

In [31 Friedman presented the following test for column effects in a two way clas-
sification with one observation per cell. Letting r and s denote the number of rows
and columns, the observations in each row are replaced by their ranks in the row;
the rows then consist of permutations of the numbers 1, 2, . , s. Letting T, be
the column totals of these ranks, it is clear that the distribution of the Tj is inde-
pendent of the form of the distribution of the observations provided the observa-
tions are continuously and identically distributed in rows. Thus under the null
hypothesis of no column effects the quantity

x 2=-(+ E (T_ r ( 2+ )2

is distribution free, and Friedman has shown that it has approximately the chi-
square distribution with s - 1 degrees of freedom when r is large. Of course the
hypothesis of no row effects may be tested by reversing the roles of rows and col-
umns in the test criterion.
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It is apparent that this test could be generalized immediately to test for row
and column effects when there were several observations per cell; furthermore,
differing numbers of observations per cell would raise no conceptual difficulties
though the actual computation of significance levels might be troublesome. How-
ever a test for interaction between row and column effects seems to require some
essential modification of the technique.

3. Median tests

Since the usual hypotheses tested with classified data relate to location param-
eters it is natural to attempt to set up tests in terms of medians. As a simple illus-
tration we may consider a one way classification with several observations per cell
(the number need not be the same for the various cells). Following Friedman's lead
one might rank the complete set of observations and use as a test criterion the sum
of squares of the deviations of the cell rank totals from their expected values. This
would obviously be distribution free. Alternatively one could proceed as follows.
Let mi and ni be the numbers of observations in the i-th cell which exceed and
do not exceed the median of the complete set of observations. If there are k cells
then these numbers form a two by k contingency table and one can test the null
hypothesis by testing whether E(mi) = E(ni) in that contingency table. It is
readily shown that the mi and ni have the ordinary contingency table distribution
(all marginal totals fixed).
The median test has three appealing properties from the practical standpoint.

In the first place it is primarily sensitive to differences in location between cells
and not to the shapes of the cell distributions. Thus if the observations of some
cells were symmetrically distributed while in other cells they were positively
skewed, the rank test would be inclined to reject the null hypothesis even though
all population medians were the same. The median test would not be much affected
by such differences in the shapes of the cell distributions. In the second place the
computations associated with the median test are quite simple and the test itself
is nothing more than the familiar contingency table test. In the third place when
we come to consider more complex experiments it will be found that the median
tests are not much affected by differing cell sizes.

However it must be pointed out that the median tests are not always completely
satisfactory. For one thing they are not always distribution free, as we shall see
in connection with the interaction test. Further, the well known fact that the
median of a sum of two random variables is not generally the sum of their medians
is a distinct inconvenience in dealing with hypotheses where additivity is a natural
a priori assumption. Thus if x and y have zero medians and distributions F(x) and
G(y), then it is easily shown that

.25 _ P (x + y < 0) _ .75

and these limits cannot be improved even if F = G, as the following density func-
tion shows.

f (x) 1 p < x <

I
2 0 < x <1.2 px<
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By making p sufficiently large or small one can make P(x + y < 0) come arbi-
trarily near either of these limits.

4. Tests for row and column effects
In an r by s table with one observation per cell the column effects may be tested

by first finding the row medians, then counting the number of observations, say mj,
in the j-th column which exceed their respective row medians. The m3 will ob-
viously be distributed independently of the population distributions if the observa-
tions are continuously and identically distributed within rows. In fact, as is shown
in [2, p. 398], the numbers mi and r - mi form a two by s table which has very
nearly the ordinary contingency table distribution.
When one considers the case of several observations per cell in a two way classi-

fication the above test is still valid if it is assumed that the interactions are zero.
And it is plain that differing cell sizes would introduce no essential difficulty in this
case. However when interactions must be taken into account the test must be
changed. In this case there are three tests that might be of interest:

(a) Test of column effects against interaction,
(b) Test of column effects against error,
(c) Joint test of column and interaction effects.

The second of these has not been investigated but the first and third offer no diffi-
culty if the cell sizes are equat.

To test column effects against interaction effects one needs merely to find the
cell medians and apply the test described in the first paragraph of this section to
those medians. It is assumed in this test that the observations are of the form

Xijk = ai + ,Bi + Yij + Eijk

where k = 1, 2, . .. , t, the cell size. Since we are here considering a test of main
effects against interactions it is natural to suppose that all the quantities a, j3, -y, e
are random variables, say with distributions Fl(a), F2(0), F3(&y), F4(e) respectively.
The null hypothesis supposes that F2(0) is concentrated at zero and we may assume
that y and e have zero medians. Letting Gt(f) represent the distribution of medians
of samples of size t from F4, it is apparent that, under the null hypothesis, the cell
medians in the i-th row constitute a random sample of sample of size s from a popu-
lation distributed by the convolution of F3 and Gt translated by an amount al.
Thus the situation is precisely equivalent to the case of one observation per cell.

It is also apparent that the distribution free character of the test will not be
spoiled if the cell sizes differ only between rows for it is required merely that the
cell medians in a given row be identically distributed. If the cell sizes differ within
rows the test is no longer distribution free, but even in this case one would not often
go far wrong in behaving as though it were. Certainly if one has to contend only
with a missing observation here and there he need have no qualms about using
the test. Furthermore, if F3 has a large "variance" so to speak relative to that
of F4, the convolutions for the different cells will all be essentially F3 even for wide-
ly different cell sizes. Hence if the minimum cell size is large the test will be nearly
distribution free in any case.

Turning now to the joint test of column and interaction effects, the natural ex-
tension of the foregoing tests consists of first finding the row medians and counting
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the number mij of observations in the i,j-th cell which exceed the i-th row median;
then under the null hypothesis (F2 and F3 both concentrated at zero) a test cri-
terion which is a function of the mij will be distribution free. Of course one expects
the mij to be half the cell size on the average and in fact the ordinary chi-square
criterion for testing independence in a 2 by r by s table may ordinarily be used [2]
since it has approximately the chi-square distribution with r(s - 1) degrees of
freedom. Here differing cell sizes do not destroy the distribution free character of
the test since all observations are identically distributed in any case (except for
row wise translations) under the null hypothesis.

5. Tests for interactions
To simplify the discussion let us consider a two by two table with observations

identically distributed except for cellwise location. The cell population medians
will be represented by:

a+ 3+y a -/3-y

-a + -y -a-,B + y

where a is the row effect, ,3 the column effect, and -y the interaction effect; the fact
that their sum is zero introduces no essential simplification. The quantities a, 3,
and 'y may be regarded as fixed numbers or as random variables. Also, assuming
for the moment that the cell sizes are equal, the observations will be denoted by:

Ul, U2, . . ., Ut VItt, 112, V, tt

xl, X2, . * .,Xt yi Y2, ...,Yt

and they are assumed to be indexed in order of magnitude within cells.
In order to test whether the interaction is zero it is first necessary to remove the

row and column effects somehow. One obvious method for doing this is to add cor-
responding elements in the diagonal cells. Thus under the null hypothesis, u, + y,
is distributed the same as v1 + xI, U2 + Y2 the same as V2 + x2, and so on, what-
ever may be the row and column effects. The interaction may therefore be tested
by applying the sign test to these t pairs of sums. This test is entirely distribution
free but suffers certain disadvantages. In the first place it seems incapable of a
satisfactory generalization to the case of unequal cell sizes. In the second place
one must suspect that a more powerful test might exist because the addition of ob-
servations has automatically increased the error "variance."

The two difficulties mentioned above can be overcome by a median test to be
described now, but the test is unhappily not distribution free. However examina-
tion of a few special cases indicates that the test is rather insensitive to the form
of the population distribution so that it seems to merit some investigation. Cer-
tainly for large samples it is a satisfactory test.

Referring to the two by two table of observations above, there exist three num-
bers a, a', and b such that if the observations are translated by minus a in the first
row, by minus a' in the second row, minus b in the first column, and plus b in the
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second column, then the transformed observations will have zero medians in both
rows and columns. Thus (a - a')/2 is a point estimate of a, and b is an estimate
of ,B. Letting mij (i, j = 1, 2) be the numbers of positive residuals in the four cells,
the test of zero interaction may be made by using a criterion such as the chi-square
criterion for a two by two contingency table with marginal totals fixed.

For a long time we supposed that the distribution of the mij was independent
of the population distribution, but after several unsuccessful attempts to demon-
strate this proposition we finally examined two simple cases to find that it was not
true. If one analyzes the various possibilities for a two by two table with two ob-
servations per cell he finds that the mij will be

2 0 02
or

when
ul + yl > x2 + v2 or xl + vl > U2 + y2 respectively .

Otherwise all mij will be equal to one. The probability that one or the other of these
inequalities will hold is found to be

I
.

I
175 for the uniform density,

_5- 185 for the density e-Z, x >0.

This probability has also been investigated empirically for the normal distribution
by Bernice Brown. For 1000 tables constructed from random normal deviates she
found one or the other of the above inequalities to hold in 172 cases.
We may observe that this test is much more sensitive than the one described

earlier using the sign test. Here the significance level for two observations per cell
is somewhat less than 0.2 while with the sign test the level would be 0.5.

This interaction test generalizes immediately to the case of several rows and col-
umns. One determines the mij by finding joint row and column medians which,
when subtracted from the observations, make them have zero medians in both rows
and columns. Unfortunately we have not found any simple method for determin-
ing these medians and can only offer an iterative procedure. This consists merely
of finding, the row medians and subtracting them from the observations, then find-
ing the column medians of the residuals and subtracting them out. This procedure
is repeated until the signs of the residuals are balanced in both rows and columns.
Sometimes this method does not converge in a finite number of steps but one can
readily determine the proper values after a few steps have been carried through
because the crucial observations are identified by the fact that their signs alternate
from step to step.

6. General method

The interaction test points the way to the general method of making median
tests in more complex situations. The procedure is to fit those parameters which
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are free to vary under the null hypothesis by their median estimates and remove
their effects by subtracting out these medians. Then one tests whether the signs
of the residuals are split fifty-fifty when the residuals are classified by the param-
eters being tested. This scheme has been tried on a great many sets of data from
more complex experiments and with good results. That is to say, the probability
levels for these median tests usually differed but little from the levels given by the
ordinary analysis of variance tests.

The linear regression problem, for example, may be dealt with as follows. Let y
be distributed with median

k

aO + E a,. Z,r

and suppose we have a sample of n observations

Yi, Zli, Z2i *..XZki with i = 1, 2, .. .,n.

The point estimates of the coefficients ar may be defined as those numbers &, such
that

median yi-ao-E arzri = median (yi - ao = 0,

r= 1 , 2, ...,k,

where -Zr is the median of the n observations Zi. Thus the whole set of observa-
tions is divided into two groups on the median of z1 and the a's chosen so that the
deviations have zero median* in both groups. Simultaneously the two groups
formed by dividing the observations on Z2 must have zero medians, etc. Actually
there are only k + 1 conditions here, k which require the medians to be the same
in a given pair of groups, and one which requires the over all median to be zero.
To test whether the last (k - m) a's have values a,o (s = m + 1, . . , k) one

would fit the other coefficients by m relations like those above except that a.
would be replaced by a.o. Then the resulting deviations divided into 2m-k groups
on the z, should have their signs about evenly divided in each group under the
null hypothesis. The 2m-k+l numbers obtained by counting the positive and nega-
tive deviations in each group form a contingency table with all marginal totals
fixed and may be tested by the ordinary chi-square criterion with m - k degrees
of freedom when n is large.

7. Asymptotic character of the tests

When the cell sizes are large all the contingency tables arising in these median
tests may be tested by the ordinary chi-square criterion for such tables. The proof
of this statement is so similar for all the various cases that we shall discuss only
one example, namely, the two by two table exhibited in the fifth section. Here,
however, we may suppose that the cell sizes are different, say ij (i, j = 1, 2),
without encountering any difficulty.
When all the rows and columns have even numbers of observations or when any

pair of the four have even numbers of observations, the numbers a, a', and b are
uniquely determined in terms of four of the observations (except in degenerate
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cases) provided the usual definition of the median as the average of the middle pair
is employed. When all the marginal sums are odd a similar definition is needed in
order to get a unique set (a, a', b). Suppose, for example, we have found a set such
that

ur+i-a-b= O, yR+i-a'+ b = O, R = 2(122-111)+ r

and the signs are balanced in rows and columns. It is clear then that

VT-r < a - b < VT-r+l, XT'-, < a' + b < XTI-r+

where
T = 2 (tll + 112-1), T' = 12 (tll + 121-1)

It follows that (a, a', b) can be varied subject to Ur+1 + yR+l = a + a' and sub-
ject to these inequalities. One could make the set unique, for example, by putting
a - b equal to (vTr_ + vT-r+1) if the a - b interval were shorter than the
a' + b interval. Or one could simply use one of the end points of the a - b in-
terval. In any case the mij of the resulting contingency table are uniquely de-
termined.
Now let us write down the joint density function for (r, a, a', b) for the case

just discussed, defining
a - b = VT-r

Letting F(u) represent the distribution of u and using the notation given at the
beginning of section 5 for the population medians, the desired density is the prod-
uct of the four quantities

( r+ 1 ) ( l
1 ) Fr (u,+,) [ 1-F (,u,+1)] 1t-r-1dF (ur.+,)X

(T-r) (42 FFT -_r-l ( V T-r+ 2,0 + 2 y) [I -F (v T-r+ 20 + 2 -y) I I.,T
XdF(vT-r+2 +22y)X

(R+ 1)(R+ 1)FR (yR+1+2a+2#) [1 -F(yR+l+2a+2,)It,,-R-1
XdF(yR+l+2a+2,2),

(T2 F)FT' (XT'I,+ 2a+ 2y) [1 -F (XTT-r+ 2a + 2,y) ]t21-T'+r.

Using the technique and the assumptions ordinarily employed (see, for example,
Wilks [4, p. 911) to obtain the asymptotic distribution of a sample median, one
finds that (r, a, a', b) are jointly normally distributed as the Iii become infinite
with fixed ratios. On integrating out (a, a', b) it is found that r is normally dis-
tributed with just the same mean and variance as z in the contingency table

z 1'2 (4 112) - Z

i (tll + t2l)-z 2 (122-tll) + Z

with fixed marginal totals.
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