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Abstract

Several estimating functions for discretely observed diffusion pro-
cesses are reviewed. First we discuss simple explicit estimating func-
tions based on Gaussian approximations to the transition density. The
corresponding estimators often have considerable bias, a problem that
can be avoided by using martingale estimating functions. These, on
the other hand, are rarely explicit and therefore often require a con-
siderable computational effort. We review results on how to choose an
optimal martingale estimating function and on asymptotic properties
of the estimators. Martingale estimating functions based on polynomi-
als of the increments of the observed process or on eigenfunctions for
the generator of the diffusion model are considered in more detail. The
theory is illustrated by examples. In particular, the Cox-Ingersoll-Ross
model is considered.

Key Words: Approximate likelihood function; asymptotic normality;
bias; consistency; Cox-Ingersoll-Ross model; eigenfunctions; inference
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1 Introduction

Diffusion processes often provide a useful alternative to the discrete time
stochastic processes traditionally used in time series analysis as models for
observations at discrete time points of a phenomenon that develops dynami-
cally in time. In many fields of application it is natural to model the dynam-
ics in continuous time, whereas dynamic modelling in discrete time contains
an element of arbitrariness. This is particularly so when the time between
observations is not equidistant.

Statistical inference for diffusion processes based on discrete time obser-
vations can only rarely be based on the likelihood function as this is usually
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not explicitly available. The likelihood function is a product of transition
densities, as follows easily from the fact that diffusions are Markov processes,
but explicit expressions for the transition densities are only known in some
special cases. One way around this problem is to find good approximations to
the likelihood function by means of simulation methods for diffusions. This
computer-intensive approach has been pursued in Pedersen (1995a, 1995b).
Another solution is to base the inference on estimating functions. In this
paper we review a number of recent contributions to this approach.

The likelihood theory for continuously observed diffusions is well stud-
ied. In practice, however, diffusions are not observed continuously, but only
at discrete time points or for instance through an electronic filter. There is
therefore a need of methods which are applicable in statistical practice, and
in recent years this has inspired quite a lot of work on estimation for dis-
cretely observed diffusions. The need has been particularly acute in finance
where diffusion models must be fitted to time series of stock prices, interest
rates or currency exchange rates in order to price derivative assets such as
options.

In Section 2 we discuss simple explicit estimating functions based on
Gaussian approximations to the transition density. The corresponding es-
timators often have considerable bias, a problem which we discuss in some
detail. When the distance between the observation times is sufficiently small,
they are, however, useful in practice. Asymptotic results substantiating this
claim are reviewed. The bias problems, to a large extend, can be avoided by
using martingale estimating functions instead, which are treated in Section
3. Martingale estimating functions are, on the other hand, rarely explicit,
and therefore often requires a considerable computational effort. We review
results on how to choose an optimal martingale estimating function and on
asymptotic properties of the estimators. Martingale estimating functions
based on polynomials of the increments of the observed process or on eigen-
functions for the generator of the diffusion model are considered in more
detail. A different kind of estimating functions, by which the bias problems
discussed in Section 2 can also be avoided, and which have the advantage
of being explicit, were recently proposed by Kessler (1996). Unfortunately,
these can not be discussed in this relatively short review paper.

2 Simple explicit estimating functions

We consider one-dimensional diffusion processes defined as solutions of the
following class of stochastic differential equations

dXi = b(Xy;0)dt + o(Xy;0)dWy, Xo = o, (2.1)
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where W is a standard Wiener process. We assume that the drift b and the
diffusion coefficient o are known apart from the parameter # which varies
in a subset © of IR%. They are assumed to be smooth enough to ensure
the existence of a unique weak solution for all § in ®. The assumption
that the drift and the diffusion coefficient do not depend on time is not
essential for several of the estimating functions discussed in this paper which
can be modified in a straightforward way to diffusions that are not time-
homogeneous. Also the assumption that X is one-dimensional is in several
cases not needed, but is made to simplify the exposition. The statistical
problem considered in this paper is to draw inference about the parameter
0 on the basis of observations of the diffusion X at discrete time points:
Xitor Xtyy ' » Xt,, to =0 <t < -+ < ty. The likelihood function for 6
based on X;,, X¢,, -+, X, is

n

n
Ln(e) = Hp(Ai’Xti_laXti;0)7 (22)
=1

where A; = t; — t;_; and where y — p(A, z,y; 0) is the density of XA given
Xo = z when 6 is the true parameter value.

The transition density p is only rarely explicitly known, and when A is
not small, it can be far from Gaussian. We can, however, obtain a number
of useful estimating functions by replacing p by approximations. When A
is small, we can approximate p by a normal density function. Expressions
for the conditional moments of XA given X can usually not be found, so in
order to get an explicit estimating function, the mean value is approximated
by z + b(z;0)A and the variance by o%(z;0)A. By using this approximate
Gaussian transition density, we obtain an approximate likelihood function,
which equals the likelihood function for the Euler-Maruyama approximation
(see Kloeden and Platen, 1992) to the solution of (2.1). The corresponding
score function is

2. [ 0pb(Xy,_,;0
Hn(e Z{ (Xtt 1: ) [th Xti—l - b th 11 ] (23)

=1

Opv(Xt,_,;0)
202 (Xe,_,;0)A;

[(Xt,' - Xti_l - b(Xt¢_1 ) 6)A1)2 - v(Xt,‘_l ) G)A‘L]} )

where v(z;0) = 0%(z; ), and where 9pb denotes the vector of partial deriva-
tives with respect to 0. Vectors are column vectors. It is, of course, assumed
that the partial derivatives in (2.3) exist. Throughout this paper, whenever a
derivative appears its existence is implicitly assumed in order to avoid state-
ments of obvious conditions. The d-dimensional estimating function (2.3)
is biased because we have used rather crude approximations for the mean



308 SORENSEN

value and the variance of the transition distribution. Therefore it can only
be expected to yield reasonable estimators when the A;’s are small, and we
can only expect these estimators to be consistent and asymptotically normal
if the asymptotics is not only that the length of the observation interval, ¢,
goes to infinity, but also that the A;’s go to zero.

First consider the estimating function obtained by deleting the quadratic
terms from (2.3):

(Xt — X1,y — b(Xt,_,;0)A. (2.4)

To simplify the exposition, we have here assumed that the observation times
are equidistant, i.e. that A; = A for all i. This is the form (2.3) takes in
cases where the diffusion coefficient is completely known, i.e. when it does
not depend on 6, but (2.4) can obviously also be used when the diffusion
coefficient depends on 6. Another way of obtaining this estimating function
is by discretizing the score function based on continuous observation of the
diffusion process X in the time interval [0,t,] (see Liptser and Shiryayev,
1977). The discretization is done by replacing Ito-integrals and Riemann-
integrals by Ito-Riemann sums. The estimator 6, obtained from (2.4), which
can also be thought of as a weighted least squares estimator, was studied by

Dorogovicev (1976), Prakasa Rao (1983, 1988) and Florens-Zmirou (1989)
in the case where the diffusion coefficient is constant and the parameter 6 is
one-dimensional. Under various regularity conditions these authors showed
that 0,, is consistent provided A, — 0 and nA, — oo, where it is assumed
that the time between observations, A,, depends on the sample size n. Note
that nA, = t, is the lenght of the observation interval. To prove asymptotic
normality a stronger condition is needed. Prakasa Rao (1983, 1988) assumed
that A, tends to zero sufficiently fast that nA2 — 0, and referred to this
condition as a rapidly increasing experimental design assumption. Florens-
Zmirou made the slightly weaker assumption that nA3 — 0 in her result
on asymptotic normality. We shall not state the results of these authors in
details as a more general result will be given below.

A different type of asymptotics, which has turned out to be relevant in
several applications, was studied by Genon-Catalot (1990). She considered
the situation where the length of the observation interval nA, is fixed and
the diffusion coefficient is a constant o2 tending to zero as the number of
observations n tends to infinity. Under reasonable regularity conditions she
showed that the estimator 6, based on (2.4) is consistent provided o ~ n=#
where § > 0.5 and asymptotically normal (and asymptotically efficient)
under the additional condition 8 < 1.

These various asymptotic results indicate that estimators based on (2.3)
or (2.4) behave reasonably well in practice when the time between observa-
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tions A is sufficiently small. This has been confirmed in simulation studies,
see e.g. Kloeden et al. (1996). However, when A is not small, the estimators
can be severely biased, as demonstrated in simulation studies by Pedersen
(1995a) and Bibby and Sgrensen (1995). In practice it can be difficult to de-
termine whether in concrete models A is sufficiently small for the estimators
to work well.

Estimation based on (2.3) or (2.4) has been popular in the econometric
literature under the name the generalized method of moments, a somewhat
odd name, as the method is obviously not a method of moments, except
approximately.

The problem with the simple estimating functions (2.4) and (2.3) is that
they can be strongly biased. An idea about the magnitude of the bias can
be obtained from the expansions (Florens-Zmirou, 1989 and Kessler 1997)

Eo(XalXo=12) =z + Ab(z;0) + 1A%{b(z;0)0:b(z;0)  (2.5)
+ su(z; 0)92b(z;0)} + O(A3)

and

Varg(Xal|Xo =) = Av(z;0) + A%[1b(z;0)0,v(z; 0) (2.6)
+ o(x;0){8:b(z;0) + 193v(z;0)}] + O(A?),

where Ey and Varg denote expectation and variance, respectively, when 6 is
the true parameter value, and where 82 denotes the second partial derivative
with respect to . Suppose X is an ergodic diffusion with invariant probabil-
ity measure pg when 6 is the true parameter value. If Xy ~ ug, we find, by
(2.5), the following expression for the bias of the estimating function (2.4)

Eo(H,(0)) = LA’nE,, {95b(6)[b(8)3:b(6)/v(8) + 182b(8)]} + O(nA?).
(2.7)

For a function (z,0) — g(z;0) we use the notation E,(g9(0)) =
[ g(z;0)dug(z). When the initial distribution is different from pg, (2.7) is, by
the ergodic theorem (see e.g. Billingsley, 1961 or Florens-Zmirou, 1989), still
a good estimate of the bias provided the number of observations is sufficiently
large. Under weak standard regularity conditions (e.g. conditions similar to
Condition 3.3 below) it follows that the asymptotic bias (n — oo, A fixed)
of the estimator 8, derived from (2.4) is

Ey1s {955(8)[6(6)9:5(8) /v(6) + 307b(8)1}

2
2E,,{(95b(8))?/v(6)} +0(4%) (2.8)

A
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in the case of a one-dimensional parameter. The expression analogous to
(2.7) for the estimating function (2.3) is

E¢(Hn(0)) = LAnE, {9glogv() [ 3b(0)0zlogv(6) + 0:b(8) (2.9)

+ §0%0(0)]} + O(nA?),
as is easily seen from (2.6). The fact that the bias of the estimating function
(2.3) is of order nA when the diffusion coefficient depends on 6 indicates that
the corresponding estimator has a considerable bias even for small values of
A. The reason is that in deriving (2.3) we used an approximation of the

variance of the transition distribution that was too crude, see the discussion
below.

Example 2.1 Consider the Cox-Ingersoll-Ross model, which is widely used
in mathematical finance to model interst rates (Cox, Ingersoll and Ross,
1985). The model is given by the stochastic differential equation

dX; = (CY + OXt)dt + oV X dWy, Xo=1z¢ >0,

where 6§ < 0 and 0 > 0. The model has also been used in other applications,
e.g. mathematical biology, for a long time. The state space is (0, 00).

It is not difficult to derive an estimator for the parameter vector (a, 8, o2)
from (2.3). To simplify things we assume equidistant sampling times.

. (Xt — 20) (5 0y X y) ™! = S0y XL (X — X, y)
A2 (T Xy_y) ' - T Xi
P X (X = X)) — 2(Xe, —20) Ty X
Aln — (T Xr,) (20 X5 1) /n)

1 &N 3 _
9 = X ZXt.'El (Xt, — Xt;y — (Gn + enXti—lA)]z'
nl =1

For parameter values where X is ergodic, an expression for the bias
of these estimators when n is large can easily be found using the ergodic
theorem and the fact that the invariant probability measure for the Cox-
Ingersoll-Ross model is a gamma distribution. The bias can for some pa-
rameter values be dramatic even for rather small values of A, see Bibby and
Serensen (1995).

O

The bias considerations above raise the question whether better estimators
can be obtained by improving the approximations of the mean and variance
in the Gaussian approximation to the transition distribution. Useful approx-
imations were derived by Kessler (1997) under the following condition.
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Condition 2.2 For every 0 the functions b(x;0) and o(z;6) are K times
continuously differentiable with respect to x and the derivatives are of poly-
nomial growth in x uniformly in 6.

In order to formulate Kessler’s expansions we need the generator of the
diffusion process given by (2.1), i.e. the differential operator

d d?

= bz 0)= + Lloy(g:0)——
Lg = b(z;0) e + 3v(z; G)dxz. (2.10)
With the definition
w(A, z;0) = Z L:, f(z (2.11)
i=0 2

where f(z) = z, and where L} denotes i-fold application of the differential
operator Lg, Kessler (1997) proved that

Eo(Xa|Xo = z) = re(A, z;0) + O(A*FY), (2.12)

provided k < K/2 + 1. Note that (2.5) is a particular case of (2.12). The
dependence of the O-term on z and € has been suppressed here. Kessler
(1997) gave an upper bound for the term O(A**1) which is uniform in .

For fixed z,y and 6 the function (y — rx(A,z;6))? is a polynomial of
order 2k in A. Define g 4(y), j = 0,1,---,k by

(y — (A, z;0)) ZAJf ) + O(AFY),
j=0

and T'x(A, z;6) by

k—=j r
T'k(A,z;0) = Z AY Z A (w) (2.13)
Kessler (1997) showed that
Eg([Xa — ri(A, 2;0)]%| Xo = ) = Tk(A, ;0) + O(A*) (2.14)

for Kk < K/2+ 1. Also in this case he gave an upper bound for the term
O( Ak"‘l).

We can now obtain an approximation to the likelihood function (2.2),
which is considerably better than the approximation we used above, by re-
placing the transition density y — p(A,z,y;8) by a normal density with
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mean value (A, z;0) and variance T'xy1(A, z;0) with £ < K/2. The corre-
sponding estimating function (approximate score function) is

(A4, X,
H(k) 9) = Opri(Aiy X156 o R |
) Z Fk+l(Az, th-—l’ [Xt' ’I‘k(Az, Xtt—l ’ 0)] (2 15)

Zaerk+1(Az7Xt, 19 )
i=1 2Fk+l(A’L7Xti._1, )2

[ th Al’ Xt;-vo))z - Fk+1(Ai’ Xti—l; 0)]

We have again allowed the time between observations to vary.

Example 2.3 To avoid complicated expressions we consider as an example
the Ornstein-Uhlenbeck process

dX; = 0Xdt + odWy, Xo = xo,

where 8 € IR and o > 0. Long, but easy, calculations show that the estima-
tors for  and o2 based on HS are

02,n = A_l(\/ 2Qn —1- 1)

6% = % i=1(Xe; — X, Qn)
" A+ 0y,A2 + 262 A3’
provided
Y X Xy, 1
— — 1 1 > —.
Qn Sexz X723

To simplify matters we have assumed that the observation times are equidis-
tant. There are, in fact, two solution for 6, but a moments reflection reveals
that the other solution is not a good estimator.

O

Suppose X is ergodic with invariant probability measure 19, all moments
of which are finite. Then we find, using (2.12) and (2.14), that the bias of
the estimating function Hp, ) is of order O(nAk+1), This indicates that for
k sufficiently large the estimator obtained from Hp (k) is only slightly biased
when A is not too large. This is indeed the case.

In order to avoid technical problems Kessler (1997) modified the approx-
imate Gaussian likehood function we used to derive the estimating func-
tion (2.15) by replacing the functions log{Tx+1(A:,;0)/(Aiv(z;0))} and
Av(z;0)/Tk41(A;, z;60) by Taylor expansions to order k. The estimating
function derived from Kessler’s approximate likelihood function of order k



DIFFUSION PROCESSES 313

differs only from HP by terms of order O(A¥*1). Therefore the estimator

based on HT(L’C) behaves in the same way as the estimator based on Kessler’s
(1997) approximate likelihood function, for which he gave results under (es-
sentially) the following conditions.

Condition 2.4
1) For every 0 there ezists a constant Cy such that

|b(z; 8) — b(y; 0)| + |o(x;6) — o(y;0)| < Colz —y]
for all x and y in the state space.
2) infg gv(z,0) > 0.

3) The functions b(z;0) and o(z;6) and all their partial z-derivatives up
to order K are three times differentiable with respect to 0 for all x in the
state space. All these derivatives with respect to 0 are of polynomial growth
in x uniformly in 6.

4) The process X 1is ergodic for every 0 with invariant probability measure
. All polynomial moments of pg are finite.

5) For all p > 0 and for all @ sup, Ey(| X:|P) < oo.

Kessler further assumed that 8 = (a,3) belongs to a compact subset ©
of IR?, that the drift depends only on « and that the diffusion coefficient
depends only on 3. Moreover, he imposed an obvious identifiability con-
dition. The assumption that € belongs to a compact set is only made to
avoid technical problems concerning the existence of a maximum of the ap-
proximate likelihood function. Kessler (1997) proved the following result
about the asymptotic properties of the estimator ék,n which maximizes his
approximate likelihood function. The observation times are assumed to be
equidistant with spacing A,, which depends on the sample size.

Theorem 2.5 Assume that k < K/2 and that Condition 2.2 and Condition
2.4 hold. Then for all 8 € ©

Okn — 0 (2.16)

in Py-probability as n — oo, provided A, — 0 and nA, — oo.
If, in addition, nA%*! — 0 and 0 € int ©, then as n — 00

(VA (G — @), vVi(Brn — B)) = N(0,1(8)71), (2.17)
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in distribution under Py, where

_ { Bul(3ab(e))?/v(B)] 0
1(9)—( ’ 0o 3Eu[(9510g v(B))’] )

The estimating functions considered in this section were all derived from
an approximate (or pseudo) likelihood function. This has the advantage
that if there are more than one solution to the estimating equation, we can
choose the one that is the global maximum point for the pseudo likelihood
function. The estimating functions considered in the next section do not
generally have this property.

3 Martingale estimating functions

The problems caused by the bias of the estimating functions considered in
Section 2 can most conveniently be avoided by using martingale estimating
functions. We shall therefore in this section, for the same kind of data as
those considered in Section 2, study estimating functions of the form

n
Gn(8) = > 9(Ai, X,_y, Xu;30) (3.1)
=1
where the function g(A, z,y; 0) satisfies

[ 9(8,2,5:0)p(8,2,3;6)dy = 0 (32

for all z, A and 0. Here, as in the previous section, y — p(A, z,y;0) denotes
the transition density, i.e. the density of X given Xp = z. In most cases
it is not easy to find g¢’s that satisfy (3.2) since p is usually not known, but
such g’s can always be found numerically, as we shall see later. Under (3.2)
Gn(6) is a martingale when 6 is the true parameter value. In particular,
G (0) is an unbiased estimating function. If 6 is d-dimensional, we usually
take g to be d-dimensional too.

With the bias problem out of the way, the question of how to choose the
estimating function in an optimal way becomes more interesting. Godambe
and Heyde (1987) gave criteria for choosing within a class of martingale
estimating functions the one which is closest to the true (but for diffusion
models usually not explicitly known) score function (fixed sample criterion)
or the one which has the smallest asymptotic variance as the number of
observations tends to infinity (asymptotic criterion).

Suppose we have N real valued functions hj(A,z,y;6), j = 1,---,N,
each of which satisfies (3.2) and which are all natural choices for defining a
martingale estimating function. Then every function of the form
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9(A,z,y;0 ZO‘J (A, z;0)hi(A, z,y;0), (3.3)

where a;(4,z;0), j = 1,---,N , are arbitrary functions, can be used to
define a martingale estimating function by (3.1). If € is d-dimensional, we
will usually try to find d-dimensional a’s. Let G denote the class of d-
dimensional martingale estimating functions of the form (3.1) with g given
by (3.3). The following result by Kessler (1995) tells how to find the optimal
estimating function in the sense of Godambe and Heyde (1987) within the
class G. We need the further assumption that for fixed A,z and 6 the
functions h;(A,z,y;0), j = 1,---, N are square integrable with respect to
the transition distribution. Then the set of all real-valued functions of the
form (3.3) is a (finite dimensional and hence closed) linear sub-space of
L?(p(A, z,y;0)dy). We denote this subspace by H(A, z;0).

Theorem 3.1 Suppose the transition density p is differentiable with respect
to 0 and that for all fized A,z and @ the functions Op,logp, 1 = 1,---,d,
belong to L?(p(A, z,y;0)dy). Denote by

N
g}"(A,x, Y 0) = za;i(Aam;a)hj(Aaxay; 0) (34)
Jj=1

the projection in L%(p(A, z,y;0)dy) of Op, logp onto H(A,z;0), and define

Zza Az’Xt,_Ia )hj(A7Xt,'_17Xt,-;0)1 (35)
=1 j=
where o is the d-dimensional vector (ajy,- - ,a;d)T (T denotes transposi-

tion). If g7 (A, z,y;0) is continuously differentiable with respect to 6 for all
fized A,z and y, then G},(0) is the optimal estimating function within G with
respect to the asymptotic criterion as well as to the fized sample criterion of
Godambe and Heyde (1987).

The aj;’s are determined by the following linear equations

aj; (A, z;0)
ay; (A, z;0)

fori=1,---,d, where C = {cx;} and B; = (bgi),-n,b%))T are given by

cr(A, 7;6) = / he(A, 7, Ok (A, 7,y; 0)p(A, 2,3, 0)dy  (3.7)

and
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b8, 7i6) = [ hi(A,2,556)30,p(A, 2,y 6)dy. (3.8)

When the functions h;(A,z,y;0), j = 1,---, N are linearly independent in
L%(p(A, z,vy;0)dy), the matrix C is obviously invertible. The condition that
the estimating function is differentiable with respect to 6 is really only a
technical matter in the Godambe-Heyde theory, and the estimating function
given by (3.5) is no doubt also the most efficient in the class G under a
weaker condition. From (3.6), (3.7) and (3.8) we see that it is not difficult
to impose conditions on the functions h;, j = 1,---, N which ensure that
g* is continuously differentible with respect to 8. Note that under weak
conditions ensuring that differentiation and integration can be interchanged
(e.g. Condition 3.3 below), the b;’s given by (3.8) can also be expressed as

00(8,3:0) = - [ 00hy(A,2,:00p(B 2,300y, (39)

Results similar to Theorem 3.1 hold for general Markov processes and
for more general classes of martingale estimating functions than those given
by (3.3), see Kessler (1995).

We next give a result about the asymptotic behaviour of the estimator
obtained from a general martingale estimating function G, () of the form
(3.1) with g given by (3.3), where the o;’s are d-dimensional and the h;’s
satisfy (3.2). We do this under the assumption that the diffusion is ergodic,
which is ensured by the following condition. Here s(z;6) denotes the density
of the scale measure of X:

) — * b(y; 0)
s(z;0) = exp (——2 » mdy) , (3.10)

where z# is an arbitrary point in the interior of the state space of X.

Condition 3.2 The following holds for all 6 € ©:

(e ) 1,'#
/ s(z;0)dx =/ s(z;0)dz = 00
#

—00

and
[ Io(a30)0(a;0)] e = 49) < oo

If the state space of X is not the whole real line, the integration limits —oo
and oo should be changed accordingly. Under Condition 3.2 the process
X is ergodic with an invariant probability measure pg which has density
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[A(0)s(x;0)v(z;0)]! with respect to the Lebesgue measure. Define a prob-
ability measure Qf} on IR? by

Q' (z,y) = pe(z) x p(A, z,y;0). (3.11)

For a function g : R? = IR we use the notation Q4'(9) = [ 9dQ3.
The predictable quadratic variation of the martingale G,(6), when 0 is
the true parameter value, is

(GO = 3 AD, Xe_;0)TC(D, Xrp_ i DA, Xop_160),  (312)

=1

where A(A,z;0)i; = a;;(A,z;6). As above o;; denotes the j’th coordinate
of the d-dimensional vector «;. We impose the following condition on the
estimating functions. From now on 6y will denote the true value of 6.

Condition 3.3 The following holds for all § € ©:

1) The function g is continuously differentiable with respect to 0 for all A,z
and y. The functions (z,y) — 0Op,9;(A,z,y;60), 1,5 = 1,---,d, where g;
denotes the j’th coordinate of g, are locally dominated square integrable with
respect to Qer: and the matriz D(6y) given by

N
D(60)i,; = Qf; (30, 9:(D;00)) = > Qs [oki(A; 00) g, hic(A; 65)]
k=1

is tnvertible.
2) Each coordinate of the function (z,y) — g(A,z,y;6) is in L2(Q0A0).

Theorem 3.4 Suppose 0 € int © and that the Conditions 3.2 and 3.3 hold.
Then an estimator 6, that solves the estimating equation
Gn(6)=0 (3.13)

exists with a probability tending to one as n — oo under Pp,. Moreover, as
n — 0o,

~

on——)eo

in probability under Py,, and
V(6 — 60) = N(0,D(60) "'V (60)(D(60)™")")
in distribution under Py,, where

V (60) = By, (A(A;6)TC(A;0)A(A;6)). (3.14)
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Theorem 3.4 can be proved along the same lines as Theorem 3.3 in Bibby and
Sgrensen (1995), see also Kessler (1995) and Kessler and Sgrensen (1995).
Similar proofs of similar results can be found in several papers. Here Condi-
tion 3.1 (c) in Bibby and Sgrensen (1995) has been omitted because Lemma
3.1 in Bibby and Sgrensen (1995) remains valid without this condition as
follows from Theorem 1.1 in Billingsley (1961a) and the central limit theo-
rem for martingales in Billingsley (1961b). In fact, a multivariate version of
the central limit theorem is needed here, but in the relatively simple ergodic
case considered here this easily follows from the one-dimensional result by
applying the Cramér-Wold device.

Under Condition 3.3 the b;’s given by (3.8) can also be expressed by
(3.9), so D(fp) = —V(6y) for the optimal estimating function G} (6) since
here the a’s are given by (3.6). Hence the asymptotic covariance matrix of
the estimator based on G} (8) is given by V(6p) 7.

3.1 Polynomial estimating functions

Let us first consider linear martingale estimating functions, i.e. estimating
functions of the type

n
Kl,n(e) = Za(Ai’Xti—l;e)[Xti - F(Ai7Xti—1;0)]a (3.15)
i=1

where « is d-dimensional and where

F(A,z;0) = Eg(Xa|Xo = z). (3.16)

In most cases the mean value of the transition distribution is not explicitly
known so that it must be determined numerically. This is, however, rela-
tively easy to do using suitable methods from Kloeden and Platen (1992).
It is certainly much easier than to determine the entire transition density
numerically. Estimating functions of the type (3.15) were studied in Bibby
and Sgrensen (1995).

The optimal linear estimating function is (Bibby and Sgrensen, 1995)

Kf,n(o) = ZaeF(AhXti_];e)(p(Ai, Xti_l;e)_l[xti - F(AiaXt,'_l;o)])
t
l (3.17)
where

®(A,z;0) = Varg(Xa|Xo = z). (3.18)

Calculation of a derivative of a function that has to be determined numeri-
cally is a considerably more demanding numerical problem than determina-
tion of the function itself. Pedersen (1994) proposed a numerical procedure
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for determining 9pF(A;, z;6) by simulation, which works in practice, but
it is easier to use the following approximation to the optimal estimating
function:

Rl,n(e) = Z aob(Xti—l;e)v(Xti—l;o)_l[Xti - F(Ai’Xti—ﬁe)]a (3-19)

i=1

which is obtained from K7, by inserting in the weight function 9pF/® the
first order approximations to F and ® given by (2.5) and (2.6). The estimat-
ing function K 1,n can also be obtained from the estimating function (2.4) by
subtracting its compensator in order to turn it into a martingale and thus
remove its bias, see Bibby and Sgrensen (1995).

It is very important that we have only made approximations in the weight
function and not in the term X;, — F(A;, X;,_,;0), since such an approxi-
mation would destroy the martingale property, and hence the unbiasedness,
and would thus reintroduce the problems encountered in Section 2. An ap-
proximation of the weights 9ypF/® only implies a certain loss of efficiency.
Bibby and Sgrensen (1995) showed that expansions in powers of A of the
asymptotic variances of the estimators based on K7, and K 1,n agree up to
and including terms of order O(A?), so for small values of A there is not
much loss of efficiency in using the approximation. Calculations and simu-
lations for a number of examples indicate that the loss of efficiency is often
rather small, see Bibby and Sgrensen (1995).

The linear estimating functions are useful when mainly the drift depends
on the parameter 6. If only the diffusion coefficient depends on 6, while the
drift is completely known, the linear estimating equations do not work. If
the diffusion coefficient depends considerably on 6, it is an advantage to use
second order polynomial estimating functions of the type

n

Kon(0) = 3 {o(Ai, X y;0)[ Xy, ~ F(Di, Xir,_,;6)] (3.20)

=1

+ ﬁ(Ai?Xti—l;e)[(Xti - F(Ai’Xti—l;a))2 - (I)(Ai?Xti—l;o)]}'
The optimal estimating function, K3, of this type is given by

9@ (z; 0)n(z;0) — O F (2 0)¥(z; 0)

@0 = R 0 (1 0) — (07 (3-21)
and

iy _ O0F (z;0)n(z; 0) — 0p@(z;0)2(z; 6)

B0 = 3 00w 0) - n(@;0)7 (3.22)
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where the A’s have been omitted,

 n(z;8) = Ep([Xa — F(z;0)]*| X0 = z) (3.23)
and

U(z;60) = Eg([Xa — F(x;6))*| Xo = z) — ®(=;0)*. (3:24)

An approximation to the optimal quadratic estimating function is

o) = 3 { B, - pa x50 (3.29)
=1 i—-17

9pv(X+;_,;6)
2v? (Xti—l ) O)Az

+ [(Xe: = F(Ai, Xy,_1360))* — ‘P(Ai,Xt,-_l;f))]} :
This estimating function is similar to (2.3), but it is unbiased and there-
fore generally gives a far better estimator. It is obtained from the optimal
quadratic estimating function, K3, by using Gaussian approximations to
(3.23) and (3.24), i.e. n(x;0)=0 and ¥(z;0)=2®(z;0)?, and then using the
first order approximations given by (2.5) and (2.6). Again it is important
that we only make approximations in the weights o and 3, so that the un-
biasedness is preserved.

Quadratic estimating functions were treated in Bibby (1994) and Bibby
and Sgrensen (1996). Higher order polynomial estimating functions were
investigated by Pedersen (1994) and Kessler (1995). Some times there can be
good reasons to omit lower order terms in a polynomial estimating function,
for an example of this see Bibby and Sgrensen (1997).

Example 3.5 Let us return to the Cox-Ingersoll-Ross model considered in
Example 2.1. For this model the optimal estimating function given by (3.21)
and (3.22) can be explicitly found (Bibby and Sgrensen, 1996), but the
corresponding estimating equation must be solved numerically. In the case
of equidistant sampling times the approximately optimal estimating function

(3.25) yields the following explicit estimators (Bibby and Sgrensen, 1995,
1996):

Ga . = X/ Xy — (X Xe) (i X:')
n? — (T Xe,_,) (T X5 1)
- én(neé"A - Y1 Xt/ Xt )
(1—ehd) 30, Xt:_ll
o e Xi (X, - F(A, Xy,_,; 8, 0n))?
=1 Xt:_llfﬁ#(A, Xt 13 6m,0,)
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where F(A,z;0,0) = [(a + 02)e® — ]/0 and ¢#(A,1;0,0) = (o +
20x)e?0A —2(a+ 0z)e?® + a]9~2. The estimators exist provided the expres-
sion for €22 is positive. A simulation study in Bibby and Sgrensen (1995)

indicates that these estimators are quite good.
O

3.2 Estimating equations based on eigenfunctions

The polynomial estimating functions are a generalization of the method of
moments to Markov processes. They can also be thought of as approxi-
mations to the true score function, which are likely to be good when the
time between observations is small enough that the transition density is not
too far from being Gaussian. There is therefore no reason to believe that
polynomial estimating functions are in general the best possible choise when
the time between observations is large and the transition distribution is far
from Gaussian. We shall therefore conclude this paper by discussing a type
of martingale estimating functions that can be more closely tailored to the
type of diffusion model under consideration. These estimating functions were
proposed and studied by Kessler and Sgrensen (1995).

A twice differentiable function ¢(z;0) is called an eigenfunction for the
generator Ly (given by (2.10)) of the diffusion process (2.1) if

Lop(z;0) = —A(0)$(z;0), (3.26)

where the real number \(0) is called the eigenvalue corresponding to ¢(z;6).
Under weak regularity conditions, see Kessler and Sgrensen (1995),

Eg(¢(Xa;0)|Xo = z) = e 2 D2g(;0). (3.27)

We can therefore define a martingale estimating function by (3.1) with

N
9(8,2,y;0) = 3 0(B,7;0)[(;0) — e X D095(z;0)),  (3.28)
J=1
where ¢1(+;0),---,on(-;0) are eigenfunctions for Ly with eigenvalues

A1(6), -+, An (6).
The optimal estimating function of this type is given by (3.6) with

wlB50) = [S0bwopBday0d  (329)
— 6_[)"“(0)+/\l(0)]A¢k (IL‘, 0)¢l (SE, 0)

and
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84, 2;0) = - / 90,45 (4; O)p(A, 7,43 0)dy + Dp,[e™ ¥ D2 ¢5(z,0)]. (3.30)

Statistical inference based on this optimal estimating function is invariant
under twice continuously differentiable transformations of data, see Kessler
and Sgrensen (1995). After such a transformation the data are, by Ito’s for-
mula, still observations from a certain diffusion process, and the eigenfunc-
tions transform in exactly the way needed to keep the optimal estimating
function invariant. Inference based on polynomial estimating functions is
obviously not invariant under transformations of the data.

Apart from this theoretical advantage, the optimal estimating functions
discussed here have clear numerical advantages over the optimal polynomial
estimating functions. As discussed earlier, determination of quantities like
O F in (3.17) is a difficult numerical problem. In (3.30) the derivative is
under the integral sign, which makes determination of the optimal weights
in estimating functions of the type (3.28) a much simpler numerical problem
than the similar problem for polynomial estimating functions. Moreover,
Ep(¢(Xa;0)|Xo = z) is explicitly known, so numerical inaccuracies cannot
destroy the martingale property and the unbiasedness of these estimating
functions. It might in some applications be reasonable to obtain a quick es-
timator by reducing the numerical accuracy when determining the weights,
aj, 3 =1,---,N. For the estimating equations based on eigenfunctions this
only implies a certain loss of efficiency, whereas the consistency of the esti-
mators is preserved. It is also worth noting that for models where all eigen-
functions are polynomials or polynomials of the same function, the optimal
weights given by (3.29) and (3.30) can be explicitly calculated, see Kessler
and Sgrensen (1995). The disadvantage of these estimating functions, on the
other hand, is that it is not always possible to find eigenfunction for the gen-
erator of a given diffusion model. In such cases the polynomial estimating
functions, in particular the quadratic, provide a very useful alternative.

Example 3.6 For the Cox-Ingersoll-Ross model the eigenfunctions are the
Laguerre polynomials, and we obtain the polynomial estimating functions
discussed in the previous subsection, see Example 3.5.

O

Example 3.7 A more interesting example is the class of diffusions which
solve

dX; = —6tan(X;)dt + dWy, Xo = zo.

For 6 > 3 the process X is an ergodic diffusion on the interval (—m/2,7/2),
which can be thought of as an Ornstein-Uhlenbeck process on a finite in-
terval. The eigenfunctions are ¢;(z;0) = C(sin(z)), i = 0,1,---, with
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eigenvalues (6 +4/2), i = 0,1,---, where C? is the Gegenbauer polynomial
of order 7. The optimal estimating function based on any set of eigenfunc-
tions can be found explicitly, see Kessler and Sgrensen (1995). The optimal
estimating function based on the first non-trivial eigenfunction, sin(z), is

Sin(Xti—l)[Sin(Xti) - e—(9+%)A Sin(Xti_l)]
= L(e20+DA —1)/( +1) — (A — 1) sin®(Xy,_,)’

When A is small the optimal estimating function can be approximated by
n
Gn(8) = 3 sin(Xy,_, )[sin(Xs,) — e84 sin(X,, )],
=1
which yields the explicit estimator

E?:l Sin(Xti—1) Sin(Xii)
n ) - 1/27
i=1 Sin (Xti—-x)

6, = —Alog (

provided the numerator is positive. Simulations indicate that this estimator
is often almost as efficient as the optimal estimator based on G*, see Kessler
and Sgrensen (1995). o

Acknowledgement: Thanks are due to a referee for a careful reading of
the manuscript.
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