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EXTENDED CONVERGENCE OF THE EXTREMAL PROCESS OF
BRANCHING BROWNIAN MOTION

BY ANTON BOVIER1,∗ AND LISA HARTUNG2,∗,†

Bonn University∗ and New York University†

We extend the results of Arguin et al. [Probab. Theory Related Fields
157 (2013) 535–574] and Aïdékon et al. [Probab. Theory Related Fields 157
(2013) 405–451] on the convergence of the extremal process of branching
Brownian motion by adding an extra dimension that encodes the “location”
of the particle in the underlying Galton–Watson tree. We show that the limit
is a cluster point process on R+ × R where each cluster is the atom of a
Poisson point process on R+ ×R with a random intensity measure Z(dz) ×
Ce−√

2x dx, where the random measure is explicitly constructed from the
derivative martingale. This work is motivated by an analogous result for the
Gaussian free field by Biskup and Louidor [Full extremal process, cluster law
and freezing for two-dimensional discrete Gaussian free field (2016)].

1. Introduction. Over the last years, the analysis of the extremal process of
so-called log-correlated processes has been studied intensively. One prime exam-
ple was the construction of the extremal process of branching Brownian motion
[1, 4] and branching random walks [23]. For recent reviews see, for example, [11,
25]. The processes appearing here, Poisson point processes with random intensity
(Cox processes, see [14]) decorated by a cluster process representing clusters of
particles that have rather recent common ancestors, are widely believed to be uni-
versal for a wide class of log-correlated processes. In particular, it is expected for
the discrete Gaussian free field, and results in this direction have been proven by
Bramson, Ding and Zeitouni [12] and Biskup and Louidor [9, 10]. These results
describe the statistics of the positions (= values) of the extremal points of these
processes. In extreme value theory (see, e.g., [22]), it is customary to give an even
more complete description of extremal processes that also encode the locations
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of the extreme points (“complete Poisson convergence”). In the case of the two-
dimensional Gaussian free field, Biskup and Louidor [9] conjectured and recently
proved [10] the following result. For (i, j) ∈ (1, . . . , n)2, let Xn be the centred
Gaussian process indexed by (1, . . . , n)2 with covariance3

(1.1) E
(
Xn

(i,j)X
n
(k,l)

) = πGn(
(i, j), (k, l)

)
,

where Gn is the Green function of simple random walk on (1, . . . , n)2, killed upon
exiting this domain. It is now proven that, with mn(u) ≡ √

2 lnn2 − 3
2
√

2
ln lnn2,

the family of point processes on R

(1.2)
∑

1≤i,j≤n

δX(i,j)−mn

converges to a process of the form

(1.3)
∑
i∈N

∑
j∈N

δ
pi+�

(i)
j

,

where the pi are the atoms of a Poisson point process with random intensity mea-
sure Ze−√

2u du, for a random variable Z, and �
(i)
j are the atoms of i.i.d. copies

�(i) of a certain point process � on [0,−∞). The extended version of this result
reads as follows. Define the point processes

(1.4) Pn ≡ ∑
1≤i,j≤n

δ(i/n,j/n),X(i,j)−mn,

on (0,1]2 ×R. Then, Pn converges to a point process P on (0,1]2 ×R of the form

(1.5)
∑
i∈N

∑
j∈N

δ
xi ,pi+�

(i)
j

,

where (xi,pi) are the atoms of a Poisson point process on (0,1]2 ×R with random
intensity measure Z(dx) × e−√

2u du, where Z(dx) is some random measure on
(0,1]2. Biskup and Louidor first proved in [9] a slightly weaker result for the point
process of local extremes: Let rn be a sequence such that rn ↑ ∞ and rn/n ↓ 0,
and define

(1.6) ηn ≡ ∑
1≤i,j≤n

δ((i/n,j/n),X(i,j)−mn)1{X(i,j)=max(X(k,�):|k−i|<rn,|�−j |<rn)}.

Then ηn converges to the Poisson point process on (0,1]2 ×R with random inten-
sity measure Z(dx) × e−√

2u du.
The purpose of this article is to prove the analog of the full result for branching

Brownian motion. To do so, we need to decide on what should replace the square

3We change the normalisation of the variance so that the results compare better to BBM.
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(0,1]2 in that case. Before we do this, let us briefly recall the construction of
branching Brownian motion. We start with a continuous time Galton–Watson pro-
cess [5] with branching mechanism pk, k ≥ 1, normalised such that

∑∞
i=1 pk = 1,∑∞

k=1 kpk = 2 and K = ∑∞
k=1 k(k − 1)pk < ∞. At any time t , we may label the

endpoints of the process i1(t), . . . , in(t)(t), where n(t) is the number of branches
at time t . Note that, with this choice of normalisation, we have that En(t) = et .
Branching Brownian motion is then constructed by starting a Brownian motion at
the origin at time zero, running it until the first time the GW process branches, and
then starting independent Brownian motions for each branch of the GW process
starting at the position of the original BM at the branching time. Each of these runs
again until the next branching time of the GW occurs, and so on.

We denote the positions of the n(t) particles at time t by x1(t), . . . , xn(t)(t).
Note that, of course, the positions of these particles do not reflect the position of
the particles “in the tree”.

We now want to embed the leaves of a Galton–Watson process into some finite
dimensional space (we choose R+) in a consistent way that respects the natural
tree distance. Since we already know from [2] that the (normalised) genealogical
distance of extreme particles is asymptotically either zero or one, one should ex-
pect that the resulting process should again be Poisson in this space. In the case
of deterministic binary branching at integer times, the leaves of the tree at time
n are naturally labelled by sequences σn ≡ (σ1σ2 · · ·σn), with σ� ∈ {0,1}. These
sequences can be naturally mapped into [0,1] via

(1.7) σn �→
n∑

�=1

σ�2−�−1 ∈ [0,1].

Moreover, the limit, as n ↑ ∞ of the image of this map is [0,1]. In the next section,
we construct an analogous map for the Galton–Watson process.

The remainder of this paper is organised as follows. In Section 2, we construct
an embedding of the Galton–Watson tree into R+ that allows to locate particles “in
the tree”. In Section 3, we state our main results on the convergence of the two-
dimensional extremal process of BBM. In Section 4, we analyse the geometric
properties of the embedding constructed in Section 2. In Section 5, we recall the
q-thinning from Arguin et al. [3]. In Section 6, we give the proofs of the main
convergence results announced in Section 3.

2. The embedding. Our goal is to define a map γ : {1, . . . , n(t)} → R+ in
such a way that it encodes the genealogical structure of the underlying supercritical
Galton–Watson process.

Let us define the set of (infinite) multi-indices

(2.1) I ≡ Z
N+,
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and let F ⊂ I denote the subset of multi-indices that contain only a finitely many
entries that are different from zero. Ignoring leading zeros, we see that

(2.2) F =
∞⋃

k=0

Z
k+,

where Z0+ is either the empty multi-index or the multi-index containing only zeros.
A continuous-time Galton–Watson process will be encoded by the set of branch-

ing times, {t1 < t2 < · · · < tW(t) < · · · } (where W(t) denotes the number of
branching times up to time t) and by a consistently assigned set of multi-indices
for all times t ≥ 0. To do so, we construct, for a given tree, the sets of multi-indices,
τ(t) at time t as follows:

• {(0,0, . . .)} = {u(0)} = τ(0).
• for all j ≥ 0, for all t ∈ [tj , tj+1), τ(t) = τ(tj ).
• If u ∈ τ(tj ) then u+(0, . . . ,0︸ ︷︷ ︸

W(tj )×0

, k,0, . . .) ∈ τ(tj+1) if 0 ≤ k ≤ lu(tj+1)−1, where

(2.3) lu(tj ) = #{offsprings of the particle corresponding to u at time tj }.
Note that we use the convention that, if a given branch of the tree does not “branch”
at time tj , we add to the underlying Galton–Watson at this time an extra vertex
where lu(tj ) = 1. (See Figure 1. The new vertices are the thick dots.) We call the
resulting tree T̃t .

We can relate the assignment of labels in a backwards consistent fashion as fol-
lows. For u ≡ (u1, u2, u3, . . .) ∈ Z

N+, we define the function u(r), r ∈ R+, through

(2.4) u�(r) ≡
{
u�, if t� ≤ r,

0, if t� > r.

Clearly, if u(t) ∈ τ(t) and r ≤ t , then u(r) ∈ τ(r). This allows to define the bound-
ary of the tree at infinity as follows:

(2.5) ∂T ≡ {
u ∈ I : ∀t < ∞, u(t) ∈ τ(t)

}
.

Note that ∂T is an ultrametric space equipped with the ultrametric m(u,v) ≡
e−d(u,v), where d(u, v) = sup{t ≥ 0 : u(t) = v(t)} is the time of their most recent
common ancestor.

In this way, each leave of the Galton–Watson tree at time t , ik(t) with k ∈
{1, . . . , n(t)} is identified with some multi-label uk(t) ∈ τ(t). Then define

(2.6) γ
(
u(t)

) ≡
W(t)∑
j=1

uj (t)e
−tj .

For a given u, the function (γ (u(t)), t ∈ R+) describes a trajectory of a particle
in R+. The important point is that, for a fixed particle, this trajectory converges
to some point γ (u) ∈ R+, as t ↑ ∞, almost surely. Hence also the sets γ (τ(t))

converge, for any realisation of the tree, to some (random) set γ (τ(∞)).
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FIG. 1. Construction of T̃ : The green nodes were introduced into the tree “by hand”.

REMARK. The labelling of the GW-tree is a slight variant of the familiar
Ulam–Neveu–Harris labelling (see, e.g., [17]). In our labelling, the added zeros
keep track of the order in which branching occurred in continuous time. We be-
lieve that this or an equivalent construction must be standard, but we have not been
able to find it for continuous time trees in the literature.

In addition, in branching Brownian motion, there is also the position of the
Brownian motion xk(t) of the kth particle at time t . Hoping that there will not
be too much confusion, we will often write γ (xk(t)) ≡ γ (uk(t)). Thus, to any
“particle” at time t we can now associate the position on R×R+, (xk(t), γ (uk(t))).

3. The extended convergence result. In this section, we state the analog to
(1.5) for branching Brownian motion. First, let us recall the limit of the extremal
process. Bramson [13] and Lalley and Sellke [21] show that, with m(t) = √

2t −
3

2
√

2
ln t ,

(3.1) lim
t↑∞P

(
max
k≤n(t)

xk(t) − m(t) ≤ x
)

= ω(x) = E
[
e−CZe−√

2x ]
,

for some constant C, and where Z ≡ limt↑∞ Zt is the limit of the derivative mar-
tingale

(3.2) Zt ≡ ∑
j≤n(t)

(√
2t − xj (t)

)
e
√

2(xj (t)−√
2t).
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In [4] and [1], it was shown that the process

(3.3) Et ≡
n(t)∑
k=1

δxk(t)−m(t)

converges, as t ↑ ∞, in law to the process

(3.4) E = ∑
k,j

δ
ηk+�

(k)
j

,

where ηk is the kth atom of a Cox process with random intensity measure
CZe−√

2y dy. The �
(k)
i are the atoms of independent and identically distributed

point processes �(k), which are copies of the limiting process:

(3.5) �
D= lim

t↑∞

n(t)∑
i=1

δx̃i (t)−maxj≤n(t) x̃j (t),

where x̃(t) is a BBM conditioned on maxj≤n(t) x̃j (t) ≥ √
2t .

Using the embedding γ defined in the previous section, we now state the fol-
lowing theorem that exhibits more precisely the nature of the Poisson points and
the genealogical structure of the extremal particles.

THEOREM 3.1. The point process Ẽt ≡ ∑n(t)
k=1 δ(γ (uk(t)),xk(t)−m(t)) → Ẽ on

R+ ×R, as t ↑ ∞, where

(3.6) Ẽ ≡ ∑
i,j

δ
(qi ,pi)+(0,�

(i)
j )

,

where (qi,pi)i∈N are the atoms of a Cox process on R+ ×R with intensity measure

Z(dv) × Ce−√
2x dx, where Z(dv) is a random measure on R+, characterised in

Proposition 3.2, and �
(i)
j are the atoms of independent and identically distributed

point processes �(i) as in (3.4).

REMARK. The nice feature of the process Ẽt is that it allows to visualise the
different clusters �(i) corresponding to the different point of the Poisson process
of cluster extremes. In the process

∑n(t)
k=1 δxk(t)−m(t) considered in earlier work,

all these points get superimposed and cannot be disentangled. In other words, the
process Ẽ encodes both the values and the (rough) genealogical structure of the
extremes of BBM.

The measure Z(dv) in an interesting object in itself. For v, r ∈ R+ and t > r ,
we define

(3.7) Z(v, r, t) = ∑
j≤n(t)

(√
2t − xj (t)

)
e
√

2(xj (t)−√
2t)1γ (xj (r))≤v,

which is a truncated version of the usual derivative martingale Zt . In particular,
observe that Z(∞, r, t) = Zt .
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PROPOSITION 3.2. For each v ∈ R+ the limit limr↑∞ limt↑∞ Z(v, r, t) exists
almost surely. Set

(3.8) Z(v) ≡ lim
r↑∞ lim

t↑∞Z(v, r, t).

Then 0 ≤ Z(v) ≤ Z, where Z is the limit of the derivative martingale. Moreover,
Z(v) is monotone increasing in v and the corresponding measure Z(dv) is a.s.
non-atomic.

The measure Z(v) is the analogue of the corresponding “derivative martingale
measure” studied in Duplantier et al. [15, 16] and Biskup and Louidor [8, 9] in the
context of the Gaussian free field and in [6, 7] for the critical Mandelbrot multi-
plicative cascade. For a review, see Rhodes and Vargas [24]. The objects are exam-
ples of what is known as multiplicative chaos that was introduced by Kahane [19].

4. Properties of the embedding. We need the three basic properties of γ .
Lemma 4.1 states that the map γ (xk(t)) converges for all extremal particles, as
t ↑ ∞, and is well approximated by the information on the tree up to a fixed time r .

LEMMA 4.1. Let D ⊂ R be a compact set. Define, for 0 ≤ r < t < ∞, the
events

(4.1) Aγ
r,t (D) = {∀k with xk(t) − m(t) ∈ D: γ

(
xk(t)

) − γ
(
xk(r)

) ≤ e−r/2}
.

For any ε > 0, there exists 0 ≤ r(D, ε) < ∞ such that, for any r > r(D, ε) and
t > 3r

(4.2) P
((
Aγ

r,t (D)
)c)

< ε.

PROOF. Set D ≡ sup{x ∈ D} and D ≡ inf{x ∈ D}. Let ε > 0. Then, by Theo-
rem 2.3 of [2], for each ε > 0 there exists r1 < ∞ such that, for all t > 3r1,

P
((
Aγ

r,t (D)
)c)

≤ P
(∃k : xk(t) − m(t) ∈ D,∀s∈[r1,t−r1] : xk(s) ≤ D + Et,α(s)(4.3)

but γ
(
xk(t)

) − γ
(
xk(r)

)
> e−r/2) + ε/2,

where 0 < α < 1
2 and Et,α(s) = s

t
m(t) − ft,α(s) and ft,α = (s ∧ (t − s))α . Using

the “many-to-one lemma” (see Theorem 8.5 of [18]), the probability in (4.3) is
bounded from above by

et
P

(
x(t) ∈ m(t) + D,∀s∈[r1,t−r1] : x(s) ≤ D + Et,α(s)

(4.4)

but
∑
j

mj e−t̃j 1t̃j∈[r,t] > e−r/2
)
,
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where x is a standard Brownian motion and (t̃j , j ∈ N) are the points of a size-
biased Poisson point process with intensity measure 2dx independent of x, mj

are independent random variables uniformly distributed on {0, . . . , l̃j − 1}, where
finally l̃j are i.i.d. according to the size-biased offspring distribution, P(l̃j = k) =
kpk

2 . Due to independence, and since mj ≤ l̃j , the expression (4.4) is bounded from
above by

et
P

(
x(t) ∈ m(t) + D,∀s∈[r1,t−r1] : x(s) ≤ D + Et,α(s)

)
(4.5)

× P

(∑
j

(l̃j − 1)e−t̃j 1t̃j∈[r,t] > e−r/2
)
.

The first probability in (4.5) is bounded by

(4.6) P

(
x(t) ∈ m(t) + D,∀s∈[r1,t−r1] : x(s) − s

t
x(t) ≤ D − D − ft,α(s)

)
.

Using that ξ(s) ≡ x(s) − s
t
x(t) is a Brownian bridge from 0 to 0 in time t that is

independent of x(t), (4.6) equals

P
(
x(t) ∈ m(t) + D

)
P

(∀s∈[r1,t−r1] : ξ(s) ≤ D − D − ft,α(s)
)

(4.7)
≤ P

(
x(t) ∈ m(t) + D

)
P

(∀s∈[r1,t−r1] : ξ(s) ≤ D − D
)
.

Using now Lemma 3.4 of [2] to bound the last factor of (4.7), we obtain that (4.7)
is bounded from above by

(4.8) κ
r1

t − 2r1
P

(
x(t) ∈ m(t) + D

)
,

where κ < ∞ is a positive constant. Using this as an upper bound for the first
probability in (4.5) we can bound (4.5) from above by

(4.9) et κ
r1

t − 2r1
P

(
x(t) ∈ m(t) + D

)
P

(∑
j

(l̃j − 1)e−t̃j 1t̃j∈[r,t] > e−r/2
)
.

By (5.25) of [2] (or an easy Gaussian computation), this is bounded from above by

(4.10) Cκ
r1t

t − 2r1
P

(∑
j

(l̃j − 1)e−t̃j 1t̃j∈[r,t] > e−r/2
)
,

for some positive constant C < ∞. Using the Markov inequality, (4.10) is bounded
from above by

(4.11) Cκ
tr1

t − 2r1
er/2

E

(∑
j

(l̃j − 1)e−t̃j 1t̃j∈[r,t]
)
.
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We condition on the σ -algebra F generated by the Poisson points. Using that l̃j is
independent of the Poisson point process (t̃j )j and

∑
j e−t̃j 1t̃j∈[r,t] is measurable

with respect to F we obtain that (4.11) is equal to

Cκ
tr1

t − 2r1
er/2

E

(
E

(∑
j

(l̃j − 1)e−t̃j 1t̃j∈[r,t]
∣∣∣F))

(4.12)

= Cκ
tr1

t − 2r1
er/2

E

(∑
j

e−t̃j 1t̃j∈[r,t]E
(
(l̃j − 1)

∣∣∣F))
.

Since E(lj − 1) = ∑
k

1
2(k − 1)kpk = K/2 < ∞, we have that (4.12) is equal to

(4.13) CκK/2
tr1

t − 2r1
er/2

E

(∑
j

e−t̃j 1t̃j∈[r,t]
)
.

By Campbell’s theorem (see, e.g., [20]), (4.13) is equal to

(4.14) CκK/2
tr1

t − 2r1
er/2

∫ t

r
e−x2dx ≤ CκK

tr1

t − 2r1
e−r/2,

which is smaller than ε/2, for all r sufficiently large and t > 3r . �

The second lemma now ensures that γ maps particles, that are extremal, with
low probability to a very small neighbourhood of a fixed a ∈R.

LEMMA 4.2. Let a ∈ R+ and D ⊂ R be a compact set. Define the event:

(4.15) Bγ
r,t (D,a, δ) = {∀k with xk(t) − m(t) ∈ D: γ

(
xk(r)

)
/∈ [a − δ, a]}.

For any ε > 0, there exists δ > 0 and r(a,D, δ, ε) such that, for any r >

r(a,D, δ, ε) and t > 3r

(4.16) P
((
Bγ

r,t (D,a, δ)
)c)

< ε.

PROOF. Following the proof of Lemma 4.1 step-by-step, we arrive at the
bound

(4.17) P
((
Bγ

r,t (D,a, δ)
)c) ≤ Cκ

tr1

t − 2r1
P

(∑
j

mj e−t̃j 1t̃j∈[0,r] ∈ [a − δ, a]
)
.

We rewrite the probability in (4.17) as

(4.18)
∞∑

i∗=1

P

(
i∗ = inf{i : mi �= 0}, ∑

j≥i∗
mj e−t̃j 1t̃j∈[0,r] ∈ [a − δ, a]

)
.

Consider first P(i∗ = inf{i : mi �= 0}). This probability is equal to

(4.19) P(∀i≤i∗ : mi = 0 and mi∗ �= 0) = E

[(
1 − 1

li∗

) i∗−1∏
j=1

1

lj

]
.
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Using that the lj are i.i.d. together with the simple bound E(l−1
j ) ≤ 1+p1

2 , we see
that (4.19) is bounded from above by

(4.20)
(

1 + p1

2

)i∗−1
.

Since 1+p1
2 < 1 by assumption on p1, we can choose, for each ε′ > 0 K(ε′) < ∞

such that

(4.21)
∞∑

i∗=K(ε′)+1

(
1 + p1

2

)i∗−1
< ε′.

Hence we bound (4.18) by

(4.22)
K(ε′)∑
i∗=1

P

(
i∗ = inf{i : mi �= 0}, ∑

j≥i∗
mj e−t̃j 1t̃j∈[0,r] ∈ [a − δ, a]

)
+ ε′.

We rewrite∑
j≥i∗

mj e−t̃j 1t̃j∈[0,r]
(4.23)

= mi∗e−t̃i∗ 1t̃i∗∈[0,r]
(

1 + m−1
i∗

∑
j>i∗

mj e−(t̃j−t̃i∗ )1t̃j−t∗i ∈[0,r−ti∗ ]
)
.

Next, we estimate the probability that t̃i∗ is large. Observe that t̃i∗ = ∑i∗
i=1 si where

si are i.i.d. exponentially distributed random variables with parameter 2. This im-
plies that t̃i∗ is Erlang(2, i∗). Thus,

P
(
t̃i∗ > rα) = e−2rα

i∗∑
i=0

(2rα)i

i!
(4.24)

≤ e
(
2rα)K(ε′)e−2rα

for all i∗ ≤ K
(
ε′).

Next, we want to replace t̃i∗ in the indicator function in (4.23) by a nonrandom
quantity rα , for some 0 < α < 1, in order to have a bound that depends only on the
differences t̃j − t̃i∗ . Note first that∑

j>i∗
mj e−(t̃j−t̃i∗ )1t̃j−t∗i ∈[0,r−ti∗ ] − ∑

j>i∗
mj e−(t̃j−t̃i∗ )1t̃j−t∗i ∈[0,r−rα]

= ∑
j>i∗

mj e−(t̃j−t̃i∗ )1t̃j−t∗i ∈[r−rα,r−ti∗ ](4.25)

≤ ∑
j>i∗

mj e−(t̃j−t̃i∗ )1t̃j−t∗i ∈[r−rα,r].
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Using the fact that mj ≤ l̃j − 1, for all j and the Markov inequality, we get that

P

( ∑
j>i∗

mj e−(t̃j−t̃i∗ )1t̃j−t̃i∗∈[r−rα,r] > e−r/2
)

(4.26)

≤ er/2
E

( ∑
j>i∗

(l̃j − 1)e−(t̃j−t̃i∗ )1t̃j−t̃i∗∈[r−rα,r]
)
.

Using Campbell’s theorem as in (4.12), we see that the second line in (4.26) is
equal to

(4.27) er/2K/2
∫ r

r−rα
e−x2dx = K

(
e−r/2+rα − e−r/2)

.

For any ε′ > 0, there exists r0 < ∞, such that, for all r > r0, the probabilities in
(4.24) and (4.26) are smaller than ε′. On the event

(4.28) D = {
ti∗ ≤ rα} ∩

{ ∑
j>i∗

mj e−(t̃j−t̃i∗ )1t̃j−t∗i ∈[r−rα,r] ≤ e−r/2
}
,

which has probability at least 1 − 2ε′, we can bound (4.22) in a nice way. Namely,
since mi∗ ≥ 1 by definition and mj are chosen uniformly from (0, . . . , lj − 1) and
independent of {tj }j≥1. Moreover,

∑
j>i∗ mj e−(t̃j−t̃i∗ )1t̃j−ti∗∈[0,r−rα] ≥ 0 is also

independent of ti∗. It follows that (4.22) is bounded from above by

K(ε′)∑
i∗=1

P
(
i∗ = inf{i : mi �= 0})

(4.29)
× max

b∈[0,1]P
({

e−t̃i∗ ∈ [
b − δ − e−r/2, b

]} ∧ {
ti∗ ≤ rα}) + 3ε′.

Using the bound on the first probability in (4.29) given in (4.20), one sees that
(4.29) is bounded from above by

K(ε′)∑
i∗=1

(
1 + p1

2

)i∗−1

(4.30)
× max

b∈[δ+e−rα +e−r/2,1]
P

(
ti∗ ∈ [− logb,− log

(
b − δ − e−r/2)]) + 3ε′.

Recalling that ti∗ is Erlang(2, i∗) distributed, we have that

P
(
ti∗ ∈ [− logb,− log

(
b − δ − e−r/2)])

(4.31)

=
i∗−1∑
i=0

1

i!
(
fi

(
b − δ − er/2) − fi(b)

)
,
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where we have set fi(x) = x2(−2 log(x))i . By the mean value theorem, uniformly
on b ∈ [δ + e−rα + e−r/2,1],
(4.32) 0 ≤ fi(b) − fi

(
b − δ − e−r/2) ≤ 2

(
2rα)i(

i + 2rα)(
δ + e−r/2)

.

Inserting this bound into (4.31), we get that, for i∗ ≤ K(ε′),
max

b∈[δ+e−rα +e−r/2,1]
P

(
ti∗ ∈ [− logb,− log

(
b − δ − e−r/2)])

(4.33)

≤ 4
(
δ + e−r/2) i∗∑

i=0

1

i!
(
2rα)i ≤ 4e

(
δ + e−r/2)

e2rα

.

Now we choose r so big that 4e−r/2+2rα+1 ≤ ε′/2 and then δ so small that
δ4e2rα+1 ≤ ε′/2, so that the entire expression on the right is bounded by ε′. Col-
lecting the bounds in (4.24), (4.26) and (4.33) implies (4.16) if ε′ = ε/4. �

The following lemma asserts that any two points that get close to the maximum
of BBM have distinct images under the map γ unless the time of the most recent
common ancestor is large. This implies in particular that the positions of the cluster
extremes all differ in the second coordinate. This lemma is not strictly needed in
the proof of our main theorem, but we find it nice to make this point explicit. The
proof uses largely the same arguments that were used in the proofs of Lemmas 4.1
and 4.2.

LEMMA 4.3. Let D ⊂ R be a compact set. For any ε > 0 there exists δ > 0
and r(δ, ε) such that, for any r > r(δ, ε) and t > 3r

P
(∃i,j≤n(t):d(xi(t),xj (t))≤r : xi(t), xj (t) ∈ m(t) + D,

(4.34) ∣∣γ (
xi(t)

) − γ
(
xj (t)

)∣∣ ≤ δ
)
< ε.

PROOF. To control (4.34), we first use that, by Theorem 2.1 in [2], for any ε′,
there is r1 < ∞, such that, for all t ≥ 3r1, and r ≤ t/3, the event

(4.35)
{∃i,j≤n(t):d(xi(t),xj (t))∈(r1,r), xi(t), xj (t) ∈ m(t) + D

}
has probability smaller than ε′. Therefore,

P
(∃i,j≤n(t):d(xi(t),xj (t))≤r : xi(t), xj (t) ∈ m(t) + D,∣∣γ (

xi(t)
) − γ

(
xj (t)

)∣∣ ≤ δ
)

(4.36)
≤ P

(∃i,j≤n(t):d(xi(t),xj (t))≤r1 : xi(t), xj (t) ∈ m(t) + D,∣∣γ (
xi(t)

) − γ
(
xj (t)

)∣∣ ≤ δ
) + ε′.

The nice feature of the probability in the last line is that r1 is now independent
of r .



1768 A. BOVIER AND L. HARTUNG

To bound the probability in the last line, we proceed as follows: at time r1,
there are n(r1) particles alive. From these, we select the ancestors of the particles
i and j . This gives at most n(r1)

2 choices. The offspring of these particle are then
independent, conditional on what happened up to time r1, that is, the σ -algebra
Fr1 . We denote the offspring of these two particles starting from time r1 by x̃(1)

and x̃(2). In this way, we write this probability in the form

(4.37) E

[
n(r1)∑

� �=�′=1

P(· · · |Fr1)

]
,

where

P(· · · |Fr1)

= P
(∃i≤n(1)(t−r1),j≤n(2)(t−r1)

: x�(r1) + x̃
(1)
i (t − r1),

(4.38)
x�′(r1) + x

(2)
j (t − r1) ∈ m(t) + D,∣∣γ (

x�(r1) + x
(1)
i (t − r1)

) − γ
(
x�′(r1) + x

(2)
j (t − r1)

)∣∣ ≤ δ|Fr1

)
.

The conditional probability is a function of x�(r1) and x�′(r1) only, and we will
bound it uniformly on a set of large probability. Note first that we can chose as
finite enlargement, D̃, of the set D (depending only on the value of r1), such that
such that D + xk(r1) ⊂ D̃ and D + x�(r1) ∈ D̃ with probability at least 1 − ε′′. For
such x�(r1), x�′(r2), (4.38) is bounded from above by

P
(∃i≤n(1)(t−r1),j≤n(2)(t−r1)

: x̃(1)
i (t − r1), x̃

(2)
j (t − r1) ∈ m(t) + D̃,

(4.39) ∣∣γ (
x�(r1) + x̃

(1)
i (t − r1)

) − γ
(
x�′(r1) + x̃

(2)
j (t − r1)

)∣∣ ≤ δ|Fr1

)
.

Next, we notice that, at the expense of a further error ε′′, we can introduce the
condition that the paths stay below the curves Et−r1,α(s), for all (r2, t − r1 − r2),
for some r2 depending only on ε′′. Using the independence of the BBMs x̃(1) and
x̃(2), and proceeding otherwise as in (4.5), we can bound (4.39) from above by

ε′′ +
(
Cκ

(t − r1)r2

t − r1 − 2r2

)2

× P

(∣∣∣∣γ (
x�(r1)

) − γ
(
x�′(r1)

) + ∑
k

m
j
ke−t̃

j
k 1

t̃
j
k ∈[r1,t](4.40)

− ∑
k′

mi
k′e−t̃ i

k′ 1t̃ i
k′∈[r1,t]

∣∣∣∣ ≤ δ
∣∣∣Fr1

)
,

where (t̃
j
k , k ∈ N) and (t̃ ik′, k′ ∈ N) are the points of independent Poisson point pro-

cesses with intensity 2dx restricted to [r1, t]. Moreover, l
j
k , lik′ are i.i.d. according
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to the size-biased offspring distribution and m
j
k , respectively, mi

k′ are uniformly

distributed on {0, . . . , l
j
k − 1}, respectively, {0, . . . , lik′ − 1}. We rewrite (4.40) as

P

(∑
k

m
j
ke−t̃

j
k 1

t̃
j
k ∈[r1,t] ∈ γ

(
x�′(r1)

) − γ
(
x�(r1)

)
(4.41)

+ ∑
k′

mi
k′e−t̃ i

k′ 1
t̃
j

k′∈[r1,t] + [−δ, δ]
∣∣∣Fr1

)
.

As in (4.18), we rewrite the probability in (4.41) as
∞∑
l=1

P

(
l = inf

{
k : mj

k �= 0
}
,

∑
k≥l

m
j
ke−t̃

j
k 1

t̃
j
k ∈[r1,t] ∈ γ

(
x�′(r1)

) − γ
(
x�(r1)

)
(4.42)

+ ∑
k′

mi
k′e−t̃ i

k′ 1
t̃
j

k′∈[r1,t] + [−δ, δ]
∣∣∣Fr1

)
.

Due to the independence of (t̃
j
k , k ∈ N) and (t̃ ik′, k′ ∈ N), we can proceed as with

(4.18) in the proof of Lemma 4.2 to make (4.42) as small as desired, independently
on the value of γ (x�′(r1)) − γ (x�(r1)) by choosing δ small enough. Collecting all
terms, we see that (4.37) is bounded by

(4.43) E

[
n(r1)∑

� �=�′=1

P(· · · |Fr1)

]
≤ 4ε′′

E

[
n(r1)∑

� �=�′=1

1

]
≤ 4ε′′Ke2r1 .

Choosing ε′′ and ε′ small enough, this yields the assertion of Lemma 4.3. �

5. The q-thinning. The proof of the convergence of
∑n(t)

i=1 δ(γ (xi(t)),xi(t)−m(t))

comes in two main steps. In a first step, we show that the points of the local extrema
converge to the desired Poisson point process. To make this precise, we work with
the concept of thinning classes that was already introduced in [3]. We repeat the
construction here for completeness and introduce the corresponding notation.

Assume here and in the sequel that the particles at time t are labelled in decreas-
ing order

(5.1) x1(t) ≥ x2(t) ≥ · · · ≥ xn(t)(t),

and set x̄k(t) ≡ xk(t) − m(t). Let

(5.2) Q̄(t) = {
Q̄i,j (t)

}
i,j≤n(t) ≡ {

t−1Qi,j (t)
}
i,j≤n(t),

where

(5.3) Qi,j (t) = sup
{
s ≤ t : xi(s) = xj (s)

} = d
(
ui(t), uj (t)

)
.
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(E(t), Q̄(t)) admits the following thinning. For any q ≥ 0, the following is true:
If Q̄i,j (t) ≥ q and Q̄j,k(t) ≥ q , then Q̄i,k(t) ≥ q . Therefore, the sets {i, j ∈
{1, . . . , n(t)} : Q̄i,j (t) ≥ q} form a partition of the set {1, . . . , n(t)} into equiva-
lence classes. We select the maximal particle of each equivalence class as repre-
sentative in the following recursive manner:

i1 = 1,
(5.4)

ik = min
{
j ≥ ik−1 : Q̄i,j (t) < q,∀i ≤ k − 1

}
,

if such an j exists. If no such j exists, we denote k − 1 = n∗(t) and terminate the
procedure. The q-thinning process of (E(t), Q̄(t)), denoted by E (q)(t) is defined
by

(5.5) E (q)(t) =
n∗(t)∑
k=1

δx̄ik
(t).

6. Extended convergence of thinned point process. For rd ∈ R+ and t >

3rd consider the thinned process E (rd/t)(t). Observe that, for Rt = m(t) − m(t −
rd) − √

2rd = o(1), we have

(6.1) E (rd/t)(t)
D≡

n(rd )∑
j=1

δ
xj (rd )−√

2rd+Mj(t−rd )−Rt
,

where Mj(t − rd) ≡ maxk≤n(j)(t−rd ) x
(j)
k (t − rd)−m(t − rd) and x(j) are indepen-

dent BBMs (see (3.15) in [3]). Then:

PROPOSITION 6.1. Let E (rd/t)(t) and n∗(t) be defined in (5.5) for q = rd/t .
Then

(6.2) lim
rd↑∞ lim

t↑∞

n∗(t)∑
k=1

δ(γ (xik
(t)),x̄ik

(t))
D= ∑

i

δ(qi ,pi) ≡ Ê,

where (qi,pi)i∈N are the points of the Cox process Ê with intensity measure
Z(dv) × Ce−√

2x dx with the random measure Z(dv) defined in (3.8). Moreover,

(6.3) lim
r↑∞ lim

rd↑∞

n(rd )∑
j=1

δ
(γ (xj (r)),xj (rd )−√

2rd+Mj)

D= Ê,

where Mj are i.i.d. with law ω defined in (3.1).

The proof of Proposition 6.1 relies on Proposition 3.2 which we now prove.

PROOF OF PROPOSITION 3.2. For v, r ∈ R+ fixed, the process Z(v, r, t) de-
fined in (3.7) is a martingale in t > r [since Z(∞, r, t) is the derivative martingale
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and 1γ (xi(r))≤v does not depend on t]. To see that Z(v, r, t) converges a.s. as t ↑ ∞,
note that

Z(v, r, t) =
n(r)∑
i=1

1γ (xi(r))≤ve
√

2(xi (r)−
√

2r)

×
((√

2r − xi(r)
) n(i)(t−r)∑

j=1

e
√

2(x
(i)
j (t−r)−√

2(t−r))

+
n(i)(t−r)∑

j=1

(√
2(t − r) − x

(i)
j (t − r)

)
e
√

2(x
(i)
j (t−r)−√

2(t−r))

)
(6.4)

=
n(r)∑
i=1

1γ (xi(r))≤ve
√

2(xi (r)−
√

2r)(√2r − xi(r)
)
Y

(i)
t−r

+
n(r)∑
i=1

1γ (xi(r))≤ve
√

2(xi (r)−
√

2r)Z
(i)
t−r .

Here, Z
(i)
t , i ∈ N, are i.i.d. copies of the derivative martingale, and Y

(i)
t , i ∈ N, are

i.i.d. copies of the McKean martingale,

(6.5) Yt ≡
n(t)∑
i=1

e
√

2(x
(i)
j (t)−√

2t)
.

Lalley and Sellke proved in [21] that limt↑∞ Yt = 0, a.s. while limt↑∞ Zt = Z

exists a.s. and is a nontrivial random variable. This implies that

(6.6) lim
t↑∞Z(v, r, t) ≡ Z(v, r) =

n(r)∑
i=1

e
√

2(xi (r)−
√

2r)Z(i)1γ (xi(r))≤v,

where Z(i), i ∈ N are i.i.d. copies of Z. To show that Z(v, r) converges, as r ↑ ∞,
we go back to (3.7). Note that, for fixed v, 1γ (xi(r))≤v is monotone decreasing in r .
On the other hand, Lalley and Sellke have shown that mini≤n(t)(

√
2t − xi(t)) →

+∞, almost surely, as t ↑ ∞. Therefore, the part of the sum in (3.7) that in-
volves negative terms [namely those for which xi(t) >

√
2t] converges to zero,

almost surely. The remaining part of the sum is decreasing in r , and this im-
plies that the limit, as t ↑ ∞, is monotone decreasing almost surely. More-
over, 0 ≤ Z(v, r) ≤ Z, a.s., where Z is the almost sure limit of the deriva-
tive martingale. Thus, limr↑∞ Z(v, r) ≡ Z(v) exists. Finally, 0 ≤ Z(v) ≤ Z and
Z(v) is an increasing function of v because Z(v, r) is increasing in v, a.s., for
each r .
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To show that Z(du) is nonatomic, fix ε, δ > 0 and let D ⊂ R be compact. By
Lemma 4.3, there exists r1(ε, δ) such that, for all r > r1(ε, δ) and t > 3r ,

P
(∃i,j≤n(t) : d(

xi(t), xj (t)
) ≤ r, xi(t), xj (t) ∈ m(t) + D,

(6.7) ∣∣γ (
xi(t)

) − γ
(
xj (t)

)∣∣ ≤ δ
)
< ε.

Rewriting (6.7) in terms of the thinned process E (r/t)(t) gives

(6.8) P
(∃ik,ik′ : x̄ik (t), x̄ik′ (t) ∈ m(t) + D,

∣∣γ (
x̄ik (t)

) − γ
(
x̄ik′ (t)

)∣∣ ≤ δ
) ≤ ε.

Assuming, for the moment, that E (r/t)(t) converges as claimed in Proposition 6.1,
this implies that, for any ε > 0, for small enough δ > 0,

(6.9) P
(∃δ > 0 : ∃i �= j : |qi − qj | < δ

)
< ε.

This could not be true if Z(du) had an atom. This proves Proposition 3.2 provided
we can show convergence of E (r/t)(t). �

The proof of Proposition 6.1 uses the properties of the map γ obtained in Lem-
mas 4.1 and 4.2. In particular, we use that, in the limit as t ↑ ∞, the image of the
extremal particles under γ converges and that essentially no particle is mapped too
close to the boundary of any given compact set. Having these properties at hand
we can use the same procedure as in the proof of Proposition 5 in [3]. Finally, we
use Proposition 3.2 to deduce Proposition 6.1.

PROOF OF PROPOSITION 6.1. We show the convergence of the Laplace func-
tionals. Let φ : R+ × R → R+ be a measurable function with compact support.
For simplicity, we start by looking at simple functions of the form

(6.10) φ(x, y) =
N∑

i=1

ai1Ai×Bi
(x, y),

where Ai = [Ai,Ai] and Bi = [Bi,Bi], for N ∈ N, i = 1, . . . ,N , ai,Ai,Ai ∈ R+,
and Bi,Bi ∈ R. The extension to general functions φ then follows by monotone
convergence. For such φ, we consider the Laplace functional

(6.11) �t(φ) ≡ E

[
exp

(
−

n∗(t)∑
k=1

φ
(
γ

(
xik (t)

)
, x̄ik (t)

))]
.

The idea is that the function γ only depends on the early branchings of the particle.
To this end, we insert the identity

(6.12) 1 = 1Aγ
r,t (suppy φ) + 1(Aγ

r,t (suppy φ))c
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into (6.11), where Aγ
r,t is defined in (4.1), and by suppy φ we mean the support of

φ with respect to the second variable. By Lemma 4.1, we have that, for all ε > 0,
there exists rε such that, for all r > rε ,

(6.13) P
((
Aγ

r,t (suppy φ)
)c)

< ε,

uniformly in t > 3r . Hence, it suffices to show the convergence of

(6.14) E

[
exp

(
−

n∗(t)∑
k=1

φ
(
γ

(
xik (t)

)
, x̄ik (t)

))
1Aγ

r,t (suppy φ)

]
.

We introduce yet another identity into (6.14), namely
(6.15)
1 = 1⋂N

i=1(B
γ
r,t (suppy φ,Ai)∩Bγ

r,t (suppy φ,Ai))
+ 1(

⋂N
i=1(B

γ
r,t (suppy φ,Ai)∩Bγ

r,t (suppy φ,Ai)))
c ,

where we use the shorthand notation Bγ
r,t (suppy φ,Ai) ≡ Bγ

r,t (suppy φ,Ai, e−r/2)

[recall (4.15)]. By Lemma 4.2, for all ε > 0 there exists r̄ε such that, for all r > r̄ε
and uniformly in t > 3r ,

(6.16) P

((
N⋂

i=1

(
Bγ

r,t (suppy φ,Ai) ∩Bγ
r,t (suppy φ,Ai)

))c)
< ε.

Hence, we only have to show the convergence of

E

[
exp

(
−

n∗(t)∑
k=1

φ
(
γ

(
xik (t)

)
, x̄ik (t)

))
(6.17)

× 1Aγ
r,t (suppy φ)∩(

⋂N
i=1(B

γ
r,t (suppy φ,Ai)∩Bγ

r,t (suppy φ,Ai)))

]
.

Observe that on the event in the indicator function in the last line the following
holds: If, for any i ∈ {1, . . . ,N}, γ (xk(t)) ∈ [Ai,Ai] and x̄k(t) ∈ suppy φ then also
γ (xk(r)) ∈ [Ai,Ai], and vice versa. Hence, (6.17) is equal to

E

[
exp

(
−

n∗(t)∑
k=1

φ
(
γ

(
xik (r)

)
, x̄ik (t)

))
(6.18)

× 1Aγ
r,t (suppy φ)∩(

⋂N
i=1(B

γ
r,t (suppy φ,Ai)∩Bγ

r,t (suppy φ,Ai)))

]
.

Now we apply again Lemmas 4.1 and 4.2 to see that the quantity in (6.18) is equal
to

(6.19) E

[
exp

(
−

n∗(t)∑
k=1

φ
(
γ

(
xik (r)

)
, x̄ik (t)

))]
+ O(ε).
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Introducing a conditional expectation given Frd , we get (analogous to (3.16) in [3])
as t ↑ ∞ that (6.19) is equal to

lim
t↑∞E

[
exp

(
−

n∗(t)∑
k=1

φ
(
γ

(
xik (r)

)
, x̄ik (t)

))]

= lim
t↑∞E

[
n(rd )∏
j=1

E
[
exp

(
−φ

(
γ

(
xj (r)

)
, xj (rd) − m(t) + m(t − rd)

(6.20)

+ max
i≤n(j)(t−rd )

x
(j)
i (t − rd) − m(t − rd)

))∣∣Frd

]]

= E

[
n(rd )∏
j=1

E
[
e−φ(γ (xj (r)),xj (rd )−√

2rd+M)|Frd

]]
,

where M is the limit of the centred maximum of BBM, whose distribution is given
in (3.1). Note that M is independent of Frd . The last expression is completely
analogous to equation (3.17) in [3]. Following the analysis of this expression up to
equation (3.25) in [3], we find that (6.20) is equal to

crdE

[
exp

(
−C

∑
j≤n(rd )

yj (rd)e−√
2yj (rd )

(6.21)

×
N∑

i=1

(
1 − eai

)
1Ai

(
γ

(
xj (r)

))(
e−√

2Bi − e−√
2Bi

))]
,

where yj (rd) = xj (rd) − √
2rd , limrd↑∞ crd = 1, and C is the constant from (3.1).

Using Proposition 3.2 (6.21) is in the limit as rd ↑ ∞ and r ↑ ∞ equal to

E

[
exp

(
−C

N∑
i=1

(
1 − eai

)(
e−√

2Bi − e−√
2Bi

))(
Z(Ai) − Z(Ai)

)]
(6.22)

= E

[
exp

(∫ (
e−φ(x,y) − 1

)
Z(dx)

√
2Ce−√

2y dy

)]
.

This is the Laplace functional of the process Ê , which proves Proposition 6.1. �

To prove Theorem 3.1, we need to combine Proposition 6.1 with the results on
the genealogical structure of the extremal particles of BBM obtained in [2] and the
convergence of the decoration point process � (see, e.g., Theorem 2.3 of [1]).

PROOF OF THEOREM 3.1. For xik (t) ∈ supp(E (rd/t)(t)) define the process of
recent relatives by

(6.23) �
(ik)
t,r = δ0 + ∑

j :τ ik
j >t−r

N ik
j ,
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where τ
ik
j are the branching times along the path s �→ xik (s) enumerated back-

wards in time and N ik
j the point measures of particles whose ancestor was born

at τ
ik
j . In the same way, let �

(ik)
r be independent copies of �r which is defined as

[recall (3.5)]

(6.24) �r ≡ lim
t↑∞

n(t)∑
i=1

1d(x̃i (t),x̃arg maxj≤n(t) x̃j (t)(t))≥t−rδx̃i (t)−maxj≤n(t) x̃j (t)

conditioned on maxj≤n(t) x̃j (t) ≥ √
2t , the point measure obtained from � by only

keeping particles that branched of the maximum after time t − r (see the backward
description of � in [1]). By Theorem 2.3 of [1], we have that [the labelling ik
refers to the thinned process E (rd/t)(t)](

xik (rd) − √
2rd + Mik(t − rd),�

(ik)
t,rd

)
1≤k≤n∗(t)

(6.25)
⇒ (

xj (rd) − √
2rd + Mj,�

(j)
rd

)
j≤n(rd ),

as t ↑ ∞, where Mj are independent copies of M with law ω [see (3.1)]. Moreover,

�
(j)
rd is independent of (Mj)j≤n(rd ). Looking now at the Laplace functional for the

complete point process Ẽt ,

(6.26) �̃t (φ) ≡ E
[
e− ∫

φ(x,y)Ẽt (dx,dy)],
for φ as in (6.10), and doing the same manipulations as in the proof of Proposi-
tion 6.1, shows that

(6.27) �̃t (φ) = E

[
exp

(
−

n(t)∑
k=1

φ
(
γ

(
xk(r)

)
, x̄k(t)

))]
+ O(ε).

Denote by Ct,r (D) the event

Ct,r (D) = {∀i, j ≤ n(t)
(6.28)

with xi(t), xj (t) ∈ D + m(t): d
(
xi(t), xj (t)

)
/∈ (r, t − r)

}
.

By Theorem 2.1 in [2], we know that, for each D ⊂ R compact,

(6.29) lim
r↑∞ sup

t>3r

P
((
Ct,r (D)

)c) = 0.

Hence, by introducing 1 = 1(Ct,r (suppy φ))c +1Ct,r (suppy φ) into (6.27), we obtain that

�̃t (φ) = E
[
e−∑n∗(t)

k=1 (φ(γ (xik
(r)),x̄ik

(t))+∑
j φ(γ (xik

(r)),x̄ik
(t)+(�

(ik)
t,rd

)j ))]
(6.30)

+ O(ε),
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where (�
(ik)
t,rd

)j are the atoms of �
(ik)
t,rd

. Hence, it suffices to show that

(6.31)
n∗(t)∑
k=1

∑
�

δ
(γ (xik

(r)),x̄ik
(t))+(0,(�

(ik)
t,rd

)�)

converges weakly when first taking the limit t ↑ ∞ and then the limit rd ↑ ∞ and
finally r ↑ ∞. But by (6.25),

lim
t↑∞

n∗(t)∑
k=1

∑
�

δ
(γ (xik

(r)),x̄ik
(t))+(0,(�

(ik)
t,rd

)�)

(6.32)

=
n(rd )∑
j=1

∑
�

δ
(γ (xj (r)),xj (rd )−√

2rd+Mj)+(0,(�
(j)
rd

)�)
.

The limit as first rd and then r tend to infinity of the process on the right-hand side
exists and is equal to Ẽ by Proposition 6.1 [in particular (6.3)]. This completes the
proof of Theorem 3.1. �
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