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#### Abstract

We consider probability measures on $\mathbb{R}^{\infty}$ and study optimal transportation mappings for the case of infinite Kantorovich distance. Our examples include (1) quasiproduct measures and (2) measures with certain symmetric properties, in particular, exchangeable and stationary measures. We show in the latter case that the existence problem for optimal transportation is closely related to the ergodicity of the target measure. In particular, we prove the existence of the symmetric optimal transportation for a certain class of stationary Gibbs measures.


## 1. Introduction

Let us consider two Borel probability measures $\mu, \nu$ on $\mathbb{R}^{d}$. The central result (Brenier's theorem) of the finite-dimensional optimal transportation theory establishes under fairly general assumptions the existence of the corresponding optimal transportation mapping $T$, which can be characterized by the following properties:
(1) $T=\nabla \varphi$, where $\varphi$ is a convex function,
(2) $\nu$ is the image of $\mu$ under $T: \nu=\mu \circ T^{-1}$.

The mapping $T$ exists, in particular, when both measures are absolutely continuous and have finite second moments. The second assumption can be replaced by the weaker assumption of the finiteness of the corresponding Kantorovich distance $W_{2}(\mu, \nu)$ but it does not make much difference for the finite-dimensional problems. However, this difference becomes essential in the infinite-dimensional case.

[^0]It is well known that the optimal transportation mapping $T$ solves the socalled Monge problem, meaning that $T$ minimizes the functional

$$
\int_{\mathbb{R}^{d}}\|r(x)-x\|^{2} d \mu(x)
$$

among the mappings $r: \mathbb{R}^{d} \mapsto \mathbb{R}^{d}$ pushing forward $\mu$ onto $\nu$. Here $\|\cdot\|$ is the standard Euclidean norm. The corresponding minimal value coincides with the squared Kantorovich distance $W_{2}^{2}(\mu, \nu)$.

Now let us consider a couple of measures on an infinite-dimensional linear space $X$. To avoid unessential technicalities, we will assume everywhere that $X=\mathbb{R}^{\infty}$. We deal throughout with the standard Hilbert norm

$$
\|x\|^{2}:=\|x\|_{l^{2}}^{2}=\sum_{i=1}^{\infty} x_{i}^{2}
$$

which takes infinite value almost everywhere with respect to most of the measures we are interested in.

What is a natural analogue of the Brenier theorem in this setting? To understand the situation better, let us consider the Gaussian model.

EXAMPLE 1.1
Let $\gamma=\prod_{i=1}^{\infty} \gamma_{i}=\prod_{i=1}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\frac{x_{i}^{2}}{2}} d x_{i}$ be the standard Gaussian product measure on $\mathbb{R}^{\infty}$, and let $H=l^{2}$ be the corresponding Cameron-Martin space. More generally, one can consider any abstract Wiener space.

The optimal transportation problem is well understood for the case of measures $\mu$ and $\nu$ which are absolutely continuous with respect to $\gamma$. The most general results were obtained in [12]. (Another approach has been developed in [15].) In particular, for a broad class of probability measures $f \cdot \gamma$ absolutely continuous with respect to $\gamma$, there exists a transportation mapping $T(x)=x+\nabla \varphi(x)$ minimizing the cost

$$
\int\|T(x)-x\|_{l^{2}}^{2} d \gamma
$$

and pushing forward $\gamma$ onto $f \cdot \gamma$. Analogously, there exists a transportation mapping pushing forward $f \cdot \gamma$ onto $\gamma$. The gradient operator $\nabla$ is understood with respect to the $\langle\cdot, \cdot\rangle_{l^{2}}$-scalar product.

It is known (this follows from the so-called Talagrand transportation inequality) that under the assumption that $\int f \log f d \gamma<\infty$ the Kantorovich distance between $\gamma$ and $f \cdot \gamma$ is finite:

$$
W_{2}^{2}(\gamma, f \cdot \gamma)=\int\|T(x)-x\|_{l^{2}}^{2} d \gamma<\infty
$$

In particular, $\nabla \varphi(x) \in l^{2}$ for $\gamma$-almost all $x$. For more on optimal transportation on the Wiener space, the corresponding Monge-Ampére equation, regularity issues, and transportation on other infinite-dimensional spaces, see [4], [6], [8], [11], and [10].

In this article we study situations in which the Kantorovich distance between measures is a priori infinite. This makes it generally impossible to understand $T$ as a solution to a certain minimization problem. Nevertheless, we have many good candidates that may be called "optimal transportation" in many particular cases. The following example motivates our study.

EXAMPLE 1.2
(1) Let $\mu=\prod_{i=1}^{\infty} \mu_{i}\left(d x_{i}\right), \nu=\prod_{i=1}^{\infty} \nu_{i}\left(d x_{i}\right)$ be product probability measures. Assume that all $\mu_{i}$ 's have densities. Then there exists a mass transportation mapping $T$ pushing forward $\mu$ onto $\nu$ which has the form

$$
T(x)=\left(T_{1}\left(x_{1}\right), \ldots, T_{i}\left(x_{i}\right), \ldots\right)
$$

where $T_{i}\left(x_{i}\right)$ is the 1-dimensional optimal transportation pushing forward $\mu_{i}$ onto $\nu_{i}$.
(2) Let us consider the Gaussian measure $\mu$ which is a pushforward image of the standard Gaussian measure $\gamma$ under a linear mapping $T(x)=A x$ with $A$ symmetric and positive. It is well known (and can be obtained from the law of large numbers) that $\gamma$ and $\mu$ are mutually singular even in the simplest case $A=2 \cdot$ Id. Because it is linear and given by a positive symmetric operator, $T$ is "optimal." Heuristically,

$$
T(x)=\frac{1}{2} \nabla\langle A x, x\rangle
$$

It is clear that in both cases $T$ cannot be obtained as a minimizer of a functional of the type $\int\|T(x)-x\|_{l^{2}}^{2} d \mu$.

We state now the central problem of this article.

## PROBLEM 1.3

Let $\mu$ and $\nu$ be two probability measures on $\mathbb{R}^{\infty}$. When does there exist a transportation mapping $T$ pushing forward $\mu$ onto $\nu$ which is "optimal" for the cost function $c(x, y)=\|x-y\|_{l^{2}}^{2}$ ?

In this article we deal with two model situations.

## Quasiproduct measures

We assume that both measures have densities with respect to product probability measures (see [5], [7], [8], [11], [10], and [18])

$$
\begin{aligned}
\mu & =f \cdot \mu_{0}, \quad \nu=g \cdot \nu_{0} \\
\mu_{0} & =\prod_{i=1}^{\infty} \mu_{i}\left(d x_{i}\right), \quad \quad \nu_{0}=\prod_{i=1}^{\infty} \nu_{i}\left(d x_{i}\right)
\end{aligned}
$$

Then the corresponding "optimal transportation" is a small perturbation of the diagonal mapping considered in Example 1.2.

## Symmetric measures

It is possible to give a meaning to the Monge-Kantorovich optimization problem if we restrict ourselves to a certain class of symmetric measures. In this article we consider two types of symmetry: exchangeable measures (invariant with respect to finite permutations of coordinates) and stationary measures on $\mathbb{R}^{\infty}$ (invariant with respect to shifts of coordinates). Note that $\|x-y\|_{l^{2}}^{2}$ is symmetric with respect to both types of symmetry. More generally, let $G$ be a group of linear operators which acts on $X=Y=\mathbb{R}^{\infty}$ and $X \times Y: x \rightarrow g x,(x, y) \rightarrow(g x, g y)$, $g \in G$, and preserves the cost function $c(x, y)$. We assume that every basic vector $e_{j}$ can be obtained from any other $e_{i}$ by the action of this group: there exists $g \in G$ such that $e_{i}=g e_{j}$. Note that under these assumptions all the coordinates are identically distributed. This leads us to the following definition: given $G$ invariant marginals $\mu$ and $\nu$, we call $\pi$ an optimal (symmetric, invariant) solution to the Monge-Kantorovich problem if $\pi$ solves the Monge-Kantorovich problem

$$
\int\left(x_{1}-y_{1}\right)^{2} d \pi \rightarrow \min
$$

among all of the measures which are invariant with respect to $G$. If there exists a mapping $T$ such that its graph $\Gamma=\{x, T(x)\}$ satisfies $m(\Gamma)=1$, we say that $T$ is an optimal transportation mapping pushing forward $\mu$ onto $\nu$.

The following counterexample, however, demonstrates that the optimal transportation may fail to exist for a quite simple reason.

EXAMPLE 1.4
Let $\mu=\gamma$ be the standard Gaussian measure on $\mathbb{R}^{\infty}$, and let

$$
\nu=\frac{1}{2}\left(\gamma+\gamma_{2}\right)
$$

be the average of $\gamma$ and its homothetic image $\gamma_{2}=\gamma \circ S^{-1}$, where $S(x)=2 x$. There is no mass transportation $T$ of $\mu$ to $\nu$ which commutes with any cylindrical rotation. Indeed, any such mapping must have the form $T(x)=g(x)\left(x_{1}, x_{2}, \ldots\right)=$ $g(x) \cdot x$, where $g$ is invariant with respect to any "rotation," in particular, with respect to any coordinate permutation. But any function $g$ of this type is constant $\gamma$-almost everywhere. This is a corollary of the Hewitt-Savage zero-one law. It is clear that there is no mass transportation of this type for the given target measure.

There is a general principle behind this simple example. Recall that a measure $\mu$ is called ergodic with respect to a group action $G$ if for every $G$-invariant set $A$ one has either $\mu(A)=1$ or $\mu(A)=0$. It follows directly from the definition that there does not exist a bijective mass transportation $T$ pushing forward $\mu$ onto $\nu$ such that $T \circ g=g \circ T$ for every $g \in G$, provided $\mu$ is $G$-ergodic but $\nu$ is not.

This observation leads to the following problem.

PROBLEM 1.5
Let $G$ be a group of linear operators acting on $\mathbb{R}^{\infty}$ and preserving $l_{2}$-distance
(model example: group of shifts). Let $\mu, \nu$ be ergodic $G$-invariant measures. When does there exist a transportation $T: \mathbb{R}^{\infty} \mapsto \mathbb{R}^{\infty}$ pushing forward $\mu$ onto $\nu$, which commutes with $G$ and minimizes the Monge functional $T \mapsto \int_{\mathbb{R}^{\infty}}\left(T_{1}(x)-x_{1}\right)^{2} d \mu$ ?

Trivially, the ergodicity by itself is not sufficient for an affirmative answer to this problem. In addition to it, we need to have certain infinite-dimensional analogues of "absolute continuity" for the source measure $\mu$.

We believe that the symmetric transportation problem must have a deep and very interesting relation to ergodic theory. The second author [25] studied the interplay between ergodic decompositions and transportation theory. Another interesting connection has been established in [3]. It was shown that the Birkhoff ergodic theorem implies equivalence between optimality and the so-called cyclical monotonicity property. The related problems on optimal transportation in symmetric settings have been considered in [22] (stationary processes), in [23] (symmetric measures on graphs), and in [19], [20], and [9] (ergodic theory). Transportation problems with symmetries have been studied in [13] and [21]. Further development of the duality theory for transportation problem with linear restriction has been obtained in [26].

The article is organized as follows. In Section 2 we give preliminaries in transportation theory and ergodic theory, and we recall some important results on log-concave measures. In Section 3 we establish sufficient conditions for the existence of optimal transportation mappings which are obtained as almost everywhere limits of finite-dimensional approximations. The applications of this result are obtained in Section 4. Here we prove the existence of optimal transportation for a couple of measures having densities with respect to product measures. In Section 5 we discuss the invariant optimal transportation problem, consider examples, and prove some basic facts. In Section 6 we briefly discuss Kantorovich duality for a problem which is invariant with respect to the action of a group. In Section 7 we construct a nontrivial example of a symmetric optimal transportation $T$. Namely, we establish sufficient conditions for the existence of $T$ pushing forward a stationary measure into the standard Gaussian measure. Finally, we apply this result to a certain class of Gibbs measures.

## 2. Preliminaries

### 2.1. Optimal transportation problem

PROBLEM 2.1 (KANTOROVICH PROBLEM)
Given two probability measures $\mu$ and $\nu$ on the spaces $X$ and $Y$, respectively, and a cost function $c: X \times Y \mapsto \mathbb{R} \cup\{+\infty\}$, we are looking for the minimum of the functional

$$
W_{2}^{2}(\mu, \nu)=\inf \left\{\int\|x-y\|^{2} d m: m \in P(\mu, \nu)\right\}
$$

on the space $P(\mu, \nu)$ of probability measures with fixed projections: $\operatorname{Pr}_{X} m=\mu$, $\operatorname{Pr}_{Y} m=\nu$.

In the classical setup $X=Y=\mathbb{R}^{n}, c=|x-y|^{2}$, the solution $m$ is supported on the graph of a mapping $T: \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ (see [2], [5], [24]):

$$
m(\Gamma)=1, \quad \text { where } \Gamma=\left\{(x, T(x)), x \in \mathbb{R}^{d}\right\} .
$$

The functional $W_{2}(\mu, \nu)$ is a distance in the space of probability measures. In what follows we call it the Kantorovich distance. The mapping $T$ is called the optimal transportation of $\mu$ onto $\nu$.

Another well-known fact which will be used throughout the article is the following relation, called the Kantorovich duality:

$$
W_{2}(\mu, \nu)=-\frac{1}{2} J(\varphi, \psi),
$$

where

$$
J(\varphi, \psi)=\inf _{\varphi, \psi}\left\{\int\left(\varphi(x)-\frac{|x|^{2}}{2}\right) d \mu+\int\left(\psi(y)-\frac{|y|^{2}}{2}\right) d \nu, \varphi(x)+\psi(y) \geq\langle x, y\rangle\right\}
$$

and where the infimum is taken over couples of integrable Borel functions $\varphi(x), \psi(y)$. The function $\varphi$ in the dual problem coincides with the potential generating the transportation mapping

$$
T=\nabla \varphi
$$

### 2.2. Ergodic decomposition

Given a Borel transformation $S: X \mapsto X$ of the space $X$ we call a Borel probability measure $\mu$ ergodic if any $S$-invariant measurable set $A$ has the property $\mu(A)=1$ or $\mu(A)=0$. A similar terminology is used if instead of a single mapping $S$ we deal with a family $G$ of transformations.

The ergodic $G$-invariant measures are extreme points of the set of all $G$ invariant measures; hence, any $G$-invariant measure can be represented as the average of $G$-invariant ergodic measures. The famous de Finetti theorem establishes decomposition of this type for a class of exchangeable measures, that is, measures invariant with respect to a permutation of a finite number of coordinates.

## THEOREM 2.2

Let $\mathcal{P}$ be the space of Borel probability measures on $\mathbb{R}$ equipped with the weak topology. Then for every Borel exchangeable $\mu$ on $\mathbb{R}^{\infty}$ there exists a Borel probability measure $\Pi$ on $\mathcal{P}$ such that

$$
\mu(B)=\int m^{\infty}(B) \Pi(d m)
$$

for every Borel $B \subset \mathbb{R}^{\infty}$.
Yet another example of the ergodic decomposition where a precise description is possible is given by rotationally invariant measures (see Example 5.9).

### 2.3. Log-concave measures and functional inequalities

We recall that a probability measure $\mu$ on $\mathbb{R}^{n}$ is called log-concave if it has the form $\left.e^{-V} \cdot \mathcal{H}^{k}\right|_{L}$, where $\mathcal{H}^{k}$ is the $k$-dimensional Hausdorff measure, $k \in$ $\{0,1, \ldots, n\}, L$ is an affine subspace, and $V$ is a convex function.

In what follows we consider uniformly log-concave measures. Roughly speaking, these are the measures with potential $V$ satisfying

$$
V(x)-V(y)-\langle\nabla V(y), x-y\rangle \geq \frac{K}{2}|x-y|^{2},
$$

which is equivalent to $D^{2} V \geq K$ • Id in the smooth (finite-dimensional) case. Here $K$ is a positive constant.

More precisely, we say that a probability measure $\mu$ is $K$-uniformly logconcave $(K>0)$ if for any $\varepsilon>0$ the measure $\hat{\mu}=\frac{1}{Z} e^{\frac{K-\varepsilon}{2}|x|^{2}} \cdot \mu$ is log-concave for a suitable renormalization factor $Z$. It is well known (see Borell [8]) that the projections of log-concave measures are log-concave. (This is in fact a corollary of the Brunn-Minkowski theorem.) It can be easily checked that the uniform log-concavity is preserved by projections as well. We can extend this notion to the infinite-dimensional case. Namely, we call a probability measure $\mu$ on a locally convex space $X$ log-concave ( $K$-uniformly log-concave with $K>0$ ) if its images $\mu \circ l^{-1}, l \in X^{*}$, under linear continuous functionals are all log-concave ( $K$-uniformly log-concave with $K>0$ ).

Throughout the article we apply the following estimate (see [15], [17]), which generalizes the famous Talagrand transportation inequality.

## THEOREM 2.3 (GENERALIZED TALAGRAND INEQUALITY)

Let $m$ be a $K$-uniformly log-concave probability measure with some $K>0$. Then for any couple of probability measures $\mu=e^{-V} d x, \nu=e^{-W} d x$ and the corresponding optimal mappings $\nabla \varphi_{\mu}, \nabla \varphi_{\nu}$, pushing forward $\mu$, $\nu$ onto $m$, respectively, one has the estimate

$$
\operatorname{Ent}_{\nu}\left(\frac{\mu}{\nu}\right)=\int \log \frac{d \mu}{d \nu} d \mu=\int(W-V) d \mu \geq \frac{K}{2} \int\left|\nabla \varphi_{\mu}-\nabla \varphi_{\nu}\right|^{2} d \mu
$$

Another result used in the article is Caffarelli's contraction theorem. Here is the version from [17, Theorem 7.4] (see also [16]).

## THEOREM 2.4 (CAFFARELLI CONTRACTION THEOREM)

Let $\nabla \Phi$ be the optimal transportation of the probability measure $\mu=e^{-V} d x$ into $\nu=e^{-W} d x$. Assume that for some positive $c, C$ one has $D^{2} V \leq C \cdot \operatorname{Id}, D^{2} W \geq$ $c \cdot$ Id. Then $\nabla \Phi$ is Lipschitz with $\|\nabla \Phi\|_{\text {Lip }} \leq \sqrt{\frac{C}{c}}$.

The quantity $\operatorname{Ent}_{\nu}\left(\frac{\mu}{\nu}\right)$ is called the relative entropy or the Kullback-Leibler distance between $\mu$ and $\nu$.

## 3. Sufficient condition for existence of limits of finite-dimensional optimal mappings

### 3.1. Preliminary finite-dimensional estimates

Let $\mu$ and $\nu$ be probability measures on $\mathbb{R}^{d}$, and let $T(x)=\nabla \varphi(x)$ be the optimal transportation mapping pushing forward $\mu$ onto $\nu$. Let us denote by $\mu_{v}$ the images of $\mu$ under the shifts $x \mapsto x+v, v \in \mathbb{R}^{d}$. It will be assumed throughout that the $\mu_{v}$ 's have densities with respect to $\mu$ :

$$
\frac{d \mu_{v}}{d \mu}=e^{\beta_{v}} .
$$

LEMMA 3.1
For every $p, q \geq 1$ with $\frac{1}{p}+\frac{1}{q}=1, \varepsilon \geq 0$, and $e \in \mathbb{R}^{d}$

$$
\begin{array}{r}
\int|\varphi(x+t e)-\varphi(x)|^{1+\varepsilon} d \mu \leq t^{1+\varepsilon}\left\||\langle x, e\rangle|^{1+\varepsilon}\right\|_{L^{p}(\nu)} \cdot \sup _{0 \leq s \leq t}\left\|e^{\beta_{s e}}\right\|_{L^{q}(\mu)}, \\
\int\left(\varphi(x+t e)-\varphi(x)-t \partial_{e} \varphi(x)\right) d \mu \leq t\|\langle x, e\rangle\|_{L^{p}(\nu)} \cdot \sup _{0 \leq s \leq t}\left\|e^{\beta_{s e}}-1\right\|_{L^{q}(\mu)} .
\end{array}
$$

Proof
One has $\varphi(x+t e)-\varphi(x)=\int_{0}^{t} \partial_{e} \varphi(x+s e) d s$. Hence,

$$
\begin{aligned}
& \int|\varphi(x+t e)-\varphi(x)|^{1+\varepsilon} d \mu \\
& \quad \leq t^{\varepsilon} \iint_{0}^{t}\left|\partial_{e} \varphi\right|^{1+\varepsilon}(x+s e) d s d \mu \\
& \quad=t^{\varepsilon} \int_{0}^{t}\left[\int\left|\partial_{e} \varphi\right|^{1+\varepsilon} e^{\beta_{s e}} d \mu\right] d s \leq t^{1+\varepsilon}\left\|\left|\partial_{e} \varphi\right|^{1+\varepsilon}\right\|_{L^{p}(\mu)} \cdot \sup _{0 \leq s \leq t}\left\|e^{\beta_{s e}}\right\|_{L^{q}(\mu)} \\
& \quad=t^{1+\varepsilon}\left\||\langle x, e\rangle|^{1+\varepsilon}\right\|_{L^{p}(\nu)} \cdot \sup _{0 \leq s \leq t}\left\|e^{\beta_{s e}}\right\|_{L^{q}(\mu)} .
\end{aligned}
$$

Applying the same arguments one gets

$$
\begin{aligned}
\int\left(\varphi(x+t e)-\varphi(x)-t \partial_{e} \varphi(x)\right) d \mu & =\iint_{0}^{t}\left(\partial_{e} \varphi(x+s e)-\partial_{e} \varphi(x)\right) d s d \mu \\
& =\int\left[\int_{0}^{t}\left(e^{\beta_{s e}}-1\right) d s\right] \partial_{e} \varphi(x) d \mu \\
& \leq t^{\frac{1}{p}}\left\|\partial_{e} \varphi\right\|_{L^{p}(\mu)}\left[\iint_{0}^{t}\left|e^{\beta_{s e}}-1\right|^{q} d s d \mu\right]^{\frac{1}{q}}
\end{aligned}
$$

The desired estimate follows from the change of variables formula and trivial uniform bounds.

In addition, we will apply the following elementary lemma.

LEMMA 3.2
Assume that a sequence $\left\{T_{n}\right\}$ of measurable mappings $T_{n}: \mathbb{R}^{\infty} \rightarrow \mathbb{R}^{\infty}$ converges to a mapping $T$ in the following sense: for every $e_{i}, \lim _{n}\left\langle T_{n}, e_{i}\right\rangle=\left\langle T, e_{i}\right\rangle$ in measure with respect to $\mu$. Then the measures $\left\{\mu \circ T_{n}^{-1}\right\}$ converge weakly to $\mu \circ T^{-1}$.

### 3.2. Existence theorem

We consider a couple of Borel probability measures $\mu$ and $\nu$ on $\mathbb{R}^{\infty}$, where $\mathbb{R}^{\infty}$ is the space of all real sequences: $\mathbb{R}^{\infty}=\prod_{i=1}^{\infty} \mathbb{R}_{i}$. We deal with the standard coordinate system $x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right)$ and the standard basis vectors $e_{i}=$ $\left(\delta_{i j}\right)$. The projection on the first $n$ coordinates will be denoted by $P_{n}: P_{n}(x)=$ $\left(x_{1}, \ldots, x_{n}\right)$. We use notation $\|x\|,\langle x, y\rangle$ for the Hilbert space norm and inner product, respectively: $\|x\|=\sum_{i=1}^{\infty} x_{i}^{2},\langle x, y\rangle=\sum_{i=1}^{\infty} x_{i} y_{i}$. We use the notation $\mathbb{E}_{\mu}^{n}$ for the conditional expectation with respect to $\mu$ and the $\sigma$-algebra generated by $x_{1}, \ldots, x_{n}$. For any product measure $P=\prod_{i=1}^{\infty} p_{i}\left(x_{i}\right) d x_{i}$ its projection $P_{n}=$ $P \circ P_{n}^{-1}$ has the form $\prod_{i=1}^{n} p_{i}\left(x_{i}\right) d x_{i}$, and the projection $(f \cdot P) \circ P_{n}^{-1}=f_{n} \cdot P_{n}$ of the measure $f \cdot P$ satisfies $f_{n}=\mathbb{E}_{P}^{n} f$. Everywhere below we agree that every cylindrical function $f=f\left(x_{1}, \ldots, x_{n}\right)$ can be extended to $\mathbb{R}^{\infty}$ by the formula $x \rightarrow f_{n}\left(P_{n} x\right)$.

It will be assumed throughout the article that the shifts of $\mu$ along any vector $v=t e_{i}$ are absolutely continuous with respect to $\mu$ :

$$
\frac{d \mu_{v}}{d \mu}=e^{\beta_{v}} .
$$

In Section 3, moreover, the following assumption holds.

## ASSUMPTION A

For every basic vector $e=e_{i}$ there exist $p \geq 1, q \geq 1$, satisfying $\frac{1}{p}+\frac{1}{q}=1$, and $\varepsilon>0$ such that

$$
\int|\langle x, e\rangle|^{(1+\varepsilon) p} d \nu<\infty
$$

and

$$
p(t)=\sup _{0 \leq s \leq t} \int\left|e^{\beta_{s e}}-1\right|^{q} d \mu
$$

satisfies $\lim _{t \rightarrow 0} p(t)=0$.
Let $\mu_{n}=\mu \circ P_{n}^{-1}(x), \nu_{n}=\nu \circ P_{n}^{-1}(y)$ be the projections of $\mu, \nu$. For every $v=t e_{i}$ let us set

$$
\frac{d\left(\mu_{n}\right)_{v}}{d \mu_{n}}=e^{\beta_{v}^{(n)}} .
$$

It is easy to check that the projections of $\mu, \nu$ satisfy Assumption A.

## LEMMA 3.3

For every $n \in \mathbb{N}$ and every $e=e_{i}$ one has

$$
\int\left|\left\langle P_{n}(x), e\right\rangle\right|^{p} d \nu_{n} \leq \int|\langle x, e\rangle|^{p} d \nu, \quad \int\left|e^{\beta_{e}^{(n)}}-1\right|^{q} d \mu_{n} \leq \int\left|e^{\beta_{e}}-1\right|^{q} d \mu
$$

Proof
The first estimate is trivial. To prove the second one, let us note that $e^{\beta_{v}^{(n)}}=$ $\mathbb{E}_{\mu}^{n} e^{\beta_{v}}$. The claim follows from the Jensen inequality and convexity of the function $t \rightarrow|t-1|^{q}$.

We denote by $\pi_{n}$ the optimal transportation plan for the couple $\left(\mu_{n}, \nu_{n}\right)$. Let $\varphi_{n}(x)$ and $\psi_{n}(y)$ solve the dual Kantorovich problem. Let us recall that $\nabla \varphi_{n}$ $\left(\nabla \psi_{n}\right)$ is the optimal transportation mapping sending $\mu_{n}$ to $\nu_{n}\left(\nu_{n}\right.$ to $\left.\mu_{n}\right)$. One has

$$
\varphi_{n}(x)+\psi_{n}(y) \geq\left\langle P_{n} x, P_{n} y\right\rangle
$$

for every $x, y$. The equality is attained on the support of $\pi_{n}$. In particular,

$$
\varphi_{n}(x)+\psi_{n}\left(\nabla \varphi_{n}(x)\right)=\left\langle P_{n} x, \nabla \varphi_{n}(x)\right\rangle .
$$

It is easy to check that $\left\{\pi_{n}\right\}$ is a tight sequence. By the Prokhorov theorem, one can extract a weakly convergent subsequence $\pi_{n_{k}} \rightarrow \pi$. Note that $\pi_{n}$ is not the projection of $\pi$.

The main result of the section is the following theorem.

THEOREM 3.4
Assume that Assumption A is fulfilled and, in addition, that

$$
F_{n}(x, y, 0,0)=\varphi_{n}(x)+\psi_{n}(y)-\left\langle P_{n} x, P_{n} y\right\rangle \rightarrow 0
$$

in measure with respect to $\pi$. Then there exists a mapping $T: \mathbb{R}^{\infty} \mapsto \mathbb{R}^{\infty}$ such that

$$
T(x)=y
$$

for $\pi$-almost all $(x, y)$.
In what follows we will pass several times to subsequences and use for the new subsequences the same index $n$ again, with the agreement that $n$ takes values in another infinite set $\mathbb{N}^{\prime} \subset \mathbb{N}$. Let us fix unit vectors $e_{i}, e_{j}$ for some $i, j \in \mathbb{N}$, and consider the sequence of nonnegative functions

$$
F_{n}(x, y, t, s)=\varphi_{n}\left(x+t e_{i}\right)+\psi_{n}\left(y+s e_{j}\right)-\left\langle P_{n}\left(x+t e_{i}\right), P_{n}\left(y+s e_{j}\right)\right\rangle
$$

with $n>i, n>j$.

## LEMMA 3.5

There exists an $L^{1+\varepsilon}(\pi)$-weakly convergent subsequence

$$
\varphi_{n_{k}}\left(x+t e_{i}\right)-\varphi_{n_{k}}(x) \rightarrow U(x) .
$$

The following relation holds for the limiting function $U(x)$ :

$$
\left|\int U(x) d \mu-t \int\left\langle y, e_{i}\right\rangle d \nu\right| \leq C t p(t)
$$

Proof
Taking into account that $\int F_{n}(x, y, 0,0) d \pi_{n}=0$, one obtains

$$
\int F_{n}(x, y, t, 0) d \pi_{n}=\int F_{n}(x, y, t, 0) d \pi_{n}-\int F_{n}(x, y, 0,0) d \pi_{n} \geq 0
$$

Note that the right-hand side equals

$$
\int\left(F_{n}(x, y, t, 0)-F_{n}(x, y, 0,0)\right) d \pi_{n}=\int\left[\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)-t\left\langle y, e_{i}\right\rangle\right] d \pi_{n}
$$

Taking into account that the projection of $\pi_{n}$ onto $X$ coincides with $\mu_{n}$ and $\varphi_{n}$ depends on the first $n$ coordinates, one finally obtains that for $n>i$ the latter is equal to

$$
\begin{aligned}
& \int\left[\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)\right] d \mu-t \int\left\langle y, e_{i}\right\rangle d \nu \\
& \quad=\int\left[\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)-t \partial_{e_{i}} \varphi_{n}(x)\right] d \mu
\end{aligned}
$$

It follows from Lemmas 3.1 and 3.3 and Assumption A that

$$
\begin{equation*}
\left|\int F_{n}(x, y, t, 0) d \pi_{n}\right| \leq C t p(t) \tag{1}
\end{equation*}
$$

Since $\varphi_{n}$ depends on a finite number of coordinates (at most $n$ ), one has

$$
\int\left|\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)\right|^{1+\varepsilon} d \mu=\int\left|\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)\right|^{1+\varepsilon} d \mu_{n}
$$

Hence, by Lemma 3.1

$$
U_{n}(x)=\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x) \in L^{1+\varepsilon}(\mu)
$$

and, moreover, $\sup _{n}\left\|U_{n}\right\|_{L^{1+\varepsilon}(\mu)}<\infty$. Thus, there exists a function $U \in L^{1+\varepsilon}(\mu)$ such that for some subsequence $n_{k}$

$$
\varphi_{n_{k}}\left(x+t e_{i}\right)-\varphi_{n_{k}}(x) \rightarrow U(x)
$$

weakly in $L^{1+\varepsilon}(\mu)$. Passing to the limit we obtain from (1) that

$$
\left|\int U(x) d \mu-t \int\left\langle y, e_{i}\right\rangle d \nu\right| \leq C t p(t) .
$$

LEMMA 3.6
Assume that $F_{n}(x, y, 0,0) \rightarrow 0$ in measure with respect to $\pi$. Then

$$
U(x)-t\left\langle y, e_{i}\right\rangle \geq 0
$$

for $\pi$-almost all $(x, y)$.

Proof
Note that

$$
\begin{aligned}
& {\left[\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)-t\left\langle y, e_{i}\right\rangle\right]+F_{n}(x, y, 0,0)} \\
& \quad=\varphi_{n}\left(x+t e_{i}\right)+\psi_{n}(y)-\left\langle P_{n} y, P_{n}\left(x+t e_{i}\right)\right\rangle
\end{aligned}
$$

is a nonnegative function for every $n$. Since $F_{n}(x, y, 0,0) \rightarrow 0$ in measure, there exists a subsequence (denoted again by $F_{n}$ ) which converges to zero $\pi$-almost everywhere. Since $f_{n}=\varphi_{n}\left(x+t e_{i}\right)-\varphi_{n}(x)-t\left\langle y, e_{i}\right\rangle$ converges to $f=U(x)-$ $t\left\langle y, e_{i}\right\rangle$ weakly in $L^{1+\varepsilon}(\pi)$, one can assume (passing again to a subsequence) that $\frac{1}{N} \sum_{n=1}^{N} f_{n} \rightarrow f \pi$-almost everywhere. Since $f_{n}+F_{n} \geq 0$, this implies that $f \geq 0$ $\pi$-almost everywhere.

## PROPOSITION 3.7

Assume that there exists a sequence of continuous functions

$$
f_{n}\left(x_{1}, \ldots, x_{n}\right), g_{n}\left(y_{1}, \ldots, y_{n}\right) \in L^{1}\left(\pi_{n}\right)
$$

such that $G_{n}=f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}$ has the following properties:
(1) $G_{n} \geq 0$,
(2) $G_{n} \leq G_{m}, \forall n \leq m, x, y \in \mathbb{R}^{m}$,
(3) $\sup _{n} \int G_{n} d \pi_{n}<\infty$.

Then $F_{n}(x, y, 0,0) \rightarrow 0$ in $L^{1}(\pi)$.
Proof
We start with the identity $\int F_{n}(x, y, 0,0) d \pi_{n}=0$ and rewrite it as
(2) $0=\int\left(\varphi_{n}-f_{n}\right) d \mu+\int\left(\psi_{n}-g_{n}\right) d \nu+\int\left(f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi_{n}$.

Since $\varphi_{n}, \psi_{n}$ are defined up to a constant, one can assume that $\int\left(\psi_{n}-g_{n}\right) d \nu=0$. Thus, $-\int\left(\varphi_{n}-f_{n}\right) d \mu=\int\left(f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi_{n}$. It follows from (1) and (3) that the right-hand side is a bounded sequence of nonnegative numbers. Passing to a subsequence we may assume that the right-hand side has a limit. It follows from the weak convergence $\pi_{n} \rightarrow \pi$ and the monotonicity property (2) that for every $k$

$$
\begin{aligned}
\underline{\lim }_{n} \int\left(f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi_{n} & \geq \varliminf_{n} \int\left(f_{k}(x)+g_{k}(y)-\sum_{i=1}^{k} x_{i} y_{i}\right) d \pi_{n} \\
& =\int\left(f_{k}(x)+g_{k}(y)-\sum_{i=1}^{k} x_{i} y_{i}\right) d \pi
\end{aligned}
$$

Hence,

$$
\varliminf_{n} \int\left(f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi_{n} \geq \lim _{k} \int\left(f_{k}(x)+g_{k}(y)-\sum_{i=1}^{k} x_{i} y_{i}\right) d \pi
$$

where the limit on the right-hand side exists, because the sequence is monotone. Hence, we get from (2)

$$
0 \geq \lim _{n} \int\left(\varphi_{n}-f_{n}\right) d \mu+\lim _{n} \int\left(f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi
$$

Taking into account that $\int g_{n} d \pi=\int g_{n} d \nu=\int \psi_{n} d \nu=\int \psi_{n} d \pi$, we obtain

$$
\begin{aligned}
0 & \geq \lim _{n} \int\left(\varphi_{n}-f_{n}\right)(x) d \mu+\lim _{n} \int\left(f_{n}(x)+g_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi \\
& =\lim _{n}\left(\int\left(\varphi_{n}(x)+\psi_{n}(y)-\sum_{i=1}^{n} x_{i} y_{i}\right) d \pi\right) \geq 0
\end{aligned}
$$

The proof is complete.
Finally, we obtain a sufficient condition for the existence of an optimal mapping in the infinite-dimensional case.

## Proof of Theorem 3.4

Let us fix $e_{i}$, and choose a sequence of numbers $t_{n} \rightarrow 0$. We get from Lemmas 3.5 and 3.6 that there exist $\pi$-almost everywhere nonnegative functions $U_{t_{n}}(x)-t_{n}\left\langle y, e_{i}\right\rangle$ with $\int\left(U_{t_{n}}(x)-t_{n}\left\langle y, e_{i}\right\rangle\right) d \pi=o\left(t_{n}\right)$. Hence, $\lim _{t_{n} \rightarrow 0} \int\left(\frac{U_{t_{n}}(x)}{t_{n}}-\right.$ $\left.\left\langle y, e_{i}\right\rangle\right) d \pi=0$. Taking into account that $\frac{U_{t_{n}}(x)}{t_{n}}-\left\langle y, e_{i}\right\rangle \geq 0$ for $\pi$-almost all $(x, y)$, we conclude that $\frac{U_{t_{n}}(x)}{t_{n}}$ converges $\mu$-almost everywhere and in $L^{1}(\mu)$ to a function $u_{i}(x)$ satisfying $u_{i}(x)-\left\langle y, e_{i}\right\rangle \geq 0 \pi$-almost everywhere and $\int\left(u_{i}(x)-\right.$ $\left.\left\langle y, e_{i}\right\rangle\right) d \pi=0$. Clearly, $u(x)=\left\langle y, e_{i}\right\rangle$ for $\pi$-almost all $(x, y)$. Repeating these arguments for every $i \in \mathbb{N}$, we get the claim.

## 4. Application: Quasiproduct case

The main result of this section is a generalization of the optimal transport existence theorem for Gaussian measures. Recall that by results from [12] and [15] for the standard Gaussian measure $\gamma=\prod_{i=1}^{\infty} \gamma_{i}\left(d x_{i}\right), \gamma_{i} \sim \mathcal{N}(0,1)$, the existence of the optimal transportation mapping pushing forward $f \cdot \gamma$ onto $g \cdot \gamma$ is established, for instance, under the assumption that $\int f \log f d \gamma<\infty, \int g \log g d \gamma<\infty$. We give in this section a generalization of this result for a wide class of quasiproduct measures.

Let us consider two product reference measures

$$
P=\prod_{i=1}^{\infty} p_{i}\left(x_{i}\right) d x_{i}, \quad Q=\prod_{i=1}^{\infty} q_{i}\left(x_{i}\right) d x_{i},
$$

and fix the diagonal infinite transportation mapping

$$
T(x)=\left(T_{1}\left(x_{1}\right), \ldots, T_{n}\left(x_{n}\right), \ldots\right)
$$

where $T_{i}\left(x_{i}\right)$ pushes forward $p_{i}\left(x_{i}\right) d x_{i}$ onto $q_{i}\left(x_{i}\right) d x_{i}$. Clearly, $T$ takes $P$ onto $Q$. The inverse mapping $S=T^{-1}$ has the same diagonal structure:

$$
S(x)=\left(S_{1}\left(x_{1}\right), \ldots, S_{n}\left(x_{n}\right), \ldots\right) .
$$

## THEOREM 4.1

Let $\mu=f \cdot P$ and $\nu=g \cdot Q$ be probability measures satisfying Assumption $A$ of the previous section. Assume, in addition, that
(1) there exists $K>0$ such that every $q_{i}$ is $K$-uniformly log-concave;
(2) there exists $M>0$ such that

$$
S_{i}^{\prime}\left(x_{i}\right) \leq M
$$

for all $i, x_{i}$;
(3) assume that either (a) or (b) holds for some constants $C>c>0$ :
(a) $g \log ^{2} g \in L^{1}(Q), \frac{1}{f} \in L^{1}(P), f \leq C$,
(b) $f \log f \in L^{1}(P), c \leq g \leq C$.

Then there exists a transportation mapping $T$ pushing forward $\mu$ onto $\nu$ which is a $\mu$-almost everywhere limit of finite-dimensional optimal transportation mappings $T_{n}$.

REMARK 4.2
It follows from Caffarelli's contraction theorem (see Section 2) that assumption (2) is satisfied if $\left(-\log p_{i}\left(x_{i}\right)\right)^{\prime \prime} \geq C_{0},\left(-\log q_{i}\left(x_{i}\right)\right)^{\prime \prime} \leq C_{1}$ for some $C_{0}, C_{1}>0$ and every $i$. Of course, there exist many other examples where this assumption is satisfied.

Proof
Consider the finite-dimensional projections $\mu_{n}=f_{n} \cdot P_{n}, \nu_{n}=g_{n} \cdot Q_{n}$, where $P_{n}=\prod_{i=1}^{n} p_{i}\left(x_{i}\right) d x_{i}, Q_{n}=\prod_{i=1}^{n} q_{i}\left(x_{i}\right) d x_{i}$. Here $f_{n}$ and $g_{n}$ are the conditional expectations of $f, g$ with respect to $P, Q$ and the $\sigma$-algebra $\mathcal{F}_{n}$, generated by the first $n$ coordinates. Recall that $\nabla \varphi_{n}$ is the optimal transportation of $\mu_{n}$ to $\nu_{n}$. Let

$$
u_{i}\left(x_{i}\right), \quad v_{i}\left(y_{i}\right)=u_{i}^{*}
$$

be the one-dimensional convex potentials associated to the mappings $T_{i}, S_{i}$, respectively:

$$
T_{i}=u_{i}^{\prime}, \quad S_{i}=v_{i}^{\prime} .
$$

Note that $\tilde{T}_{n}=\left(T_{1}, \ldots, T_{n}\right)$ pushes forward $P_{n}$ onto $Q_{n}$ and $\nabla \varphi_{n}$ pushes forward $\frac{f_{n}}{g_{n}\left(\nabla \varphi_{n}\right)} \cdot P_{n}$ onto $Q_{n}$.

According to Proposition 2.3 one has the following estimate:

$$
\begin{equation*}
\frac{K}{2} \int\left|\tilde{T}_{n}-\nabla \varphi_{n}\right|^{2} d P_{n} \leq \int \log \left(\frac{g_{n}\left(\nabla \varphi_{n}\right)}{f_{n}}\right) d P_{n} \tag{3}
\end{equation*}
$$

To see that the right-hand side is finite, let us estimate

$$
\begin{aligned}
\int \log \left(\frac{g_{n}\left(\nabla \varphi_{n}\right)}{f_{n}}\right) d P_{n} & \leq \int \log \frac{1}{f_{n}} d P_{n}+\frac{1}{2} \int \log ^{2} g_{n}\left(\nabla \varphi_{n}\right) f_{n} d P_{n}+\frac{1}{2} \int \frac{d P_{n}}{f_{n}} \\
& =\int \log \frac{1}{f_{n}} d P_{n}+\frac{1}{2} \int g_{n} \log ^{2} g_{n} d Q_{n}+\frac{1}{2} \int \frac{d P_{n}}{f_{n}}
\end{aligned}
$$

Applying assumption (3.a) of the theorem and the Jensen inequality, one can easily get that the right-hand side is uniformly bounded.

We complete the proof by applying Theorem 3.4 and Proposition 3.7. For the application of Proposition 3.7 set

$$
f_{n}=\sum_{i=1}^{n} u_{i}\left(x_{i}\right), \quad g_{n}=\sum_{i=1}^{n} v_{i}\left(y_{i}\right)
$$

We need to estimate $\sum_{i=1}^{n} \int\left(u_{i}\left(x_{i}\right)+v_{i}\left(y_{i}\right)-x_{i} y_{i}\right) d \pi_{n}$. Taking into account that $\pi_{n}$ is supported on the graph of $\nabla \varphi_{n}$ and the relation $u_{i}\left(x_{i}\right)+v_{i}\left(T_{i}(x)\right)=x_{i} T_{i}(x)$, we obtain that the latter equals

$$
\begin{aligned}
\int & \left(u_{i}\left(x_{i}\right)+v_{i}\left(\partial_{x_{i}} \varphi_{n}\right)-x_{i} \partial_{x_{i}} \varphi_{n}(x)\right) d \mu_{n} \\
& =\int\left[v_{i}\left(\partial_{x_{i}} \varphi_{n}(x)\right)-v_{i}\left(T_{i}(x)\right)-x_{i}\left(\partial_{x_{i}} \varphi_{n}(x)-T_{i}(x)\right)\right] d \mu_{n} \\
& =\int\left[v_{i}\left(\partial_{x_{i}} \varphi_{n}(x)\right)-v_{i}\left(T_{i}(x)\right)-v_{i}^{\prime}\left(T_{i}(x)\right)\left(\partial_{x_{i}} \varphi_{n}(x)-T_{i}(x)\right)\right] d \mu_{n} \\
& \leq M \int\left(\partial_{x_{i}} \varphi_{n}(x)-T_{i}\right)^{2} d \mu_{n} .
\end{aligned}
$$

Here we use the uniform bound $v_{i}^{\prime \prime}=S_{i}^{\prime} \leq M$. Finally, using the uniform bound $f \leq C$ and the Jensen inequality we obtain that

$$
\sum_{i=1}^{n} \int\left(u_{i}\left(x_{i}\right)+v_{i}\left(y_{i}\right)-x_{i} y_{i}\right) d \pi_{n} \leq M C \int\left|\nabla \varphi_{n}-\tilde{T}_{n}\right|^{2} d P_{n} .
$$

We have already shown that the right-hand side is bounded. The result now follows from Proposition 3.7.

The proof follows along the same lines under assumption (3.b), but we use another corollary of Proposition 2.3:

$$
\frac{K}{2} \int\left|\tilde{T}_{n}-\nabla \varphi_{n}\right|^{2} \frac{f_{n}}{g_{n}\left(\nabla \varphi_{n}\right)} d P_{n} \leq \int \log \left(\frac{f_{n}}{g_{n}\left(\nabla \varphi_{n}\right)}\right) \frac{f_{n}}{g_{n}\left(\nabla \varphi_{n}\right)} d P_{n} .
$$

The details are left to the reader.

## 5. Symmetric transportation problem and ergodic decomposition of optimal transportation plans

### 5.1. Symmetric transportation problem

In this section we discuss the mass transportation of symmetric (mainly exchangeable) measures, where the word "symmetric" means "invariant under the action
of a group $\Gamma$." Recall that a probability measure is exchangeable if it is invariant with respect to any permutation of a finite number of coordinates. Before we consider $\mathbb{R}^{\infty}$, let us make some remarks on the finite-dimensional case.

Consider the group $S_{d}$ of all permutations of $\{1, \ldots, d\}$ acting on $\mathbb{R}^{d}$ as follows:

$$
L_{\sigma}(x)=\left(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(d)}\right), \quad \sigma \in S_{d}
$$

Let $\Gamma \subset S_{d}$ be any subgroup with the property that for every couple $i, j$ there exists $\sigma \in \Gamma$ such that $\sigma(i)=j$.

Assume that the source and target measures are both invariant with respect to $\Gamma$. Under the additional assumption that the cost function $c$ is $\Gamma$-invariant (e.g., $c=|x-y|^{2}$ ), one can easily check that the Kantorovich potential $\varphi$ is $\Gamma$ invariant as well: $\varphi=\varphi \circ L_{\sigma}$ for any $\sigma \in \Gamma$ (see [21], [26]). Consequently, the optimal transportation $T=\nabla \varphi$ has the following commutation property:

$$
T=L_{\sigma}^{*}\left(T \circ L_{\sigma}\right)=L_{\sigma}^{-1} \circ T \circ L_{\sigma}
$$

Equivalently,

$$
L_{\sigma} \circ T=T \circ L_{\sigma} .
$$

The optimal transportation plan $\pi(d x, d y)$ is also $\Gamma$-invariant under the following extension of the action of $\Gamma$ to $\mathbb{R}^{d} \times \mathbb{R}^{d}$ :

$$
L_{\sigma}(x, y)=\left(L_{\sigma} x, L_{\sigma} y\right)
$$

Now let $\sigma(i)=j$. One has

$$
\begin{aligned}
\int x_{i} y_{i} d \pi & =\int\left\langle e_{i}, x\right\rangle\left\langle e_{i}, y\right\rangle d \pi=\int\left\langle L_{\sigma} e_{i}, L_{\sigma} x\right\rangle\left\langle L_{\sigma} e_{i}, L_{\sigma} y\right\rangle d \pi \\
& =\int\left\langle e_{j}, L_{\sigma} x\right\rangle\left\langle e_{j}, L_{\sigma} y\right\rangle d \pi=\int x_{j} y_{j} d \pi
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
W_{2}^{2}(\mu, \nu)=\int\|x-y\|^{2} d \pi=\sum_{i=1}^{d} \int\left(x_{i}-y_{i}\right)^{2} d \pi=d \int\left(x_{i}-y_{i}\right)^{2} d \pi, \quad \forall i \tag{4}
\end{equation*}
$$

## LEMMA 5.1

The standard quadratic Kantorovich problem on $\mathbb{R}^{d}$ with $\Gamma$-invariant marginals is equivalent to the transportation problem for the cost $\left|x_{1}-y_{1}\right|^{2}$ with the additional constraint that the solution is a $\Gamma$-invariant probability measure.

Proof
Let $\pi$ be the solution to the quadratic Kantorovich problem for the marginals $\mu, \nu$, and let $\tilde{\pi}$ be a measure minimizing the functional $m \mapsto \int\left|x_{1}-y_{1}\right|^{2} d m$ among the $\Gamma$-invariant measures with the same marginals. By the optimality of $\pi$

$$
\int\|x-y\|^{2} d \pi \leq \int\|x-y\|^{2} d \tilde{\pi}
$$

Since $\pi$ and $\tilde{\pi}$ are both $\Gamma$-invariant, (4) implies that $\int\left|x_{1}-y_{1}\right|^{2} d \pi \leq \int \mid x_{1}-$ $\left.y_{1}\right|^{2} d \tilde{\pi}$. By the optimality of $\tilde{\pi}$ one gets $\int\left|x_{1}-y_{1}\right|^{2} d \pi=\int\left|x_{1}-y_{1}\right|^{2} d \tilde{\pi}$, and finally, $\int\|x-y\|^{2} d \pi=\int\|x-y\|^{2} d \tilde{\pi}$. This means that $\tilde{\pi}$ solves the quadratic Kantorovich problem as well, and vice versa, $\pi$ solves the Kantorovich problem with symmetric constraints.

The conclusion made above helps us to give a variational meaning to the transportation problem in the infinite-dimensional case.

## DEFINITION 5.2 (SYMMETRIC KANTOROVICH PROBLEM)

Let $\Gamma$ be a group of linear operators acting on $\mathbb{R}^{\infty}$, and let $\mu, \nu$ be $\Gamma$-invariant probability measures. Assume in addition that the following statements hold.

- For every $i, j \in \mathbb{N}$ there exists $g \in \Gamma$ such that

$$
g\left(e_{i}\right)=e_{j} .
$$

- The space of probability measures $\Pi^{\Gamma}(\mu, \nu)$ on $\mathbb{R}^{\infty} \times \mathbb{R}^{\infty}$ that are invariant with respect to the action $(x, y) \mapsto(g(x), g(y)), g \in \Gamma$, of $\Gamma$ and have marginals $\mu, \nu$ is nonempty and closed in the weak topology.
We say that a measure $\pi \in \Pi^{\Gamma}(\mu, \nu)$ is a solution to the $\Gamma$-symmetric (quadratic) Kantorovich problem if it minimizes the functional

$$
\begin{equation*}
\Pi^{\Gamma}(\mu, \nu) \ni m \mapsto \int\left(x_{1}-y_{1}\right)^{2} d m \tag{5}
\end{equation*}
$$

## DEFINITION 5.3 (SYMMETRIC OPTIMAL TRANSPORTATION)

Let $m$ be a solution to the symmetric Kantorovich problem. A measurable mapping $T: \mathbb{R}^{\infty} \mapsto \mathbb{R}^{\infty}$ is called the optimal transportation mapping of $\mu$ onto $\nu$ if

$$
m(\{(x, T(x))\})=1
$$

The standard compactness arguments imply that a solution to the Kantorovich problem (5) exists provided $\int x_{1}^{2} d \mu<\infty, \int y_{1}^{2} d \nu<\infty$. If, in addition, there exists an optimal transportation mapping $T$, then it commutes with any $g \in \Gamma$. This means that for $\mu$-almost all $x$ and every $g \in \Gamma$

$$
\begin{equation*}
(T \circ g)(x)=(g \circ T)(x) . \tag{6}
\end{equation*}
$$

## EXAMPLE 5.4 (EXCHANGEABLE MEASURES)

We denote by $S_{\infty}$ the group of permutations of $\mathbb{N}$ which change only a finite number of coordinates. We consider its natural action on $\mathbb{R}^{\infty}$ defined by

$$
\sigma(x)=\left(x_{\sigma(i)}\right), \quad x=\left(x_{i}\right) \in \mathbb{R}^{\infty}, \sigma \in S_{\infty} .
$$

Consider measures $\mu$ and $\nu$ which are invariant with respect to any $\sigma \in S_{\infty}$ :

$$
\mu=\mu \circ \sigma^{-1}, \quad \nu=\nu \circ \sigma^{-1} .
$$

The measures of this type are called exchangeable. The basic example is given by the countable power $m^{\infty}$ of some Borel measure $m$ on $\mathbb{R}$. The structure of mappings satisfying (6) in the case $\mu=m^{\infty}$ is very easy to describe. Consider the function $T_{1}(x)=\left\langle T(x), e_{1}\right\rangle$, and fix the first coordinate $x_{1}$. Then the function $F:\left(x_{2}, x_{3}, \ldots\right) \rightarrow T_{1}(x)$ is invariant with respect to $S_{\infty}$ (acting on $\left(x_{2}, x_{3}, \ldots\right)$ ). Hence, $F$ is constant according by the Hewitt-Savage zero-one law applied to the measure $\mu$. Thus, $T_{1}(x)=T_{1}\left(x_{1}\right)$ depends on $x_{1}$ only (up to a set of measure zero). The same arguments applied to other coordinates imply that $T$ is diagonal: $\left(T_{1}\left(x_{1}\right), T_{2}\left(x_{2}\right), \ldots\right)$. Moreover, $T_{i}(x)=T_{1}(x)$ because $T$ commutes with every permutation of coordinates.

## EXAMPLE 5.5 (OPTIMAL TRANSPORTATION DOES NOT ALWAYS EXIST)

Let $\mu_{1}, \mu_{2}$ be countable powers of two different one-dimensional measures. By the Kakutani dichotomy theorem they are mutually singular. There is no mass transportation $T$ of $\mu=\mu_{1}$ onto $\nu=\frac{1}{2}\left(\mu_{1}+\mu_{2}\right)$ satisfying (6). Indeed, according to Example 5.4 any $T$ satisfying (6) must be diagonal; hence, the measure $\mu \circ T^{-1}$ must be a product measure.

Thus, we see that the optimal transportation does not always exist. This example can be easily generalized to many other linear groups $\Gamma$ and $\Gamma$-invariant measures. It can be easily understood that $T$ does not exist provided the source measure is ergodic, but the target measure is not.

### 5.2. Ergodic decomposition of optimal transportation plans

The connection between the Kantorovich problem and ergodic decomposition has been established under fairly general assumptions by the second author [25]. A particular case of this result is given in the following theorem.

Let $\Gamma$ be an amenable group acting by continuous one-to-one mappings on a Polish space $X$. Let $\Pi^{\Gamma}$ be the set of all Borel probability $\Gamma$-invariant measures, and let $\mu, \nu \in \Pi^{\Gamma}$. The set of $\Gamma$-invariant transportation plans with marginals $\mu, \nu$ will be denoted by $\Pi^{\Gamma}(\mu, \nu)$. Assume that the cost function $c$ is lower semicontinuous and that $\Pi^{\Gamma}(\mu, \nu)$ is nonempty and closed in the weak topology.

Let us fix a solution $\pi$ to the $\Gamma$-invariant Kantorovich problem with marginals $\mu, \nu$. Denote by $\Delta(X)$ the set of all $\Gamma$-invariant ergodic measures on $X$. Assume that we are given ergodic decompositions

$$
\begin{equation*}
\mu=\int_{\Delta(X)} \mu^{x} d \sigma_{\mu}, \quad \nu=\int_{\Delta(Y)} \nu^{y} d \sigma_{\nu} \tag{7}
\end{equation*}
$$

of $\mu, \nu$, where $X=Y$ and $\sigma_{\mu}, \sigma_{\nu}$ are probability measures on $\Delta(X), \Delta(Y)$. Similarly, assume that we are given the ergodic decomposition of $\pi$

$$
\begin{equation*}
\pi=\int_{\Delta(X \times Y)} \pi^{x, y} d \delta \tag{8}
\end{equation*}
$$

(Recall that the $\Gamma$-invariance for $\pi$ means the invariance with respect to the action $(x, y) \mapsto(g(x), g(y))$.) We stress that in (7) the integrals are taken not
with respect to variables $x, y$, but with respect to variables $\mu^{x}, \nu^{y}$. (Here, $x, y$ indicate the spaces where the measures are defined.) The same holds for (8). It is straightforward that $\delta$-almost all $\pi^{x, y}$ 's have ergodic marginals, and taking the projections of both sides of (8), we obtain decompositions (7). Moreover, the following statement holds.

## THEOREM 5.6

Under $\delta$ almost every measure $\pi^{x, y}$ solves the $\Gamma$-symmetric Kantorovich problem with marginals $\mu^{x}, \nu^{y}$ :

$$
K_{c}^{\Gamma}\left(\mu^{x}, \nu^{y}\right)=\inf _{m \in \Pi^{\Gamma}\left(\mu^{x}, \nu^{y}\right)} \int c d m=\int c d \pi^{x, y}
$$

and the following representation formula holds:

$$
\inf _{\pi \in \Pi^{\Gamma}(\mu, \nu)} \int c d \pi=\inf _{\delta \in \Pi\left(\sigma_{\mu}, \sigma_{\nu}\right)} \int K_{c}^{\Gamma}\left(\mu^{x}, \nu^{y}\right) d \delta .
$$

## REMARK 5.7

In the situation of Theorem 5.6 one can decompose the optimal transportation plan for ergodic marginals $\mu, \nu: \pi=\int_{\Delta(X \times Y)} \pi^{x, y} d \delta$. The ergodicity of the marginals implies immediately that $\delta$-almost all $\pi^{x, y}$ 's have the same marginals $\mu$ and $\nu$. The optimality of $\pi^{x, y}$ for the cost $c$ follows from Theorem 5.6. Thus, we get that any solvable symmetric Kantorovich problem with ergodic marginals admits, in particular, an ergodic solution.

Thus, the symmetric transportation problem can be reduced to the following steps.
(Q1) Construct a solution to the symmetric Kantorovich problem for ergodic measures.
(Q2) Given two nonergodic measures $\mu, \nu$ and the corresponding ergodic decompositions (7), construct a solution to the Kantorovich problem for measures $\sigma_{\mu}, \sigma_{\nu}$ on $\Delta(X)$ with cost function $K_{c}^{\Gamma}$.

Consider the application of Theorem 5.6 to several classical groups.

## EXAMPLE 5.8 (EXCHANGEABLE MEASURES REVISITED)

Consider the invariant transportation problem for exchangeable measures and $c=$ $\left(x_{1}-y_{1}\right)^{2}$. The answer to (Q1) is trivial, because ergodic measures are countable powers and the structure of the corresponding solution is trivial. As for (Q2), by the de Finetti theorem the space of ergodic measures is isomorphic to the space $\mathcal{P}(\mathbb{R})$ of probability measures on $\mathbb{R}$. Thus, to resolve an optimal transportation problem for exchangeable measures, we need to study the optimal transportation problem for a couple of measures $\mu_{0}, \nu_{0}$ on $\mathcal{P}(\mathbb{R})$ arising from the de Finetti decomposition. It is clear that the cost function $c$ on $\mathcal{P}(\mathbb{R})$ satisfies

$$
c\left(p_{1}, p_{2}\right)=W_{2}^{2}\left(p_{1}, p_{2}\right)
$$

where $W_{2}$ is the standard Kantorovich distance on $\mathbb{R}$.

## EXAMPLE 5.9 (ROTATIONALLY INVARIANT MEASURES)

Consider the invariant transportation problem for measures invariant with respect to operators of the type $U \times \mathrm{Id}$, where $U$ is a rotation of $\mathbb{R}^{n}=\operatorname{Pr}_{n}\left(\mathbb{R}^{\infty}\right)$ and Id is the identical operator on the orthogonal complement to $\mathbb{R}^{n}$. As usual, $c=\left(x_{1}-y_{1}\right)^{2}$. This is an example where the optimal transportation problem admits a precise solution. By a well-known result (see [14]), every rotationally invariant measure $\mu$ on $\mathbb{R}^{\infty}$ admits a representation

$$
\mu=\int \gamma_{t} d p_{\mu}(t)
$$

where $\gamma_{t}$ is the distribution of the Gaussian independent and identically distributed with zero mean and variance $t$ and $p_{\mu}$ is a measure on $\mathbb{R}_{+}$. The optimal transportation problem is obviously reduced to the one-dimensional optimal transportation between $p_{\mu}$ and $p_{\nu}$.

## EXAMPLE 5.10 (STATIONARY MEASURES)

These are the measures which are invariant with respect to the shift

$$
T: x=\left(x_{1}, x_{2}, \ldots\right) \mapsto\left(x_{2}, x_{3}, \ldots\right) .
$$

Note that the powers of $T$ generate the semigroup $\{0\} \cup \mathbb{N}$ but not the group. However, it makes no difference for our analysis, since we are still able to consider the corresponding ergodic decompositions. In this case the description of ergodic measures is nontrivial, and we do not know any general sufficient conditions for existence even in the case in which both measures are ergodic. Some sufficient conditions are given in Section 7.

We conclude this section by remarking that the existence of a transportation mapping for a (not necessary optimal) symmetric plan $\pi$ with ergodic $X$-marginal implies the ergodicity of $\pi$.

## PROPOSITION 5.11

Let $X=Y$ be a Polish space, and let $\Gamma$ be a group of Borel one-to-one transformations acting on $X$. Assume that $\pi$ and $\mu$ are $\Gamma$-invariant Borel probability measures on $X \times Y$ and $X$, respectively. Assume, in addition, that $\operatorname{Pr}_{X} \pi=\mu$, $\mu$ is ergodic and that $\pi(\{x, T(x)\})=1$ for some Borel mapping $T$. Then $\pi$ is ergodic.

Proof
Assuming the contrary, we represent $\pi$ as a convex combination of two $\Gamma$-invariant measures

$$
\pi=\lambda \pi_{1}+(1-\lambda) \pi_{2},
$$

$\pi_{1} \neq \pi_{2}, 0<\lambda<1$. Clearly, this implies a similar decomposition for the projections $\mu=\lambda \operatorname{Pr}_{X} \pi_{1}+(1-\lambda) \operatorname{Pr}_{X} \pi_{2}$. If we show that $\mu_{1}, \mu_{2}$ are $\Gamma$-invariant and distinct, we will get a contradiction. The $\Gamma$-invariance of both measures follows
immediately from the $\Gamma$-invariance of $\pi_{i}$. Let us show that $\mu_{1} \neq \mu_{2}$. Assume the contrary, and take a Borel set $B \subset X \times Y$. We get that $\pi_{i}(B)$ equals $\mu_{i}(A)$, where $A=\operatorname{Pr}_{X}(B \cap \operatorname{Graph}(T))$. (Note that $A$ is universally measurable as a projection of a Borel set.) Then it follows that the $\pi_{i}$ 's coincide because the $\mu_{i}$ 's do.

## 6. Kantorovich duality

In this section we start to study measures which are invariant under actions of some group. The results of this section will not be used in this article, but they are of independent interest.

Let $X, Y$ be Polish spaces, and let $\Gamma$ be a locally compact amenable group with continuous actions $L_{\Gamma}^{X}, L_{\Gamma}^{Y}$ on $X, Y$, respectively. The action $L_{\Gamma}$ on the product space $X \times Y$ is defined as

$$
L_{g}(x, y)=\left(L_{g}(x), L_{g}(y)\right),
$$

where $L_{g}$ is an element of $L_{\Gamma}$ corresponding to $g \in \Gamma$.
Let us define the space $W_{\Gamma} \subset C_{b}(X \times Y)$ as the closure of the linear span of the set

$$
\left\{f-f \circ L_{g}: f \in C_{b}(X \times Y), g \in \Gamma\right\} .
$$

It can be checked that the property

$$
\begin{equation*}
\int \omega d \pi=0, \quad \forall \omega \in W_{\Gamma} \tag{9}
\end{equation*}
$$

of a probability measure $\pi \in \mathcal{P}(X \times Y)$ is equivalent to its invariance with respect to $L_{\Gamma}$.

Let $\mu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y)$ be invariant under the actions $L_{\Gamma}^{X}, L_{\Gamma}^{Y}$, respectively. Then a transport plan $\pi \in \Pi(\mu, \nu)$ is invariant if and only if the property (9) is satisfied. We denote the set of all invariant transport plans by $\Pi^{\Gamma}(\mu, \nu)$.

The following theorem is a refinement of the duality result, which was proved in [26, Theorem 2.5]. That result only considered $C_{b}(X \times Y)$ cost functions. (We warn the reader that the classical duality statement from our Section 2 is formulated in a slightly different but equivalent way: in the notation of this section $\Phi=\frac{x^{2}}{2}-\varphi, \Psi=\frac{y^{2}}{2}-\psi$.)

## THEOREM 6.1

Let $c \in C(X \times Y)$ be a nonnegative function such that there exist $f \in L^{1}(X, \mu)$, $g \in L^{1}(Y, \nu)$, and

$$
c(x, y) \leq f(x)+g(y), \quad \forall(x, y) \in X \times Y .
$$

Then, in the setting described above,

$$
\inf _{\pi \in \Pi^{\Gamma}} \int c d \pi=\sup _{\Phi+\Psi+\omega \leq c} \int_{X} \Phi(x) d \mu+\int_{Y} \Psi(y) d \nu,
$$

where $\Phi \in L^{1}(X), \Psi \in L^{1}(Y), \omega \in W_{\Gamma}$.

Proof
The inequality

$$
\inf _{\pi \in \Pi^{\mathrm{\Gamma}}} \int c d \pi \geq \sup _{\Phi+\Psi+\omega \leq c} \int \Phi d \mu+\int \Psi d \nu
$$

can be easily obtained:

$$
\begin{aligned}
\inf _{\pi \in \Pi^{\Gamma}} \int c d \pi & \geq \inf _{\pi \in \Pi^{\Gamma}}\left(\sup _{\Phi+\Psi+\omega \leq c} \int(\Phi+\Psi+\omega) d \pi\right) \\
& =\inf _{\pi \in \Pi^{\Gamma}}\left(\sup _{\Phi+\Psi+\omega \leq c} \int \Phi d \mu+\int \Psi d \nu\right)=\sup _{\Phi+\Psi+\omega \leq c} \int \Phi d \mu+\int \Psi d \nu .
\end{aligned}
$$

To obtain the opposite inequality we use the following statement from [26, Theorem 2.5]:

$$
\inf _{\pi \in \Pi^{\Gamma}} \int c_{b} d \pi=\sup _{\Phi+\Psi+\omega \leq c_{b}} \int_{X} \Phi(x) d \mu+\int_{Y} \Psi(y) d \nu,
$$

for $c_{b} \in C_{b}(X \times Y), \Phi \in C_{b}(X), \Psi \in C_{b}(Y), \omega \in W_{\Gamma}$. Let $c_{n}(x, y):=\min \{c(x, y)$, $n\}$ for each $n \in N$. The inequality

$$
\sup _{\Phi+\Psi+\omega \leq c_{n}} \int_{X} \Phi(x) d \mu+\int_{Y} \Psi(y) d \nu \leq \sup _{\Phi+\Psi+\omega \leq c} \int_{X} \Phi(x) d \mu+\int_{Y} \Psi(y) d \nu
$$

is obvious for any natural $n$. Thus, it remains to prove that

$$
\lim _{n \rightarrow \infty} \inf _{\pi \in \Pi^{\mathrm{\Gamma}}} \int c_{n} d \pi=\inf _{\pi \in \Pi^{\mathrm{\Gamma}}} \int c d \pi .
$$

Recall that the functional $\pi \rightarrow \int c_{b} d \pi$ is weakly continuous for every $c_{b} \in C_{b}(X \times$ $Y)$. It follows, from the characterization (9) of invariant measures, that $\Pi^{\Gamma}(\mu, \nu)$ is a closed subset of $\Pi(\mu, \nu)$, which is known to be compact. Thus, $\Pi^{\Gamma}(\mu, \nu)$ is compact in the topology of weak convergence. If $\pi_{n}$ is the solution for

$$
\inf _{\pi \in \Pi^{\text {Г }}} \int c_{n} d \pi,
$$

then the sequence $\left(\pi_{n}\right)$ has to have a subsequence converging to some element $\pi^{*} \in \Pi^{\Gamma}$. Since for any fixed $m \in \mathbb{N}$ the inequality $\lim _{n \rightarrow \infty} \int c_{n} d \pi^{*} \geq \int c_{m} d \pi^{*}$ is satisfied and, by the monotone convergence theorem, $\lim _{m \rightarrow \infty} \int c_{m} d \pi^{*}=$ $\int c d \pi^{*} \leq \int(f(x)+g(y)) d \pi^{*}<\infty$, we obtain

$$
\lim _{n \rightarrow \infty} \int c_{n} d \pi_{n} \geq \lim _{m \rightarrow \infty} \int c_{m} d \pi^{*}=\int c d \pi^{*} \geq \inf _{\pi \in \Pi^{\Gamma}} \int c d \pi .
$$

This fact concludes the proof of the theorem.
As one can see, the form of the duality theorem is similar to the well-known classic result, but the difference is substantial: dual functionals are related to each other in a more complicated way. Moreover, there is no existence result for the dual problem without any additional assumptions.

It was shown in [26, Theorem 5.7] that, in the case of compact group $\Gamma$ and under the assumptions of Theorem 6.1,

$$
\inf _{\pi \in \Pi^{\Gamma}} \int c d \pi=\sup _{\Phi+\Psi \leq \bar{c}} \int_{X} \Phi(x) d \mu+\int_{Y} \Psi(y) d \nu,
$$

where $\bar{c}:=\int_{\Gamma}(c \circ g) d \chi(g)$ and $\chi(g)$ is the probability Haar measure. It is clear that if the cost function is $\Gamma$-invariant, then the invariant dual problem coincides with the usual one. Moameni [21] proved that, for $\Gamma=\mathbb{Z}$ and an invariant cost function $c$, the corresponding invariant dual problem coincides with the usual one, and moreover, both prime and dual Kantorovich problems have an invariant solution.

## 7. Existence of invariant optimal mapping for stationary measures

Recall that the measures on $\mathbb{R}^{\infty}$ which are invariant with respect to the shift

$$
\sigma\left(x_{1}, x_{2}, \ldots\right)=\left(x_{2}, x_{3}, \ldots\right)
$$

are called stationary measures. Unlike exchangeable measures, the projections of stationary measures are in general not invariant with respect to some reasonable family of linear transformations.

As usual we assume that $\mathbb{R}^{\infty}$ is approximated by the sequence of finitedimensional spaces $\mathbb{R}^{n}$ in the following sense: we identify $\mathbb{R}^{n}$ with the subset

$$
P_{n}\left(\mathbb{R}^{\infty}\right)=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}, 0,0, \ldots\right)\right\} \subset \mathbb{R}^{\infty} .
$$

On every finite-dimensional space $\mathbb{R}^{n}$ we will apply the following operator of cyclical shift:

$$
\sigma_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(x_{2}, x_{3}, \ldots, x_{n}, x_{1}\right)
$$

Let us associate with every stationary measure $\mu$ the cyclical average of its projections:

$$
\hat{\mu}_{n}=\frac{1}{n} \sum_{i=1}^{n}\left(\mu \circ P_{n}^{-1}\right) \circ \sigma_{n}^{-(i-1)} .
$$

In addition, let us denote by $\mathbb{R}_{m, n}$ the orthogonal complement of $\mathbb{R}^{m} \subset \mathbb{R}^{n}$ :

$$
\mathbb{R}^{n}=\mathbb{R}^{m} \times \mathbb{R}_{m, n}, \quad m<n
$$

The marginal measures are always assumed to satisfy the following property.

## ASSUMPTION B

The measures $\mu, \nu$ are stationary Borel probability measures such that their projections on every $\mathbb{R}^{n}$

$$
\mu \circ \operatorname{Pr}_{n}^{-1}, \quad \nu \circ \operatorname{Pr}_{n}^{-1}
$$

have Lebesgue densities and bounded second moments.

We consider the symmetric Monge-Kantorovich problem

$$
\begin{equation*}
\int\left(x_{1}-y_{1}\right)^{2} d \pi \rightarrow \min \tag{10}
\end{equation*}
$$

where the infimum is taken among all stationary measures $\Pi^{\Gamma}(\mu, \nu)$ with marginals $\mu, \nu$.

REMARK 7.1
Minimizing $\int\left(x_{1}-y_{1}\right)^{2} d \pi$ is equivalent to maximizing $\int x_{1} y_{1} d \pi$, because $\int x_{1}^{2} d \pi=\int x_{1}^{2} d \mu$ and $\int y_{1}^{2} d \pi=\int y_{1}^{2} d \nu$ are fixed.

THEOREM 7.2
Let $\mu$ be a stationary measure which satisfies the following assumptions.
(1) $\mu$ is a weak limit of a sequence of $\sigma_{n}$-invariant measures $\mu_{n}$ on $\mathbb{R}^{n}$.
(2) For every $m<n$ there exists a probability measure $\mu_{m, n}$ on $\mathbb{R}_{m, n}$ such that the relative entropy (the Kullback-Leibler distance) between $\mu_{m} \times \mu_{m, n}$ and $\mu_{n}$ is uniformly bounded in $n$ :

$$
\int \log \left(\frac{d \mu_{n}}{d\left(\mu_{m} \times \mu_{m, n}\right)}\right) d \mu_{n}<C_{m}
$$

with $C_{m}$ satisfying

$$
\lim _{m} \frac{C_{m}}{m}=0 .
$$

(3) The cyclical average $\hat{\mu}_{n}$ of the $n$-dimensional projection $\mu \circ P_{n}^{-1}$ has finite second moments and admits a density $\rho_{n}$ with respect to $\mu$ satisfying

$$
\sup _{n} \int \rho_{n}^{-\varepsilon} d \mu<\infty
$$

for some $\varepsilon>0$.
Then there exists a mapping $T$ with the following properties.

- $T$ pushes forward $\mu$ onto the standard Gaussian measure on $\mathbb{R}^{\infty}$ :

$$
\nu=\gamma
$$

- $T$ is a $\mu$-almost everywhere limit of finite-dimensional mappings $T_{n}: \mathbb{R}^{n} \mapsto$ $\mathbb{R}^{n}$ such that every $T_{n}$ is a solution to an optimal transportation problem on $\mathbb{R}^{n}$.

Proof
We consider the sequence of $n$-dimensional optimal transportation mappings $T_{n}$ with cost function $\sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2}$ pushing forward $\mu_{n}$ onto $\gamma_{n}$. It follows from the $\sigma_{n}$-invariance of $\mu_{n}$ and $\gamma_{n}$ that the mapping $T_{n}$ is cyclically invariant:

$$
\left\langle T_{n} \circ \sigma_{n}, e_{i}\right\rangle=\left\langle T_{n}, e_{i-1}\right\rangle, \quad \mu_{n} \text {-a.e. }
$$

Fix a couple of numbers $m, n$ with $n>m$. Let $T_{m, n}$ be the optimal transportation mapping for the cost function $\sum_{i=n+1}^{m}\left(x_{i}-y_{i}\right)^{2}$ pushing forward $\mu_{m, n}$
onto the standard Gaussian measure on $\mathbb{R}_{m, n}$. We stress that $T_{m}$ and $T_{m, n}$ depend on different collections of coordinates.

We extend $T_{m}$ onto $\mathbb{R}^{n}$ in the following way:

$$
T_{m}(x)=T_{m}\left(P_{m} x\right)+T_{m, n}\left(P_{m, n} x\right)
$$

Clearly, $T_{m}$ pushes forward $\mu_{m} \times \mu_{m, n}$ onto the standard Gaussian measure on $\mathbb{R}_{n}$. Applying Proposition 2.3 to the couple of mappings $T_{m}, T_{n}$, we get

$$
\begin{equation*}
\frac{1}{2} \int\left\|T_{n}-T_{m}\right\|^{2} d \mu_{n} \leq \int \log \left(\frac{d \mu_{n}}{d\left(\mu_{m} \times \mu_{m, n}\right)}\right) d \mu_{n} \tag{11}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\sum_{i=1}^{m} \int\left\langle T_{n}-T_{m}, e_{i}\right\rangle^{2} d \mu_{n} \leq \int\left\|T_{n}-T_{m}\right\|^{2} d \mu_{n} \leq 2 C_{m} \tag{12}
\end{equation*}
$$

for every $m, n, m<n$.
Let us note that for every $i$ one can extract a weakly convergent subsequence from a sequence of (signed) measures $\left\{\left\langle T_{n}, e_{i}\right\rangle \cdot \mu_{n}\right\}$. Indeed, for any compact set $K$

$$
\left(\int_{K^{c}}\left|\left\langle T_{n}, e_{i}\right\rangle\right| d \mu_{n}\right)^{2} \leq \int\left|\left\langle T_{n}, e_{i}\right\rangle\right|^{2} d \mu_{n} \cdot \mu_{n}\left(K^{c}\right)=\int x_{i}^{2} d \gamma \cdot \mu_{n}\left(K^{c}\right) .
$$

Using the tightness of $\left\{\mu_{n}\right\}$ we get that $\left\{\left|\left\langle T_{n}, e_{i}\right\rangle\right| \cdot \mu_{n}\right\}$ is a tight sequence. In addition, note that for every continuous $f$

$$
\lim _{n}\left(\int f\left|\left\langle T_{n}, e_{i}\right\rangle\right| d \mu_{n}\right)^{2} \leq \int x_{i}^{2} d \gamma \cdot \int f^{2} d \mu
$$

This implies that any limiting point of $\left\{\left\langle T_{n}, e_{i}\right\rangle \cdot \mu_{n}\right\}$ is absolutely continuous with respect to $\mu$. Applying the diagonal method and passing to a subsequence, one can assume that convergence takes place for all $i$ 's simultaneously. Consequently, there exists a subsequence $\left\{n_{k}\right\}$ and a measurable mapping $T$ with values in $\mathbb{R}^{\infty}$ such that

$$
\left\langle T_{n_{k}}, e_{i}\right\rangle \cdot \mu_{n_{k}} \rightarrow\left\langle T, e_{i}\right\rangle \cdot \mu
$$

weakly in the sense of measures for every $i$. It is easy to check that the standard property of $L^{2}$-weak convergence holds also in this case:

$$
\begin{equation*}
\int\left\langle T, e_{i}\right\rangle^{2} d \mu \leq \underline{\lim }_{k} \int\left\langle T_{n_{k}}, e_{i}\right\rangle^{2} d \mu_{n}=\int x_{i}^{2} d \gamma=1 \tag{13}
\end{equation*}
$$

Finally, we pass to the limit in (12) and get

$$
\begin{equation*}
\sum_{i=1}^{m} \int\left\langle T-T_{m}, e_{i}\right\rangle^{2} d \mu \leq 2 C_{m} \tag{14}
\end{equation*}
$$

The claim follows from (13) and the fact that $\lim _{n} \int \varphi d \mu_{n}=\int \varphi d \mu$ for every $\varphi \in L^{2}(\mu)$. Indeed, if $\varphi$ is bounded and continuous, this follows from the weak convergence $\left\langle T_{n}, e_{i}\right\rangle \cdot \mu_{n} \rightarrow\left\langle T, e_{i}\right\rangle \cdot \mu$. For arbitrary $\varphi \in L^{2}(\mu)$ we find a continuous bounded cylindrical function $\tilde{\varphi}$ such that $\|\varphi-\tilde{\varphi}\|_{L^{2}(\mu)}<\varepsilon$. One has
$\lim _{n} \int \varphi d \mu_{n}=\lim _{n} \int(\varphi-\tilde{\varphi}) d \mu_{n}+\int \tilde{\varphi} d \mu$. The claim follows from the estimate

$$
\left(\int|\varphi-\tilde{\varphi}| d \mu_{n}\right)^{2} \leq \int(\varphi-\tilde{\varphi})^{2} d \mu \cdot \int \rho_{n}^{2} d \mu \leq\left(\sup _{n} \int \rho_{n}^{2} d \mu\right) \varepsilon^{2} .
$$

Note that $T$ commutes with the shift $\sigma:\left\langle T \circ \sigma, e_{i}\right\rangle=\left\langle T, e_{i-1}\right\rangle$. Indeed, for every bounded cylindrical $\varphi$ one has

$$
\begin{aligned}
\int \varphi\left\langle T_{n}, e_{i-1}\right\rangle d \mu_{n} & =\int \varphi\left\langle T_{n}\left(\sigma_{n}\right), e_{i}\right\rangle d \mu_{n}=\int \varphi\left(\sigma_{n}^{-1}\right)\left\langle T_{n}, e_{i}\right\rangle d \mu_{n} \\
& =\int \varphi\left(\sigma^{-1}\right)\left\langle T_{n}, e_{i}\right\rangle d \mu_{n}
\end{aligned}
$$

Here we use that $\varphi\left(\sigma_{n}^{-1}\right)=\varphi\left(\sigma^{-1}\right)$ for sufficiently large values of $n$ and the cyclical invariance of $T_{n}$. Passing to the limit in the $n_{k}$-subsequence one gets

$$
\int \varphi\left\langle T, e_{i-1}\right\rangle d \mu=\int \varphi\left(\sigma^{-1}\right)\left\langle T, e_{i}\right\rangle d \mu=\int \varphi\left\langle T \circ \sigma, e_{i}\right\rangle d \mu .
$$

Hence, $T \circ \sigma=\sigma \circ T$.
Hence, by the assumptions of the theorem and (14) we get

$$
\limsup _{m} \frac{1}{m} \sum_{i=1}^{m} \int\left\langle T-T_{m}, e_{i}\right\rangle^{2} d \mu=0 .
$$

To prove that $T$ pushes forward $\mu$ onto $\gamma$ it is sufficient to show that $\left\langle T_{m}, e_{i}\right\rangle \rightarrow\left\langle T, e_{i}\right\rangle$ in measure (see Lemma 3.2). To this end, let us approximate $T_{1}$ by a bounded function $\xi_{1}\left(x_{1}, \ldots, x_{k}\right)$ depending on a finite number of coordinates in $L^{2}(\mu): \int\left\|T_{1}-\xi_{1}\right\|^{2} d \mu<\varepsilon$, where $\varepsilon$ is chosen sufficiently small. Set: $\xi_{i}=\xi \circ \sigma^{i-1}$. Clearly, we get by the shift invariance

$$
\frac{1}{m} \int \sum_{i=1}^{m}\left(T_{i}-\xi_{i}\right)^{2} d \mu=\int\left(T_{1}-\xi_{1}\right)^{2} d \mu<\varepsilon
$$

Hence,

$$
\limsup _{m} \frac{1}{m} \int\left\|T_{m}-\xi\right\|^{2} d \mu \leq \varepsilon, \quad \xi=\left(\xi_{1}, \xi_{2}, \ldots\right)
$$

Make the change of variables under the cyclical shift $\sigma_{n}$. One has

$$
\left\langle T_{m}, e_{i}\right\rangle \circ \sigma_{m}^{-(i-1)}=T_{1}
$$

for all $1 \leq i \leq m$ and

$$
\xi_{i} \circ \sigma_{m}^{-(i-1)}=\xi_{1}
$$

as soon as $i-1+k \leq m$. Hence, for the latter values of $i$ one has

$$
\int\left\langle\xi-T, e_{i}\right\rangle^{2} d \mu=\int\left\langle\xi-T, e_{1}\right\rangle^{2} d \mu \circ \sigma_{n}^{i}
$$

The number of indices which do not satisfy this property is limited by $k$. Clearly, it does not affect the limit of averages. Finally, we obtain

$$
\varepsilon \geq \underset{m}{\limsup } \frac{1}{m} \int \sum_{i=1}^{n}\left\langle\xi-T_{m}, e_{i}\right\rangle^{2} d \mu=\underset{m}{\limsup } \int\left\langle\xi-T_{m}, e_{1}\right\rangle^{2} d \hat{\mu}_{m} .
$$

Recall that $\int\left(T_{1}-\xi_{1}\right)^{2} d \mu \leq \varepsilon$. Finally,

$$
\begin{aligned}
\limsup _{m} \int\left\langle T-T_{m}, e_{1}\right\rangle^{2} d \hat{\mu}_{m} \leq & \underset{m}{\limsup } \int\left\langle\xi-T_{m}, e_{1}\right\rangle^{2} d \hat{\mu}_{m} \\
& +2 \limsup _{m} \int\left(T_{1}-\xi_{1}\right)^{2} d \hat{\mu}_{m} \leq 4 \varepsilon
\end{aligned}
$$

Since $\varepsilon>0$ is arbitrary, one gets $\int\left\langle T-T_{m}, e_{1}\right\rangle^{2} d \hat{\mu}_{m} \rightarrow 0$. By the Hölder inequality

$$
\int\left\langle T-T_{m}, e_{1}\right\rangle^{\frac{2}{p}} d \mu \leq\left(\int\left\langle T-T_{m}, e_{1}\right\rangle^{2} d \hat{\mu}_{m}\right)^{\frac{1}{p}}\left(\int \rho_{m}^{-\frac{1}{p-1}} d \mu\right)^{\frac{1}{q}} .
$$

Taking $p=1+\frac{1}{\varepsilon}$ we get by the assumption of the theorem that the latter tends to zero. The proof is complete.

## REMARK 7.3

In Theorem 7.2 the Gaussian measure $\gamma$ can be replaced by any countable power of an uniformly log-concave one-dimensional measure.

In the following proposition we prove that the transportation mapping $T$ is indeed optimal under additional assumptions.

## PROPOSITION 7.4

Let the assumptions of Theorem 7.2 hold. Assume in addition that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} W_{2}^{2}\left(\hat{\mu}_{n}, \mu_{n}\right)=0
$$

Then there exists a solution $\pi$ of problem (10) in the class of stationary measures such that $\pi\left\{(x, T(x)), x \in \mathbb{R}^{\infty}\right\}=1$.

Proof
We show that the measure $\pi=\mu \circ(x, T(x))^{-1}$, which is the weak limit of measures $\pi_{n}$, is optimal. Recall that $\pi_{n}$ minimizes $m \rightarrow \int \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2} d m$ and has marginals $\mu_{n}, \gamma_{n}$; hence, measure $\pi$ has marginals $\mu, \gamma$. Indeed,

$$
\int\left(x_{1}-y_{1}\right)^{2} d \pi=\lim _{n} \int\left(x_{1}-y_{1}\right)^{2} d \pi_{n}=\lim _{n} \frac{1}{n} \int \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2} d \pi_{n} .
$$

If $\pi$ is not optimal, then there exists a stationary measure $\pi_{0}$ with projections $\mu, \nu$ such that

$$
\int\left(x_{1}-y_{1}\right)^{2} d \pi_{0}+\varepsilon<\frac{1}{n} \int \sum_{i=1}^{N}\left(x_{i}-y_{i}\right)^{2} d \pi_{n}
$$

for some $\varepsilon>0$ and all sufficiently big values of $n$. Taking into account the stationarity of $\pi_{0}$, we get $\int x_{i} y_{i} d \pi_{0}=\int x_{j} y_{j} \pi_{0}$ for every $i, j$. Thus,

$$
\int \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2} d \hat{\pi}_{0}+n \varepsilon=\int \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2} d \pi_{0}+n \varepsilon<\int \sum_{i=1}^{n}\left(x_{i}-y_{i}\right)^{2} d \pi_{n}
$$

where $\hat{\pi}_{0}=\frac{1}{n} \sum_{i=1}^{n}\left(\pi_{0} \circ \operatorname{Pr}_{n}^{-1}\right) \circ \sigma_{n}^{-(i-1)}$. The latter inequality implies that

$$
W_{2}^{2}\left(\hat{\mu}_{n}, \gamma_{n}\right)+n \varepsilon \leq W_{2}^{2}\left(\mu_{n}, \gamma_{n}\right)
$$

By the triangle inequality

$$
\begin{aligned}
W_{2}^{2}\left(\hat{\mu}_{n}, \gamma_{n}\right)+n \varepsilon & \leq\left(W_{2}\left(\mu_{n}, \tilde{\mu}_{n}\right)+W_{2}\left(\hat{\mu}_{n}, \gamma_{n}\right)\right)^{2} \\
& \leq W_{2}^{2}\left(\mu_{n}, \hat{\mu}_{n}\right)+2 W_{2}\left(\hat{\mu}_{n}, \gamma_{n}\right) W_{2}\left(\mu_{n}, \hat{\mu}_{n}\right)+W_{2}^{2}\left(\hat{\mu}_{n}, \gamma_{n}\right)
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\varepsilon \leq \frac{1}{n}\left(2 W_{2}\left(\hat{\mu}_{n}, \gamma_{n}\right) W_{2}\left(\mu_{n}, \hat{\mu}_{n}\right)+W_{2}^{2}\left(\hat{\mu}_{n}, \mu_{n}\right)\right) \tag{15}
\end{equation*}
$$

The quantity $W_{2}^{2}\left(\hat{\mu}_{n}, \gamma_{n}\right)$ can be trivially estimated by $2 \sum_{i=1}^{n}\left(\int x_{i}^{2} d \hat{\mu}_{n}+\right.$ $\left.\int y_{i}^{2} d \gamma_{n}\right) \leq C n$. Then using the assumption of the theorem we get that the righthand side of (15) tends to zero, which contradicts the positivity of $\varepsilon$.

We finish this section with a concrete application of Theorem 7.2. We study a transportation of a Gibbs measure $\mu$ which can be formally written in the form

$$
\mu=e^{-H(x)} d x
$$

where the potential $H$ admits the following heuristic representation:

$$
H(x)=\sum_{i=1}^{\infty} V\left(x_{i}\right)+\sum_{i=1}^{\infty} W\left(x_{i}, x_{i+1}\right) .
$$

Here $V$ and $W$ are smooth functions and $W(x, y)$ is symmetric: $W(x, y)=$ $W(y, x)$. The existence of such measures was proved in [1].

Let us specify the assumptions about $V$ and $W$. These are a particular case of [1, Assumptions A1-A3].
(1)

$$
W(x, y)=W(y, x)
$$

(2) There exist numbers $J>0, L \geq 1, N \geq 2, \sigma>0$, and $A, B, C>0$ such that

$$
|W(x, y)| \leq J(1+|x|+|y|)^{N-1}, \quad\left|\partial_{x} W(x, y)\right| \leq J(1+|x|+|y|)^{N-1}
$$

$$
\begin{equation*}
|V(x)| \leq C(1+|x|)^{L}, \quad\left|V^{\prime}(x)\right| \leq C(1+|x|)^{L-1} \tag{3}
\end{equation*}
$$

(4) (Coercivity assumption)

$$
V^{\prime}(x) \cdot x \geq A|x|^{N+\sigma}-B
$$

Let us define the following probability measure on $E_{n}$ :

$$
\mu_{n}=\frac{1}{Z_{n}} \exp \left(-\sum_{i=1}^{n}\left(V\left(x_{i}\right)+W\left(x_{i}, x_{i+1}\right)\right)\right)
$$

with the convention $x_{n+1}:=x_{1}$. Here $Z_{n}$ is the normalizing constant.

## PROPOSITION 7.5

The sequence $\mu_{n}$ admits a weakly convergent subsequence $\mu_{n_{k}} \rightarrow \mu$ satisfying the assumptions of Theorem 7.2.

Proof
It was proved in [1, Theorem 3.1] that any sequence of probability measures

$$
\tilde{\mu}_{n}=c_{n} e^{-H_{n}} d x_{-n} \cdots d x_{n},
$$

where $H_{n}$ is obtained from $H$ by fixing a boundary condition $\tilde{x}$

$$
H_{n}=\sum_{i=1}^{n} V\left(x_{i}\right)+\sum_{i=1}^{n-1} W\left(x_{i}, x_{i+1}\right)+W\left(x_{n}, \tilde{x}_{1}\right),
$$

which has a weakly convergent subsequence $\tilde{\mu}_{n_{k}} \rightarrow \tilde{\mu}$. In addition (see [1]), $\mu$ satisfies the following a priori estimate: for every $\lambda>0$

$$
\sup _{k \in \mathbb{N}} \int \exp \left(\lambda\left|x_{k}\right|^{N}\right) d \tilde{\mu}<\infty
$$

The same estimate holds for $\tilde{\mu}_{n}$ uniformly in $n$.
Following the reasoning from [1] it is easy to show that the sequence $\left\{\mu_{n}\right\}$ is tight and satisfies the same a priori estimate. Thus, we can pass to a subsequence $\left\{\mu_{n^{\prime}}\right\}$ which weakly converges to a measure $\mu$. For the sake of simplicity this subsequence will be denoted by $\left\{\mu_{n}\right\}$ again. The limiting measure $\mu$ satisfies

$$
\begin{equation*}
\sup _{k \in \mathbb{N}} \int \exp \left(\lambda\left|x_{k}\right|^{N}\right) d \mu<\infty \tag{16}
\end{equation*}
$$

moreover,

$$
\begin{equation*}
\sup _{n} \sup _{k \in \mathbb{N}} \int \exp \left(\lambda\left|x_{k}\right|^{N}\right) d \mu_{n}<\infty . \tag{17}
\end{equation*}
$$

Let us estimate the relative entropy. We note that $\mu_{n}$ and $\mu_{m}(n>m)$ are related in the following way:

$$
\frac{e^{Z} \mu_{n}}{\int e^{Z} d \mu_{n}}=\mu_{m} \times \nu_{m, n}
$$

where $Z=-W\left(x_{m}, x_{1}\right)+W\left(x_{m}, x_{m+1}\right)+W\left(x_{n}, x_{1}\right)$ and $\nu_{m, n}$ is a probability measure on $E_{m, n}$. Set $\mu_{m, n}=\nu_{m, n}$. Then

$$
\int \log \left(\frac{d \mu_{n}}{d\left(\mu_{m} \times \mu_{m, n}\right)}\right) d \mu_{n}=\int\left(Z-\log \int e^{Z} d \mu_{n}\right) d \mu_{n}
$$

The desired bound follows immediately from (17) and the assumptions about $W$.
To prove assumption (3) we note that

$$
\frac{\left[e^{W\left(x_{n}, x_{n+1}\right)+W\left(x_{1}, x_{n}\right)} \cdot \mu\right] \circ P_{n}^{-1}}{\int e^{W\left(x_{n}, x_{1}\right)+W\left(x_{1}, x_{n}\right)} d \mu}=\frac{e^{W\left(x_{1}, x_{n}\right)} \cdot \mu_{n}}{\int e^{W\left(x_{1}, x_{n}\right)} d \mu_{n}} .
$$

The normalizing constants can be easily estimated with the help of a priori bounds for $\mu$ and $\mu_{n}$. Applying assumptions on $W$ one can easily get that

$$
A e^{-B\left(\left|x_{n}\right|^{N-1}+\left|x_{q}\right|^{N-1}\right)} \leq \frac{d \mu_{n}}{d \mu \circ P_{n}^{-1}} \leq A e^{B\left(\left|x_{n}\right|^{N-1}+\left|x_{1}\right|^{N-1}\right)},
$$

where $A, B>0$ do not depend on $n$. Hence, assumption (3) follows immediately from (17), the Jensen inequality, and convexity if the function is $x^{-\varepsilon}$.

## REMARK 7.6

Finally, let us briefly discuss when the transportation mapping obtained in Proposition 7.5 by Theorem 7.2 solves the corresponding optimal transportation problem. To this end we apply Proposition 7.4.

Following the estimates obtained in Proposition 7.5 and applying the Jensen inequality, one can easily show that the sequence of the entropies

$$
\int \log \left(\frac{d \hat{\mu}_{n}}{d \mu_{n}}\right) d \hat{\mu}_{n}
$$

is bounded. Then the assumption of Proposition 7.4 holds, for instance, if every $\mu_{n}$ satisfies the Talagrand inequality

$$
W_{2}^{2}\left(\mu_{n}, \rho \cdot \mu_{n}\right) \leq C \int \rho \log \rho d \mu_{n}
$$

with constant which does not depend on $n$. We do not investigate here sufficient conditions for measures $\mu_{n}$ to satisfy this inequality; we just mention that this clearly holds in many natural situations (e.g., under the assumption of uniform log-concavity or finiteness of the log-Sobolev constant).

In addition, we emphasize that in many applications the measures do indeed satisfy the Talagrand inequality, but Proposition 7.4 should actually work under much milder assumptions.
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