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## 1. Introduction.

We consider the Teichmüller space of the closed torus and the Teichmüller space of the once punctured torus. It is well-known that the former can be identified with the upper halfplane and that several coordinate systems can be introduced to the latter. This is the first part of a series of papers in which we investigate explicit relations between these two Teichmüller spaces. In this paper based on a correspondence of subsets of these spaces we will give an explicit construction of a holomorphic mapping between a once punctured torus and a closed torus.

We use throughout the convention that an element $A$ in $\operatorname{PSL}(2, \mathbf{R})$ represents the Möbius transformation induced by $A$, i.e.,

$$
\text { if } A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{PSL}(2, \mathbf{R}) \text { then } A(z)=\frac{a z+b}{c z+d}
$$

We consider a Fuchsian group $G$ consisting of Möbius transformations of $\operatorname{PSL}(2, \mathbf{R})$ and having the following properties: (i) $G$ is discontinuous in the upper half-plane $\mathbf{H}$, (ii) every real number is a limit point for $G$, (iii) $G$ is finitely generated.

Definition 1.1. A Fuchsian group $\Gamma=\langle A, B\rangle$ for $A, B \in \operatorname{PSL}(2, \mathbf{R})$ is called a Fricke group if $A, B$ are hyperbolic and $\operatorname{tr}\left[B^{-1}, A^{-1}\right]=-2$.

In the definition above $\Gamma=\langle A, B\rangle$ is the free group generated by $A, B$ and tr denotes the trace of a matrix. We consider a once punctured torus which is uniformized by a Fricke group $\Gamma$ and take a normalized form for the presentation of $\Gamma$ (see §5). By using the quantities $X=\operatorname{tr} A, Y=\operatorname{tr} B$ and $Z=\operatorname{tr} A B$, the above description of the Fricke group is characterized by $X^{2}+Y^{2}+Z^{2}=X Y Z$ and $X, Y, Z>2$. Moreover, we obtain the following theorem (see [W]).

ThEOREM 1.1 (Fricke [F], Keen [K]). The Teichmüller space $\mathcal{T}_{1,1}$ of the once punctured torus is the sublocus of $X^{2}+Y^{2}+Z^{2}=X Y Z$ with $X, Y, Z>2$.

[^0]In this paper we denote a point in the Teichmüller space $\mathcal{T}_{1,1}$ of the once punctured torus by a triplet ( $X, Y, Z$ ). We call this triplet the $(X, Y, Z)$ coordinates.

We describe a closed torus by $R_{\tau}=\mathbf{C} / \Gamma_{\tau}, \Gamma_{\tau}=\{m+n \tau \mid m, n \in \mathbf{Z}\}$, then the Te ichmüller space $\mathcal{T}_{1,0}$ of the closed torus is the upper half-plane $\mathbf{H}$, i.e., a point in the Te ichmüller space $\mathcal{T}_{1,0}$ of the closed torus is denoted by $\tau \in \mathbf{H}$ (See, for example, [IT]). We call $\tau$ representing a closed torus the $\tau$ coordinates.

It is well-known that theoretically we can identify Teichmüller spaces $\mathcal{T}_{1,0}$ and $\mathcal{T}_{1,1}$. For example in [W] the existence of a map from the $(X, Y, Z)$ coordinates to the $\tau$ coordinates is described. But it does not give explicitly a holomorphic mapping between a once punctured torus determined by ( $X, Y, Z$ ) and a closed torus determined by $\tau$. Our problem is to construct such a holomorphic mapping.
B. Maskit gave in [Mas1] and [Mas2] the existence of a conformal embedding from a once punctured torus to a closed torus and correspondences among good subsets of $\mathcal{T}_{1,0}$ and $\mathcal{T}_{1,1}$ by using another parametrization of Fuchsian groups. Now we state these correspondences in our context. In order to introduce good subsets of $\mathcal{T}_{1,0}$ we consider the action of the Teichmüller modular group. It is well-known that the Teichmüller modular group for $\mathcal{T}_{1,0}$ is $\operatorname{SL}(2, \mathbf{Z})$ and a fundamental domain for the action of $\operatorname{PSL}(2, \mathbf{Z})$ on $\mathcal{T}_{1,0}$ can be represented by $F=\{\tau \in \mathbf{H}| | \tau \mid \geq 1$ and $|\operatorname{Re}(\tau)| \leq 1 / 2\}$. Moreover, we introduce the following subsets of $F: L_{1}=\{\tau \in \mathbf{H}| | \tau \mid \geq 1$ and $\operatorname{Re}(\tau)=0\}, L_{2}=\{\tau \in \mathbf{H}| | \tau \mid=1$ and $-1 / 2 \leq \operatorname{Re}(\tau) \leq 0\}$, $L_{3}=\{\tau \in \mathbf{H}| | \tau \mid \geq 1$ and $\operatorname{Re}(\tau)=-1 / 2\}$. These sets are characterized by the fact that in $F, \tau \in L_{1} \cup L_{2} \cup L_{3}$ if and only if for some $\mu \in \mathbf{C}$ the lattice $\mu \Gamma_{\tau}$ is a real lattice, that is, $\overline{\mu \Gamma_{\tau}}=\left\{\overline{\mu \gamma} \mid \mu \gamma \in \mu \Gamma_{\tau}\right\}=\mu \Gamma_{\tau}$ (See §2).

It is also well-known that the Teichmüller modular group $\mathcal{M}$ for $\mathcal{T}_{1,1}$ is isomorphic to $\operatorname{SL}(2, \mathbf{Z})$. Let $\mathcal{P} \mathcal{M}$ be the quotient group of $\mathcal{M}$ by the kernel of the action of $\mathcal{M}$ on $\mathcal{T}_{1,1}$. Then a fundamental domain for the action of $\mathcal{P M}$ on $\mathcal{T}_{1,1}$ is given by $M=\{(X, Y, Z) \in$ $\left.\mathcal{T}_{1,1} \mid 2<X \leq Y \leq Z \leq X Y / 2\right\}$ (See §3). The correspondences of subsets can be described as follows:

Theorem 1.2. We define three subsets of $M: M_{1}=\{(X, Y, Z) \in M \mid Z=X Y / 2\}$, $M_{2}=\{(X, Y, Z) \in M \mid X=Y\}, M_{3}=\{(X, Y, Z) \in M \mid Y=Z\}$. Then there exist the correspondences of the sets: $L_{1} \Leftrightarrow M_{1}, L_{2} \Leftrightarrow M_{2}, L_{3} \Leftrightarrow M_{3}$.

Corollary 1.1. The point i corresponds to $(2 \sqrt{2}, 2 \sqrt{2}, 4)$ and the point $\rho=e^{2 \pi i / 3}$ corresponds to (3, 3, 3).

Based on this correspondence we will give in this paper a construction of a holomorphic mapping between elements of $L_{1}$ and $M_{1}$. Holomorphic mappings between elements of $L_{k}$ and $M_{k}, k=2,3$ will be constructed in [Ab1]. The reasons are as follows. On the one hand an element in $L_{1}$ determines a rectangular lattice and we can take a hexagonal fundamental domain identified with an element in $M_{1}$ (see §5). Both the rectangular lattice and the hexagonal fundamental domain are simple and easy to investigate. On the other hand an element in $L_{k}$ determines a rhombic lattice and a fundamental domain identified with an element in $M_{k}$ is an octagon. Then we need to investigate the octagonal fundamental domain in detail and to
use another technique in order to construct our aimed holomorphic mappings. In consequence we obtain two different relations giving holomorphic mappings between elements of $L_{1}$ and $M_{1}, L_{k}$ and $M_{k}$, respectively.

H . Cohn introduced in [C1] a relation giving a holomorphic mapping from the once punctured torus $(3,3,3)$ to the closed torus $\rho$. A basic idea for finding this relation is an abelianization of the Fricke group. We introduce notations in order to recall the relation and give another example. Let $z$ represent a point in the upper half-plane $\mathbf{H}$ and $u$ a point in the complex plane $\mathbf{C}$. We call $\mathbf{H}$ the z-plane and $\mathbf{C}$ the $u$-plane. Then a once punctured torus ( $X, Y, Z$ ) and a closed torus $\tau$ can be identified with fundamental domains in the $z$-plane and the $u$-plane, respectively. A holomorphic mapping from $(3,3,3)$ to $\rho$ is given by

$$
\begin{equation*}
1-J(z)=\wp^{\prime}(u)^{2}=4 \wp(u)^{3}+1 \tag{1.1}
\end{equation*}
$$

and a holomorphic mapping from $(2 \sqrt{2}, 2 \sqrt{2}, 4)$ to $i$ is given by

$$
\begin{equation*}
J_{i}(z)=\wp(u)^{2} \quad \text { and } \quad \wp^{\prime}(u)^{2}=4 \wp(u)^{3}-4 \wp(u), \tag{1.2}
\end{equation*}
$$

where $\wp(u)$ are the Weierstrass $\wp$-functions defined by the above equations, $J(z)$ is the modular function and $J_{i}(z)$ is a function having similar properties to $J(z)$ (see Proposition 4.1). We will show in $\S 4$ why these relations (1.1) and (1.2) give holomorphic mappings between once punctured tori and closed tori.

Our main result in this paper is described as follows:
THEOREM 1.3. For any $(X, Y, Z) \in M_{1}$ there uniquely exists an element $\tau \in L_{1}$ satisfying the following conditions: if $\tau \in L_{1}$ then $p(x)=4 x^{3}-g_{2}(\tau) x-g_{3}(\tau)$ has three distinct real roots and a holomorphic mapping between $(X, Y, Z)$ and $\tau$ is given by the relation

$$
\begin{equation*}
\wp(u)=\left(x_{2}-x_{1}\right) J_{(X, Y, Z)}(z)+x_{2}, \tag{1.3}
\end{equation*}
$$

where $x_{1}<x_{2}<x_{3}$ are the three real roots of $p(x), \wp(u)$ is the Weierstrass $\wp$-function defined by $\wp^{\prime}(u)^{2}=4 \wp(u)^{3}-g_{2}(\tau) \wp(u)-g_{3}(\tau)$ and $J_{(X, Y, Z)}(z)$ is a function having similar properties to the modular function $J(z)$.

In $\S 5$ we will give the precise definition of $J_{(X, Y, Z)}(z)$ (Proposition 5.1) and a proof of this theorem.

The holomorphic mapping from $(3,3,3)$ to $\rho$ was used in [C1] in order to investigate Markoff's minimal form which is closely related to geodesics on a once punctured torus. In [C2] it is also suggested that the relations (1.1) and (1.2) can be applied to some kind of word problem considered in associated Fricke groups. Therefore there is a possibility of applying our results to these problems. In particular it is interesting to use the relation (1.3) for coding of geodesics on once punctured tori, because the space $\mathbf{C}$ is much easier to see than the space $\mathbf{H}$. Moreover, the investigation of explicit relations between Teichmüller spaces of once punctured and closed tori is important from the point of view of rigidity problem by Ratner [R], Margulis [Mar], Zimmer [Z], etc., because a Fricke group is a typical example of a discrete subgroup of $\operatorname{SL}(2, \mathbf{R})$ whose $\mathbf{R}$-rank is equal to 1 and a once punctured torus is the simplest surface where geodesic flow and horocycle flow are defined. We can consider


The coordinate system $[a, b, c]$ is defined in $\S 3$. The points $(3,3,3)$ and $(2 \sqrt{2}, 2 \sqrt{2}, 4)$ are identified with $[1 / 3,1 / 3,1 / 3]$ and $[1 / 4,1 / 4,1 / 2]$, respectively.

Figure 1.1
the following problems: How can we determine the images of geodesic and horocycle flows under a holomorphic mapping from a once punctured torus to a closed torus? Is the rigidity of horocycle flows preserved under this mapping or not? These are the questions which make it meaningful to construct explicit holomorphic mappings between once punctured and closed tori.

Finally, we give an important remark. Let $\Gamma=\langle A, B\rangle$ be a Fricke group. A construction of a holomorphic mapping from a once punctured torus uniformized by $\Gamma$ to an element in $\mathcal{T}_{1,0}$ is closely related to a construction of a cusp form of weight 1 for $\Gamma$. The existence of such a cusp form is guaranteed; however, we cannot use standard ways of constructing cusp forms, since, for example, a Poincaré series whose denominator is of order 2 does not converge. For this reason we generalized the relation (1.1) and obtained Theorem 1.3. As we mentioned above, the relations (1.1), (1.2) and (1.3) give cusp forms of weight 1 for the Fricke groups corresponding to $(3,3,3),(2 \sqrt{2}, 2 \sqrt{2}, 4)$ and $(X, Y, Z) \in M_{1}$, respectively. Moreover, we can obtain explicit representations of these cusp forms. For more detailed discussion on this point we refer the reader to [ Ab 2 ].
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## 2. Preliminaries.

In this section we recall fundamental facts concerning Weierstrass $\wp$-function and the modular function. For detailed arguments and proofs we refer the reader to Chapters 3 and 6
of [JS]. These facts will be used in $\S 4$ and $\S 5$. For our construction of a holomorphic mapping between a closed torus and a once punctured torus, Weierstrass $\wp$-function plays an important role, because this function is defined by using the lattice which determines a closed torus.

For $\omega_{1}, \omega_{2} \in \mathbf{C}$, we define a lattice $\Omega$ by

$$
\Omega=\Omega\left(\omega_{1}, \omega_{2}\right)=\left\{n_{1} \omega_{1}+n_{2} \omega_{2} \mid n_{1}, n_{2} \in \mathbf{Z}\right\}
$$

and we call $\left\{\omega_{1}, \omega_{2}\right\}$ a basis for $\Omega$ and a point in $\Omega$ a lattice point in $\mathbf{C}$.
DEFINITION 2.1. We call the function defined by the following series Weierstrass $\wp-$ function

$$
\wp(u)=\frac{1}{u^{2}}+\sum_{\omega \in \Omega, \omega \neq 0}\left(\frac{1}{(u-\omega)^{2}}-\frac{1}{\omega^{2}}\right) \quad \text { for all } u \in \mathbf{C} .
$$

From the definition, it follows immediately that $\wp(u)$ depends on the lattice $\Omega$ and is an even function which is analytic on $\mathbf{C} \backslash \Omega$ and has a pole of order 2 at each lattice point. Note that $\wp(u)$ is doubly periodic with respect to the lattice $\Omega$. We define

$$
g_{2}=g_{2}(\Omega)=60 \sum_{\omega \in \Omega, \omega \neq 0} \frac{1}{\omega^{4}} \quad \text { and } \quad g_{3}=g_{3}(\Omega)=140 \sum_{\omega \in \Omega, \omega \neq 0} \frac{1}{\omega^{6}}
$$

If $\Omega=\Omega(1, \tau)$ they can be written in the following forms:

$$
g_{2}=g_{2}(\tau)=60 \sum_{(m, n) \neq(0,0)} \frac{1}{(m+n \tau)^{4}} \quad \text { and } \quad g_{3}=g_{3}(\tau)=140 \sum_{(m, n) \neq(0,0)} \frac{1}{(m+n \tau)^{6}}
$$

We can characterize values of $g_{2}(\tau)$ and $g_{3}(\tau)$ when $\tau$ satisfies certain conditions.
Proposition 2.1. (i) If $\operatorname{Re}(\tau)=t / 2$ for $t \in \mathbf{Z}$, then $g_{2}(\tau)$ and $g_{3}(\tau)$ are real.
(ii) $\quad g_{2}(\rho)=g_{3}(i)=0$ and $g_{2}(i), g_{3}(\rho)$ are real and positive, where $\rho=e^{2 \pi i / 3}$.

In this paper the notation $\rho$ always denotes the complex number $e^{2 \pi i / 3}$. Moreover, we can give characterizations of the function $\wp(u)$ and the lattice $\Omega$ when $g_{2}(\Omega)$ and $g_{3}(\Omega)$ are real. We represent by $\bar{z}$ the conjugate of $z \in \mathbf{C}$.

Proposition 2.2. The following conditions are equivalent:
(i) $g_{2}(\Omega), g_{3}(\Omega) \in \mathbf{R}$.
(ii) $\wp$ defined by using the lattice $\Omega$ satisfies $\wp(\bar{u})=\overline{\wp(u)}$ for all $u \in \mathbf{C}$.
(iii) $\Omega$ is a real lattice, i.e., $\bar{\Omega}=\{\bar{\omega} \mid \omega \in \Omega\}=\Omega$.

In order to characterize real lattices we introduce the following sets:

$$
\begin{aligned}
& L_{1}=\{\tau \in \mathbf{H}| | \tau \mid \geq 1 \text { and } \operatorname{Re}(\tau)=0\}, \\
& L_{2}=\left\{\tau \in \mathbf{H}| | \tau \mid=1 \text { and }-\frac{1}{2} \leq \operatorname{Re}(\tau) \leq 0\right\}, \\
& L_{3}=\left\{\tau \in \mathbf{H}| | \tau \mid \geq 1 \text { and } \operatorname{Re}(\tau)=-\frac{1}{2}\right\} .
\end{aligned}
$$

Let $\tau$ be an element in $L_{1} \cup L_{3}$. If we take $\mu>0$ or $\mu=r i$ with $r>0$, then $\Omega=\Omega(\mu, \mu \tau)$ is a real lattice. Let $\tau=e^{i \theta}$ with $\pi / 2 \leq \theta \leq 2 \pi / 3$ be an element in $L_{2}$. Then $\Omega=\Omega(\mu, \mu \tau)$
is a real lattice, where $\mu=r e^{i(\pi-\theta) / 2}$ or $\mu=r e^{-\theta i / 2}$ with $r>0$. Conversely, any real lattice $\Omega$ can be represented as above, because real lattices are classified into two cases: one is a rectangular case, i.e., $\tau \in L_{1}$ and the other is a rhombic case, i.e., $\tau \in L_{2} \cup L_{3}$ (See Fig. 2.1).

DEFINITION 2.2. The modular function $J(\tau)$ is defined by

$$
J(\tau)=\frac{g_{2}(\tau)^{3}}{g_{2}(\tau)^{3}-27 g_{3}(\tau)^{2}} \quad \text { for all } \tau \in \mathbf{H} .
$$

The properties of the modular function which we will use are the following:
PROPOSITION 2.3. (i) Jis invariant under the action of the modular group PSL(2,Z), i.e., $J(T(\tau))=J(\tau)$ for all $\tau \in \mathbf{H}$ and $T \in \operatorname{PSL}(2, \mathbf{Z})$, where $T(\tau)$ is a Möbius transformation.

(i)

(ii)

(iii)

Lattice points are represented by $\bullet$. (i) The case $\tau \in L_{1}$ and $\mu>0$. (ii) The case $\tau \in L_{2}$ and $\mu=$ $r e^{(\pi-\theta) i / 2}$ with $r>0$. (iii) The case $\tau \in L_{3}$ and $\mu>0$.
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Figure 2.2
(ii) The mapping J: $\mathbf{H} \rightarrow \mathbf{C}$ is holomorphic on $\mathbf{H}$.
(iii) J maps $L$ onto $\mathbf{R}$ where $L=L_{1} \cup L_{2} \cup L_{3}$. In particular, $J(i)=1$ and $J(\rho)=0$. (See Fig. 2.2.)
(iv) J maps $F$ onto $\mathbf{C}$ where $F=\{\tau \in \mathbf{H}| | \tau \mid \geq 1$ and $|\operatorname{Re}(\tau)| \leq 1 / 2\}$ is a fundamental domain for the modular group.

By using $g_{2}$ and $g_{3}$, we can introduce an important differential equation connecting $\wp(u)$ and $\wp^{\prime}(u)$ :

PROPOSITION 2.4. $\wp^{\prime}(u)^{2}=4 \wp(u)^{3}-g_{2} \wp(u)-g_{3}$.
Note that $\wp, g_{2}$ and $g_{3}$ depend on a lattice $\Omega$.
PROPOSITION 2.5. Let $\Omega=\Omega\left(\omega_{1}, \omega_{2}\right)$ and $\omega_{3}=\omega_{1}+\omega_{2}$. Then we have $\wp^{\prime}\left(\omega_{1} / 2\right)=$ $\wp^{\prime}\left(\omega_{2} / 2\right)=\wp^{\prime}\left(\omega_{3} / 2\right)=0$.

Points $\omega_{k} / 2+\left(n_{1} \omega_{1}+n_{2} \omega_{2}\right)$ for all $n_{1}, n_{2} \in \mathbf{Z}$ and $k=1,2,3$ are called ramification points of $\Omega$.

Proposition 2.6. We define $e_{k}=\wp\left(\omega_{k} / 2\right)$ for $k=1,2,3$. Then $e_{1}, e_{2}, e_{3}$ are mutually distinct.

That is to say, if we take a lattice $\Omega$, the values $g_{2}(\Omega)$ and $g_{3}(\Omega)$ define a cubic polynomial $p(x)=4 x^{3}-g_{2} x-g_{3}$, which has distinct roots. Conversely, we obtain the following assertion.

PROPOSITION 2.7. Let $p(x)=4 x^{3}-c_{2} x-c_{3}$ for $c_{2}, c_{3} \in \mathbf{C}$ be any cubic polynomial with distinct roots. Then there is a lattice $\Omega$ with $c_{2}=g_{2}(\Omega)$ and $c_{3}=g_{3}(\Omega)$. More precisely,
(i) if $c_{2}=0, c_{3} \neq 0$ then $\Omega=\Omega(\mu, \mu \rho)$, where $\mu \in \mathbf{C}$ is determined by $\left(1 / \mu^{6}\right) g_{3}(\rho)$ $=c_{3}$.
(ii) if $c_{2} \neq 0, c_{3}=0$ then $\Omega=\Omega(\mu, \mu i)$, where $\mu \in \mathbf{C}$ is determined by $\left(1 / \mu^{4}\right) g_{2}(i)$ $=c_{2}$.
(iii) if $c_{2} \neq 0, c_{3} \neq 0$ then $\Omega=\Omega(\mu, \mu \tau)$, where $\mu$ is any element of $\mathbf{C} \backslash\{0\}$ and $\tau \in \mathbf{C}$ is determined by $J(\tau)=c_{2}^{3} /\left(c_{2}^{3}-27 c_{3}^{2}\right)$.

We introduce two notations: one is $\mu \mathbf{R}=\{\mu u \mid u \in \mathbf{R}\}$ for $\mu \in \mathbf{C}$ and the other is $\wp\left(\mu_{1} \mathbf{R}\right) \subset \mu_{2} \mathbf{R} \cup\{\infty\}$ for $\mu_{1}, \mu_{2} \in \mathbf{C}$ which means $\wp\left(\mu_{1} u\right) \in \mu_{2} \mathbf{R} \cup\{\infty\}$ for all $u \in \mathbf{R}$.

Proposition 2.8. (i) If $\Omega$ is a real lattice, then $\wp(\mathbf{R}) \subset \mathbf{R} \cup\{\infty\}$ and $\wp(i \mathbf{R}) \subset$ $\mathbf{R} \cup\{\infty\}$.
(ii) If $\Omega=\Omega(\mu, \mu \rho)$ for some $\mu \in \mathbf{C}$ is a real lattice, then

$$
\begin{array}{ll}
\wp(\rho \mathbf{R}) \subset \rho \mathbf{R} \cup\{\infty\}, & \wp\left(\rho^{1 / 2} \mathbf{R}\right) \subset \rho^{1 / 2} \mathbf{R} \cup\{\infty\} \\
\wp(\rho i \mathbf{R}) \subset \rho \mathbf{R} \cup\{\infty\}, & \wp\left(\rho^{1 / 2} i \mathbf{R}\right) \subset \rho^{1 / 2} \mathbf{R} \cup\{\infty\}
\end{array}
$$

(iii) If $\Omega=\Omega(\mu, \mu i)$ for some $\mu \in \mathbf{C}$ is a real lattice, then

$$
\wp\left(e^{\pi i / 4} \mathbf{R}\right) \subset i \mathbf{R} \cup\{\infty\}, \quad \wp\left(e^{-\pi i / 4} \mathbf{R}\right) \subset i \mathbf{R} \cup\{\infty\}
$$

PROOF. (i) By using Proposition 2.2 (ii), $\wp ~ s a t i s f i e s ~ \wp ~(u)=\wp(\bar{u})=\overline{\wp(u)}$ for all $u \in \mathbf{R}$ which means $\wp(\mathbf{R}) \subset \mathbf{R} \cup\{\infty\}$. For all $u \in i \mathbf{R}$ we have $\wp(u)=\wp(-u)=\wp(\bar{u})=$ $\overline{\wp(u)}$. Therefore $\wp(i \mathbf{R}) \subset \mathbf{R} \cup\{\infty\}$.
(ii) For $\rho=e^{2 \pi i / 3}$ we easily have

$$
\rho \Omega(\mu, \mu \rho)=\rho^{1 / 2} \Omega(\mu, \mu \rho)=\Omega(\mu, \mu \rho)
$$

By using these relations, we obtain

$$
\wp(\rho u)=\frac{1}{\rho^{2}} \wp(u) \quad \text { and } \quad \wp\left(\rho^{1 / 2} u\right)=\frac{1}{\rho} \wp(u) \quad \text { for all } u \in \mathbf{C} .
$$

Taking $u \in \mathbf{R}$ or $u \in i \mathbf{R}$ and using (i) of this proposition, we get the assertions.
(iii) From the fact

$$
i \Omega(\mu, \mu i)=-i \Omega(\mu, \mu i)=\Omega(\mu, \mu i)
$$

we have

$$
\begin{equation*}
\wp(i u)=\wp(-i u)=-\wp(u) \text { for all } u \in \mathbf{C} . \tag{2.1}
\end{equation*}
$$

If we take $u=t e^{\pi i / 4}, t \in \mathbf{R}$, then $\bar{u}=t e^{-\pi i / 4}=-i u$. As $\Omega(\mu, \mu i)$ is a real lattice, we can use Proposition 2.2 (ii) and have

$$
\overline{\wp(u)}=\wp(\bar{u})=\wp(-i u)=-\wp(u) .
$$

Therefore $\wp(u)$ is purely imaginary, i.e., $\wp\left(e^{\pi i / 4} \mathbf{R}\right) \subset i \mathbf{R} \cup\{\infty\}$. From this result and (2.1) we obtain $\wp\left(e^{-\pi i / 4} \mathbf{R}\right) \subset i \mathbf{R} \cup\{\infty\}$.

By using the same arguments as in the proof of Proposition 2.8 we obtain the following assertions.

PROPOSITION 2.9. For the lattice $\Omega=\Omega(\nu, v \rho)$ with $v=r e^{\pi i / 6}$ for somer $>0$, we have

$$
\begin{array}{rlrl}
\wp((\nu+\rho \nu) / 2+\mathbf{R}) & \subset \mathbf{R} \cup\{\infty\}, & \wp(-(\nu+\rho \nu) / 2+\mathbf{R}) & \subset \mathbf{R} \cup\{\infty\}, \\
\wp(\rho((\nu+\rho \nu) / 2+\mathbf{R})) & \subset \mathbf{R} \cup\{\infty\}, & \wp(\rho(-(\nu+\rho \nu) / 2+\mathbf{R})) \subset \rho \mathbf{R} \cup\{\infty\}, \\
\wp\left(\rho^{1 / 2}((\nu+\rho \nu) / 2+\mathbf{R})\right) \subset \rho^{1 / 2} \mathbf{R} \cup\{\infty\}, & \wp\left(\rho^{1 / 2}(-(\nu+\rho \nu) / 2+\mathbf{R})\right) \subset \rho^{1 / 2} \mathbf{R} \cup\{\infty\} .
\end{array}
$$

Proposition 2.10. For the lattice $\Omega=\Omega(\nu, \nu i)$ with $v>0$, we have

$$
\begin{array}{ll}
\wp(\mathbf{R}+\nu i / 2) \subset \mathbf{R} \cup\{\infty\}, & \wp(\mathbf{R}-\nu i / 2) \subset \mathbf{R} \cup\{\infty\} \\
\wp(i \mathbf{R}+\nu / 2) \subset \mathbf{R} \cup\{\infty\}, & \wp(i \mathbf{R}-v / 2) \subset \mathbf{R} \cup\{\infty\}
\end{array}
$$

## 3. Correspondences as sets.

In this section we will introduce the Teichmüller modular group for $\mathcal{T}_{1,1}$ and will characterize subsets of a fundamental domain for the action of the modular group on $\mathcal{T}_{1,1}$. Recall
that the Teichmüller modular group for $\mathcal{T}_{1,0}$ is $\operatorname{SL}(2, \mathbf{Z})$ and a fundamental domain for the action of $\operatorname{PSL}(2, \mathbf{Z})$ on $\mathcal{T}_{1,0}$ is the region $F$ introduced in Proposition 2.3 (iv).

Let $G$ be the free group with generators $A$ and $B$. The automorphism group $\operatorname{Aut}(G)$ of $G$ has generators $\sigma, P$ and $U$ which are defined by

$$
\begin{array}{cl}
\sigma(A)=A^{-1}, & \sigma(B)=B \\
P(A)=B, & P(B)=A \\
U(A)=A B, & U(B)=B
\end{array}
$$

A representation of $\operatorname{Aut}(G)$ in $\operatorname{GL}(2, \mathbf{Z})$ is obtained by

$$
\sigma \rightarrow\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \quad P \rightarrow\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \text { and } \quad U \rightarrow\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) .
$$

Let $\mathrm{Aut}^{+}(G)$ be the preimage of $\operatorname{SL}(2, \mathbf{Z})$ and let $\operatorname{Inn}(G)$ be the inner automorphism group of $G$. Then we have the following theorem.

Theorem 3.1 (Nielsen). Let $G$ be the free group with two generators. Then

$$
\operatorname{Out}^{+}(G)=\operatorname{Aut}^{+}(G) / \operatorname{Inn}(G) \approx \operatorname{SL}(2, \mathbf{Z})
$$

The proof can be found in [MKS].
Therefore the Teichmüller modular group $\mathcal{M}$ for $\mathcal{T}_{1,1}$ is Out ${ }^{+}(G)$. The kernel of the action of the modular group $\mathcal{M}$ on $\mathcal{T}_{1,1}$ is $\{ \pm I\}$, where $I=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, so $\mathcal{P} \mathcal{M}=\mathrm{Out}^{+}(G) /\{ \pm I\} \approx$ $\operatorname{PSL}(2, \mathbf{Z})$ acts effectively on $\mathcal{T}_{1,1}$.

THEOREM 3.2. A fundamental domain for the action of $\mathcal{P M}$ on $\mathcal{T}_{1,1}$ is

$$
M=\left\{(X, Y, Z) \in \mathcal{T}_{1,1} \left\lvert\, 2<X \leq Y \leq Z \leq \frac{1}{2} X Y\right.\right\}
$$

Before we give a proof of Theorem 3.2, we prepare some facts. The generators $\sigma, P$ and $U$ induce actions on the $(X, Y, Z)$ coordinates, where $X=\operatorname{tr} A, Y=\operatorname{tr} B$ and $Z=\operatorname{tr} A B$ :

$$
\begin{array}{lc}
\sigma(X)=X, & \sigma(Y)=Y, \\
P(X)=Y, & P(Y)=X Y-Z \\
U(X)=Z, & U(Y)=Y, \\
P(Z)=Y Z-X
\end{array}
$$

In order to introduce these actions we used the following properties: $\operatorname{tr} C^{-1}=\operatorname{tr} C, \operatorname{tr} C D=$ $\operatorname{tr} D C$ and $\operatorname{tr} C \operatorname{tr} D=\operatorname{tr} C D+\operatorname{tr} C^{-1} D$ for all $C, D \in \operatorname{PSL}(2, \mathbf{R})$.

Lemma 3.1. The actions of $\sigma, P$ and $U$ on a point $(X, Y, Z) \in \mathcal{T}_{1,1}$

$$
\begin{gathered}
\sigma(X, Y, Z)=(X, Y, X Y-Z) \\
P(X, Y, Z)=(Y, X, Z) \\
U(X, Y, Z)=(Z, Y, Y Z-X)
\end{gathered}
$$

are well-defined.

Proof. We consider the action of $\sigma$. The equation $X^{2}+Y^{2}+(X Y-Z)^{2}=$ $X Y(X Y-Z)$ is equal to $X^{2}+Y^{2}+Z^{2}=X Y Z$. We easily get $X Y-Z=$ $\left(X Y \mp \sqrt{X^{2} Y^{2}-4\left(X^{2}+Y^{2}\right)}\right) / 2>2$. By using the same calculation, the action of $U$ is well-defined. It is clear that the action of $P$ is well-defined.

Next we introduce another coordinate system $[a, b, c]$ for $\mathcal{T}_{1,1}$ by

$$
a=\frac{X}{Y Z}, \quad b=\frac{Y}{X Z} \quad \text { and } \quad c=\frac{Z}{X Y} .
$$

Then the space $\mathcal{T}_{1,1}$ and the set $M$ are represented by

$$
\begin{aligned}
\mathcal{T}_{1,1} & =\{[a, b, c] \mid a+b+c=1 \text { with } a, b, c>0\} \\
M & =\left\{[a, b, c] \in \mathcal{T}_{1,1} \left\lvert\, 0<a \leq b \leq c \leq \frac{1}{2}\right.\right\}
\end{aligned}
$$

Note that we use (.) for the ( $X, Y, Z$ ) coordinates and $[\cdot]$ for the $[a, b, c]$ coordinates and that the space $\mathcal{T}_{1,1}$ represented by $[a, b, c]$ (Fig. 1.1) is much easier to visualize than by $(X, Y, Z)$. We also have actions of $\sigma, P$ and $U$ in the $[a, b, c]$ coordinates:

$$
\begin{aligned}
& \sigma[a, b, c]=\left[\frac{a c}{1-c}, \frac{b c}{1-c}, 1-c\right], \\
& P[a, b, c]=[b, a, c], \\
& U[a, b, c]=\left[\frac{a c}{1-a}, \frac{a b}{1-a}, 1-a\right] .
\end{aligned}
$$

From definitions we can easily get the following facts.
Lemma 3.2. There exist actions which permute coordinates $(X, Y, Z)$ and $[a, b, c]$.

$$
\begin{array}{cc}
\sigma U(X, Y, Z)=(Z, Y, X), & \operatorname{PoU}(X, Y, Z)=(Y, Z, X), \\
\sigma U P(X, Y, Z)=(Z, X, Y), & \sigma U P \sigma U(X, Y, Z)=(X, Z, Y), \\
\sigma U[a, b, c]=[c, b, a], & P \sigma U[a, b, c]=[b, c, a], \\
\sigma U P[a, b, c]=[c, a, b], & \sigma U P \sigma U[a, b, c]=[a, c, b] .
\end{array}
$$

Proof of Theorem 3.2. We use the following results from [W]. Let $\mathcal{M}_{2}$ be the subgroup of $\operatorname{Aut}(G)$ generated by $\rho_{1}=\sigma U^{2}, \rho_{2}=\sigma$ and $\rho_{3}=P \sigma U^{2} P$. A fundamental domain for the action of $\mathcal{M}_{2}$ on $\mathcal{T}_{1,1}$ is

$$
\tilde{M}=\left\{[a, b, c] \in \mathcal{T}_{1,1} \mid a, b, c \leq \frac{1}{2}\right\} .
$$

Set $\mathcal{M}_{2}^{+}=\mathcal{M}_{2} \cap$ Aut $^{+}(G)$. The group $\mathcal{M}_{2}^{+}$acts effectively on $\mathcal{T}_{1,1}$ and the index $[\operatorname{PSL}(2, \mathbf{Z})$ : $\left.\mathcal{M}_{2}^{+}\right]=6$.

Recall that $\mathcal{P M} \approx \operatorname{PSL}(2, \mathbf{Z})$. We can obtain the following coset representation: if we set

$$
\left\{\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right\}=\{i d, P, \sigma U, P \sigma U, \sigma U P, \sigma U P \sigma U\}
$$

then $\tilde{M}=\bigcup_{i=0}^{5} \alpha_{i} M, \alpha_{i} M^{0} \cap \alpha_{j} M^{0}=\emptyset$ for $i, j \in\{0,1,2,3,4,5\}, i \neq j$, where $M^{0}$ is the interior of $M$.

Since the Teichmüller space $\mathcal{T}_{1,0}$ is the upper half-plane $\mathbf{H}$ and the Teichmüller modular group for $\mathcal{T}_{1,0}$ is $\operatorname{SL}(2, \mathbf{Z})$, the region $F$ in Proposition 2.3 is a fundamental domain for the action of $\operatorname{PSL}(2, \mathbf{Z})$ on $\mathcal{T}_{1,0}$ in the sense of the Teichmüller theory. Therefore it is natural that we study a correspondence between the fundamental domain $M$ in $\mathcal{T}_{1,1}$ and the fundamental domain $F$ in $\mathcal{T}_{1,0}$.

We introduce some specific subsets of the fundamental domain $M$. We consider the automorphisms $\Phi_{1}(A, B)=\left(A, B^{-1}\right)$ and $\Phi_{1}^{\prime}(A, B)=\left(A^{-1}, B\right)$. The induced actions on $\mathcal{T}_{1,1}$ are described by

$$
\Phi_{1}(X, Y, Z)=\Phi_{1}^{\prime}(X, Y, Z)=(X, Y, X Y-Z)
$$

Let $M_{1}$ be the subset of $M$ whose point is fixed by $\Phi_{1}$ and $\Phi_{1}^{\prime}$. From $X Y-Z=Z$ we have

$$
M_{1}=\left\{(X, Y, Z) \in M \left\lvert\, Z=\frac{1}{2} X Y\right.\right\}=\left\{[a, b, c] \in M \left\lvert\, c=\frac{1}{2}\right.\right\} .
$$

In the same way we consider the automorphisms:

$$
\begin{array}{cc}
\Phi_{2}\left(A, B^{-1}\right)=\left(B^{-1}, A\right), & \Phi_{2}^{\prime}(A, B)=(B, A) \\
\Phi_{3}(A, B)=\left(A, A^{-1} B^{-1}\right), & \Phi_{3}^{\prime}(A, B)=\left(A^{-1}, A B\right)
\end{array}
$$

Then natural induced actions on $\mathcal{T}_{1,1}$ are as follows:

$$
\begin{aligned}
& \Phi_{2}(X, Y, Z)=\Phi_{2}^{\prime}(X, Y, Z)=(Y, X, Z) \\
& \Phi_{3}(X, Y, Z)=\Phi_{3}^{\prime}(X, Y, Z)=(X, Z, Y)
\end{aligned}
$$

We define subsets $M_{k}$ as sets whose point is fixed by $\Phi_{k}$ and $\Phi_{k}^{\prime}, k=2,3$ :

$$
\begin{aligned}
M_{2} & =\{(X, Y, Z) \in M \mid X=Y\} \\
M_{3} & =\{(X, Y, Z) \in M \mid Y=Z\}=\{[a, b, c] \in M \mid b=c\}
\end{aligned}
$$

THEOREM 3.3. We can establish the correspondences among the sets as follows:

$$
L_{1} \Leftrightarrow M_{1}, \quad L_{2} \Leftrightarrow M_{2}, \quad L_{3} \Leftrightarrow M_{3} .
$$

Proof. We take a real lattice $\Omega=\Omega(\mu, \mu \tau)$ defined in $\S 2$. Let $\Gamma=\langle A, B\rangle$ be a Fricke group and let ( $\tilde{X}, \tilde{Y}, \tilde{Z}$ ) be the coordinate of $\Gamma$ in $\mathcal{T}_{1,1}$. We define correspondences between the basis ( $\mu, \mu \tau$ ) of $\Omega$ and the generators $A, B$ of $\Gamma$ as follows:

$$
\begin{equation*}
\mu \Leftrightarrow A \quad \text { and } \quad \mu \tau \Leftrightarrow B . \tag{3.1}
\end{equation*}
$$

The general real lattice has symmetry with respect to the real axis and the imaginary axis and does not have symmetry with respect to any other line through the origin except the real and the imaginary axes. The only exceptions are $\Omega=\Omega(\mu, \mu \tau)$ for $\tau=i$ or $\rho=e^{2 \pi i / 3}$. Conversely, a lattice which is symmetric with respect to the real and the imaginary axes is a real lattice.

If $\tau \in L_{1}$, we consider a rectangular lattice $\Omega=\Omega(\mu, \mu \tau)$ for $\mu>0$ and define transformations of the basis of the lattice $\Omega$ as

$$
\varphi_{1}(\mu, \mu \tau)=(\mu,-\mu \tau) \quad \text { and } \quad \varphi_{1}^{\prime}(\mu, \mu \tau)=(-\mu, \mu \tau)
$$

The symmetry of $\Omega$ with respect to the real axis is characterized by $\varphi_{1}(\Omega)=\Omega$ and the symmetry of $\Omega$ with respect to the imaginary axis is characterized by $\varphi_{1}^{\prime}(\Omega)=\Omega$. By the correspondences (3.1) the transformations $\varphi_{1}$ and $\varphi_{1}^{\prime}$ correspond to the automorphisms $\Phi_{1}$ and $\Phi_{1}^{\prime}$, respectively. Then the equation $\varphi_{1}(\Omega)=\varphi_{1}^{\prime}(\Omega)=\Omega$ is equivalent to $\Phi_{1}(\tilde{X}, \tilde{Y}, \tilde{Z})=$ $\Phi_{1}^{\prime}(\tilde{X}, \tilde{Y}, \tilde{Z})=(\tilde{X}, \tilde{Y}, \tilde{Z})$. Therefore we get $(\tilde{X}, \tilde{Y}, \tilde{Z}) \in M_{1}$ corresponding to $\tau \in L_{1}$.

If $\tau \in L_{2}$, we take a rhombic lattice $\Omega=\Omega(\mu, \mu \tau)$, where $\tau=e^{i \theta}, \mu=r e^{(\pi-\theta) i / 2}$, $r>0$ and define transformations of the basis of the lattice $\Omega$ as

$$
\varphi_{2}(\mu,-\mu \tau)=(-\mu \tau, \mu) \quad \text { and } \quad \varphi_{2}^{\prime}(\mu, \mu \tau)=(\mu \tau, \mu) .
$$

If $\tau \in L_{3}$, we consider transformations of the basis of a rhombic lattice $\Omega=\Omega(\mu, \mu \tau)$ for $\mu>0$ :

$$
\varphi_{3}(\mu, \mu \tau)=(\mu, \overline{\mu \tau}) \quad \text { and } \quad \varphi_{3}^{\prime}(\mu, \mu \tau)=(-\mu,-\overline{\mu \tau})
$$

By using the same argument as for the case $\tau \in L_{1}$ we obtain the assertions.
Corollary 3.1. The points $i, \rho \in \mathcal{T}_{1,0}$ correspond to $(2 \sqrt{2}, 2 \sqrt{2}, 4),(3,3,3) \in$ $\mathcal{T}_{1,1}$, respectively.

Proof. Since the symmetries of $\Omega=\Omega(\mu, \mu i)$ for $\mu>0$ are characterized by $\varphi_{1}(\Omega)=\varphi_{1}^{\prime}(\Omega)=\varphi_{2}(\Omega)=\varphi_{2}^{\prime}(\Omega)=\Omega$, the point $(\tilde{X}, \tilde{Y}, \tilde{Z})$ corresponding to $i$ must satisfy $\Phi_{1}(\tilde{X}, \tilde{Y}, \tilde{Z})=\Phi_{1}^{\prime}(\tilde{X}, \tilde{Y}, \tilde{Z})=\Phi_{2}(\tilde{X}, \tilde{Y}, \tilde{Z})=\Phi_{2}^{\prime}(\tilde{X}, \tilde{Y}, \tilde{Z})=(\tilde{X}, \tilde{Y}, \tilde{Z})$. Then it is ( $2 \sqrt{2}, 2 \sqrt{2}, 4$ ). In the same way we obtain another correspondence.

## 4. Two examples.

Recall that we represent a point in the upper half-plane $\mathbf{H}$ by $z$ and a point in the complex plane $\mathbf{C}$ by $u$ and that we call $\mathbf{H}$ the $z$-plane and $\mathbf{C}$ the $u$-plane. Let $\Gamma$ be a Fricke group associated with a once punctured torus $(X, Y, Z) \in \mathcal{T}_{1,1}$. Then $\Gamma$ determines a fundamental domain in the $z$-plane, which can be identified with the once punctured torus ( $X, Y, Z$ ). Let $\Gamma_{\tau}$ be a lattice in the $u$-plane for $\tau \in \mathcal{T}_{1,0}$. Then a fundamental domain for $\Gamma_{\tau}$ in the $u$-plane can be identified with the closed torus $\tau$.

In this section we consider two points $(3,3,3),(2 \sqrt{2}, 2 \sqrt{2}, 4)$ in $\mathcal{T}_{1,1}$. We know that they must correspond to $\rho, i \in \mathcal{T}_{1,0}$ (Corollary 3.1). Before we show a construction of a holomorphic mapping between a once punctured torus and a closed torus, we display fundamental domains in the $z$-plane for Fricke groups associated with these points.
(I) the case $(3,3,3)$.

Let $\Gamma_{\rho}=\left\langle A_{\rho}, B_{\rho}\right\rangle$ with $A_{\rho}=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$ and $B_{\rho}=\left(\begin{array}{cc}1 & -1 \\ -1 & 2\end{array}\right)$ be a representation of (3, 3, 3). Define $C_{\rho}=B_{\rho}^{-1} A_{\rho}^{-1}$. Then $C_{\rho}=\left(\begin{array}{cc}3 & -1 \\ 1 & 0\end{array}\right)$ and $C_{\rho} B_{\rho} A_{\rho}=\left(\begin{array}{cc}-1 & -6 \\ 0 & -1\end{array}\right)$. We can obtain two fundamental domains: one is a quadrilateral whose opposite sides are identified by actions of $A_{\rho}$ and $B_{\rho}$ (shown in normal outline in Fig. 4.1),

$$
D_{q}\left(\Gamma_{\rho}\right)=\left\{z \in \mathbf{H}| | z+\frac{1}{2}\left|>\frac{1}{2},\left|z-\frac{1}{2}\right|>\frac{1}{2},-1 \leq \operatorname{Re}(z) \leq 1\right\}\right.
$$



Figure 4.1
the other is an octagon whose sides are identified by actions of $A_{\rho}, B_{\rho}, C_{\rho}$ and $C_{\rho} B_{\rho} A_{\rho}$

$$
\begin{aligned}
D_{o}\left(\Gamma_{\rho}\right)= & \{z \in \mathbf{H}||z+2| \geq 1,|z+1| \geq 1,|z| \geq 1 \\
& \left.|z-1|>1,|z-2|>1,|z-3|>1,-\frac{5}{2} \leq \operatorname{Re}(z)<\frac{7}{2}\right\}
\end{aligned}
$$

(the shaded part in Fig. 4.1). We call the former the quadrilateral fundamental domain and the latter the octagonal fundamental domain.
(II) the case $(2 \sqrt{2}, 2 \sqrt{2}, 4)$.

As a representation of $(2 \sqrt{2}, 2 \sqrt{2}, 4)$ we take $\Gamma_{i}=\left\langle A_{i}, B_{i}\right\rangle$ with $A_{i}=\left(\begin{array}{cc}0 & -1 \\ 1 & 2 \sqrt{2}\end{array}\right)$ and $B_{i}=\left(\begin{array}{cc}\sqrt{2} & -1 \\ -1 & \sqrt{2}\end{array}\right)$ and define $C_{i}=B_{i}^{-1} A_{i}^{-1}$. Then $C_{i} B_{i} A_{i}=\left(\begin{array}{cc}-1 & -4 \sqrt{2} \\ 0 & -1\end{array}\right)$. One fundamental domain is a quadrilateral whose opposite sides are identified by actions of $A_{i}$ and $B_{i}$ (shown in normal outline in Fig. 4.2),

$$
D_{q}\left(\Gamma_{i}\right)=\left\{z \in \mathbf{H}| | z+\frac{3 \sqrt{2}}{4}\left|>\frac{\sqrt{2}}{4},\left|z+\frac{\sqrt{2}}{4}\right|>\frac{\sqrt{2}}{4},-\sqrt{2} \leq \operatorname{Re}(z) \leq 0\right\}\right.
$$

another is a hexagon whose sides are identified by actions of $A_{i}, B_{i}$ and $C_{i} B_{i} A_{i}$ (the shaded part in Fig. 4.2),

$$
\begin{aligned}
D_{h}\left(\Gamma_{i}\right)= & \{z \in \mathbf{H}||z+2 \sqrt{2}| \geq 1,|z+\sqrt{2}| \geq 1 \\
& \left.|z|>1,|z-\sqrt{2}|>1,-\frac{5 \sqrt{2}}{2} \leq \operatorname{Re}(z)<\frac{3 \sqrt{2}}{2}\right\} .
\end{aligned}
$$



Figure 4.2

THEOREM 4.1 (Cohn). The once punctured torus $(3,3,3) \in \mathcal{T}_{1,1}$ is mapped to the closed torus $\rho=e^{2 \pi i / 3} \in \mathcal{T}_{1,0}$ holomorphically by using the relation

$$
\begin{equation*}
1-J(z)=\wp^{\prime}(u)^{2}=4 \wp(u)^{3}+1 \tag{4.1}
\end{equation*}
$$

Proof. We take $\Gamma_{\rho}=\left\langle A_{\rho}, B_{\rho}\right\rangle$ with $A_{\rho}=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$ and $B_{\rho}=\left(\begin{array}{cc}1 & -1 \\ -1 & 2\end{array}\right)$ as a representation of $(3,3,3)$, then two fundamental domains for $\Gamma_{\rho}$ in the $z$-plane are as shown in Fig. 4.1. By Proposition 2.7 (i), the relation

$$
\begin{equation*}
\wp^{\prime}(u)^{2}=4 \wp(u)^{3}+1 \tag{4.2}
\end{equation*}
$$

determines the lattice $\Omega=\Omega(\mu, \mu \rho)$ in the $u$-plane where $\mu$ satisfies $\left(1 / \mu^{6}\right) g_{3}(\rho)=-1$. As $g_{3}(\rho)>0$, we can write $\mu=|\mu| e^{(1 / 6+j / 3) \pi i}, j=0,1,2,3,4,5$. Therefore we obtain $\Omega=\Omega(\mu, \mu \rho)=\Omega\left(|\mu| e^{\pi i / 6},|\mu| e^{\pi i / 6} \rho\right)$ which is a real lattice. By the relation

$$
\begin{equation*}
1-J(z)=4 \wp(u)^{3}+1 \tag{4.3}
\end{equation*}
$$

the point $z=i \infty$ is mapped to a lattice point of the $u$-plane because of $J(i \infty)=\infty$ and $\wp\left(u_{0}\right)=\infty$ for $u_{0} \in \Omega=\Omega(\mu, \mu \rho)$. We can assume without loss of generality that the image of $z=i \infty$ by (4.3) is the point $u=0$. Suppose that $J$ has a value $c_{0} \in \mathbf{C}$ with $c_{0} \neq 1$. Since for each $c \in \mathbf{C}, c \neq e_{1}, e_{2}, e_{3}, \infty$ the equation $\wp(u)=c$ has two simple solutions, for $J=c_{0}$ we obtain six values of $u$ determined by the relation (4.3). The octagonal fundamental domain for $\Gamma$ is a 6 -sheeted covering of the fundamental domain $F$ for the modular group $\operatorname{PSL}(2, \mathbf{Z})$, so we can take six points which attain $J=c_{0}$ in the octagonal fundamental domain. Therefore we can obtain correspondences between these six points in the $z$-plane and the six points in the $u$-plane. Now we consider the case where $J(z)$ is real. From Proposition 2.3 (iii) we divide arguments into the following three cases.
(I) $J(z) \geq 1$, i.e., $z \in L_{1}$.

Set $J(z)=c$ then by using (4.3) we have

$$
\wp(u)=\left\{\begin{array}{l}
-(c / 4)^{1 / 3}  \tag{4.4}\\
(c / 4)^{1 / 3} e^{\pi i / 3} \\
(c / 4)^{1 / 3} e^{-\pi i / 3}
\end{array}\right.
$$

By Proposition 2.8 (i) we have $\wp(i \mathbf{R}) \subset \mathbf{R} \cup\{\infty\}$ and if we write $u=i t$ and $t \in \mathbf{R}$ is small, $\wp(u)$ is negative and $|\wp(u)|$ is large, so we can get a point $u$ with $\wp(u)=-(c / 4)^{1 / 3}$ on the line $i \mathbf{R}$. By using the same argument we can get a point $u$ with $\wp(u)=(c / 4)^{1 / 3} e^{\pi i / 3}$ on $\rho^{1 / 2} i \mathbf{R}$ and a point $u$ with $\wp(u)=(c / 4)^{1 / 3} e^{-\pi i / 3}$ on $\rho i \mathbf{R}$. If $J(i)=1$ in (4.3) then $4 \wp^{3}(u)+1=0$. From (4.2) the point $u$ corresponding to $z=i$ must be ramification points $\frac{1}{2}|\mu| e^{(1 / 6+j / 3) \pi i}, j=0,1,2,3,4,5$ in the $u$-plane. Therefore we can take segments $\left\{t|\mu| e^{(1 / 6+j / 3) \pi i} \left\lvert\, 0 \leq t \leq \frac{1}{2}\right.\right\}, j=0,1,2,3,4,5$ as images of $L_{1}$ by the mapping defined by the relation (4.1).
(II) $J(z) \leq 0$, i.e., $z \in L_{3}$.

Set $J(z)=c$ then by using (4.3) we have

$$
\wp(u)=\left\{\begin{array}{l}
(-c / 4)^{1 / 3} \\
(-c / 4)^{1 / 3} e^{2 \pi i / 3} \\
(-c / 4)^{1 / 3} e^{-2 \pi i / 3}
\end{array}\right.
$$

By Proposition 2.8 (i) we have $\wp(\mathbf{R}) \subset \mathbf{R} \cup\{\infty\}$ and if $u=t \in \mathbf{R}$ and $t$ is small, $\wp(u)$ is positively large, so we can take a point $u$ with $\wp(u)=(-c / 4)^{1 / 3}$ on the line $\mathbf{R}$. In the same way we can take a point $u$ with $\wp(u)=(-c / 4)^{1 / 3} e^{2 \pi i / 3}$ on $\rho \mathbf{R}$ and a point $u$ with $\wp(u)=(-c / 4)^{1 / 3} e^{-2 \pi i / 3}$ on $\rho^{1 / 2} \mathbf{R}$.
(III) $0 \leq J(z) \leq 1$, i.e., $z \in L_{2}$.

By setting $J(z)=c, \wp(u)$ satisfies (4.4). Since $J(z)$ is holomorphic on H and $\wp(u)$ is holomorphic on $\mathrm{C} / \Omega$, the mapping defined by the relation (4.1) is conformal on $\mathrm{C} / \Omega$. Therefore we obtain Fig. 4.3 (i) by Proposition 2.9 and the arguments in (I) and (II).

From Proposition 2.3 and the symmetry of the fundamental domain $F$, the image of the octagonal fundamental domain $D_{o}\left(\Gamma_{\rho}\right)$ by the mapping defined by the relation (4.1) can be represented by the hexagon in Fig. 4.3 (ii). Then we can show without loss of generality the actions of $A_{\rho}$ and $B_{\rho}$ are given as in Fig. 4.3 (ii) from the identification of the sides of $D_{o}\left(\Gamma_{\rho}\right)$. Moreover, the quadrilateral fundamental domain $D_{q}\left(\Gamma_{\rho}\right)$ is mapped to the period parallelogram in Fig. 4.3 (ii) which is determined by the lattice $\Omega=\Omega(\mu, \mu \rho)$ in the $u$ plane. These facts imply that there exist the correspondences $\mu \Leftrightarrow A_{\rho}$ and $\mu \rho \Leftrightarrow B_{\rho}$ which we used in order to show the correspondence $\rho \Leftrightarrow(3,3,3)$ (see $\S 3$ ).

Remark. Theorem 4.1 comes from the work by H. Cohn [C1]. The relation (4.1) is not unique, that is, we can have the same result by using the following relation:

$$
J(z)-1=\wp^{\prime}(u)^{2}=4 \wp(u)^{3}-1
$$

By using the same arguments as in the proof of Theorem 4.1 we obtain another example. In this case the images of the fundamental domains $D_{q}\left(\Gamma_{i}\right)$ and $D_{h}\left(\Gamma_{i}\right)$ are represented as in Fig. 4.4 (ii).

(i) The segments $L$ ( $i \infty \rightarrow i \rightarrow \rho \rightarrow i \infty$ ), $L+j, j=-2,-1,1,2,3$ are mapped by the relation (4.1) to the segments $\left(0 \rightarrow\left((1 / 2)|\mu| e^{\pi i / 6}\right) e^{j \pi i / 3} \rightarrow((\sqrt{3} / 4)|\mu|) e^{j \pi i / 3} \rightarrow 0\right), j=0,1,2,3,4,5$.
(ii) The hexagon determined by $(\sqrt{3} / 4)|\mu| e^{j \pi i / 3}, j=0,1,2,3,4,5$ is the image of the octagonal fundamental domain by the relation (4.1).

Figure 4.3

(i) The segments $L_{i}\left(i \infty \rightarrow i \rightarrow \rho_{i} \rightarrow i \infty\right), L_{i}+\sqrt{2}, L_{i}-\sqrt{2}$ and $L_{i}-2 \sqrt{2}$ are mapped by the relations in (4.5) to the segments $(0 \rightarrow|\mu| / 2 \rightarrow|\mu|(1-i) / 2 \rightarrow 0),(0 \rightarrow-|\mu| i / 2 \rightarrow-|\mu|(1+i) / 2 \rightarrow 0)$, $(0 \rightarrow-|\mu| / 2 \rightarrow-|\mu|(1-i) / 2 \rightarrow 0)$ and $(0 \rightarrow|\mu| i / 2 \rightarrow|\mu|(1+i) / 2 \rightarrow 0)$.
(ii) The square determined by $\pm|\mu|(1+i) / 2, \pm|\mu|(1-i) / 2$ is the image of the hexagonal fundamental domain by the relations in (4.5).

Figure 4.4

THEOREM 4.2 (Cohn). The once punctured torus $(2 \sqrt{2}, 2 \sqrt{2}, 4) \in \mathcal{T}_{1,1}$ is mapped to the closed torus $i \in \mathcal{T}_{1,0}$ holomorphically by using the relations

$$
\begin{equation*}
\wp^{\prime}(u)^{2}=4 \wp(u)^{3}-4 \wp(u) \text { and } J_{i}(z)=\wp(u)^{2} . \tag{4.5}
\end{equation*}
$$

The function $J_{i}$ in (4.5) is defined as follows:
Proposition 4.1. We can construct a function $J_{i}$ which satisfies
(i) $J_{i}$ maps $L_{i}$ onto $\mathbf{R}$ where $L_{i}=L_{i 1} \cup L_{i 2} \cup L_{i 3}$ and $L_{i 1}=L_{1}$,

$$
\begin{gathered}
L_{i 2}=\left\{\tau \in \mathbf{H}| | \tau \mid=1 \text { and }-\frac{\sqrt{2}}{2} \leq \operatorname{Re}(\tau) \leq 0\right\}, \\
L_{i 3}=\left\{\tau \in \mathbf{H}| | \tau \mid \geq 1 \text { and } \operatorname{Re}(\tau)=-\frac{\sqrt{2}}{2}\right\}
\end{gathered}
$$

In particular, $J_{i}(i \infty)=\infty, J_{i}(i)=1$ and $J_{i}\left(\rho_{i}\right)=0$ where $\rho_{i}=e^{3 \pi i / 4}$.
(ii) $J_{i}$ maps $F_{i}$ onto $\mathbf{C}$ where $F_{i}=\{\tau \in \mathbf{H}| | \tau \mid \geq 1$ and $|\operatorname{Re}(\tau)| \leq \sqrt{2} / 2\}$.
(iii) The mapping $J_{i}: \mathbf{H} \rightarrow \mathbf{C}$ is holomorphic on $\mathbf{H}$.

For the proof of this proposition, we refer the reader to Chapter III in [H].
REMARK. Using the following relations instead of (4.5), we have the same result:

$$
\wp^{\prime}(u)^{2}=4 \wp(u)^{3}+4 \wp(u) \quad \text { and } \quad J_{i}(z)=-\wp(u)^{2} .
$$

## 5. Construction of mappings.

We proved in $\S 3$ that there exists the correspondence of the sets $L_{1} \Leftrightarrow M_{1}$. In this section we will show a construction of a holomorphic mapping between a once punctured torus in $M_{1}$ and a closed torus in $L_{1}$, which is obtained by modifying the construction in $\S 4$. In that construction fundamental domains for Fricke groups associated with ( $3,3,3$ ) and $(2 \sqrt{2}, 2 \sqrt{2}, 4)$ played very important roles, so we will display fundamental domains for Fricke groups in $M_{1}$.

We begin by recalling $M_{1}$ defined in $\S 3$ :

$$
\begin{aligned}
M_{1} & =\left\{(X, Y, Z) \in M \left\lvert\, Z=\frac{1}{2} X Y\right.\right\} \\
& =\left\{(X, Y, Z) \in M \left\lvert\,(X, Y, Z)=\left(\frac{2 \sqrt{1+\alpha^{2}}}{\alpha}, 2 \sqrt{1+\alpha^{2}}, \frac{2\left(1+\alpha^{2}\right)}{\alpha}\right)\right. \text { for } \alpha \geq 1\right\},
\end{aligned}
$$

where we introduce a parameter $\alpha \geq 1$ by setting $Y=\alpha X$ to simplify calculations.
The following arguments are due to [S].
DEFINITION 5.1. A Fricke group $\Gamma$ is called a special Fricke group if the associated coordinate ( $X, Y, Z$ ) of $\Gamma$ is in $M$.

Let $(X, Y, Z)$ be an associated coordinate of a special Fricke group $\Gamma=\langle A, B\rangle$. Then $A$ and $B$ are given by

$$
A=\left(\begin{array}{cc}
0 & -\frac{k}{X} \\
\frac{X}{k} & X
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
Y-\frac{Z}{X} & -k \frac{Y}{X^{2}} \\
-\frac{Y}{k} & \frac{Z}{X}
\end{array}\right)
$$

for some $k>0$. In particular a fundamental domain for $\Gamma=\langle A, B\rangle$ is obtained by removing from the region

$$
\left\{z=x+i y \left\lvert\,-k\left(\frac{3}{2}-\frac{X}{Y Z}\right) \leq x \leq k\left(\frac{1}{2}+\frac{X}{Y Z}\right)\right. \text { and } y>0\right\}
$$

the isometric circles for the Möbius transformations $A, A^{-1}, B, B^{-1}, C=B^{-1} A^{-1}$ and $C^{-1}$.
From this, for $(X, Y, Z) \in M_{1}$ we obtain a special Fricke group $\Gamma_{\alpha}=\left\langle A_{\alpha}, B_{\alpha}\right\rangle$ with

$$
A_{\alpha}=\left(\begin{array}{cc}
0 & -1 \\
1 & \frac{2 \sqrt{1+\alpha^{2}}}{\alpha}
\end{array}\right) \quad \text { and } \quad B_{\alpha}=\left(\begin{array}{cc}
\sqrt{1+\alpha^{2}} & -\alpha \\
-\alpha & \sqrt{1+\alpha^{2}}
\end{array}\right) \quad \text { for } k=\frac{2 \sqrt{1+\alpha^{2}}}{\alpha}
$$

Then

$$
C_{\alpha}=B_{\alpha}^{-1} A_{\alpha}^{-1}=\left(\begin{array}{cc}
\frac{\alpha^{2}+2}{\alpha} & \sqrt{1+\alpha^{2}} \\
\sqrt{1+\alpha^{2}} & \alpha
\end{array}\right) \quad \text { and } \quad C_{\alpha} B_{\alpha} A_{\alpha}=\left(\begin{array}{cc}
-1 & -\frac{4 \sqrt{1+\alpha^{2}}}{\alpha} \\
0 & -1
\end{array}\right)
$$

By using the basic facts cited above, we represent a fundamental domain for $\Gamma_{\alpha}$ :

$$
\begin{aligned}
D_{h}\left(\Gamma_{\alpha}\right)= & \left\{z \in \mathbf { H } \left|\left|z+\frac{2 \sqrt{1+\alpha^{2}}}{\alpha}\right| \geq 1,\left|z+\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right| \geq \frac{1}{\alpha}\right.\right. \\
& \left.|z|>1,\left|z-\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right|>\frac{1}{\alpha},-\frac{2+3 \alpha^{2}}{\alpha \sqrt{1+\alpha^{2}}} \leq \operatorname{Re}(z)<\frac{2+\alpha^{2}}{\alpha \sqrt{1+\alpha^{2}}}\right\}
\end{aligned}
$$

which is a hexagon whose sides are identified by actions of $A_{\alpha}, B_{\alpha}, C_{\alpha} B_{\alpha} A_{\alpha}$ and is called the hexagonal fundamental domain. We can introduce another fundamental domain which is a quadrilateral whose opposite sides are identified by actions of $A_{\alpha}, B_{\alpha}$ and is called the quadrilateral fundamental domain:

$$
\begin{aligned}
D_{q}\left(\Gamma_{\alpha}\right)= & \left\{z \in \mathbf { H } \left|\left|z+\frac{1+2 \alpha^{2}}{2 \alpha \sqrt{1+\alpha^{2}}}\right|>\frac{1}{2 \alpha \sqrt{1+\alpha^{2}}}\right.\right. \\
& \left.\left|z+\frac{\alpha}{2 \sqrt{1+\alpha^{2}}}\right|>\frac{\alpha}{2 \sqrt{1+\alpha^{2}}},-\frac{\sqrt{1+\alpha^{2}}}{\alpha} \leq \operatorname{Re}(z) \leq 0\right\}
\end{aligned}
$$

The quadrilateral fundamental domain (shown in normal outline in Fig. 5.1) can be identified with the once punctured torus $(X, Y, Z)$.

In order to construct the holomorphic mapping we use the following modified fundamental domain $D\left(\Gamma_{\alpha}\right)$ (the shaded part in Fig. 5.1):


Figure 5.1

$$
\begin{aligned}
D\left(\Gamma_{\alpha}\right)= & \left\{z \in \mathbf { H } \left|\left|z+\frac{3 \sqrt{1+\alpha^{2}}}{\alpha}\right| \geq \frac{1}{\alpha},\left|z+\frac{2 \sqrt{1+\alpha^{2}}}{\alpha}\right| \geq 1,\left|z+\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right| \geq \frac{1}{\alpha}\right.\right. \\
& \left.|z| \geq 1,\left|z-\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right| \geq \frac{1}{\alpha},-\frac{3 \sqrt{1+\alpha^{2}}}{\alpha} \leq \operatorname{Re}(z) \leq \frac{\sqrt{1+\alpha^{2}}}{\alpha}\right\}
\end{aligned}
$$

We introduce the following notations:

$$
\begin{gathered}
F_{\alpha}^{*}=\left\{z \in \mathbf{H}| | z+\frac{\sqrt{1+\alpha^{2}}}{\alpha}\left|\geq \frac{1}{\alpha},|z| \geq 1,-\frac{\sqrt{1+\alpha^{2}}}{\alpha} \leq \operatorname{Re}(z) \leq 0\right\},\right. \\
\eta=\left(-\frac{\sqrt{1+\alpha^{2}}}{\alpha}, \frac{1}{\alpha}\right) \quad \text { and } \quad \zeta=\left(-\frac{\alpha}{\sqrt{1+\alpha^{2}}}, \frac{1}{\sqrt{1+\alpha^{2}}}\right)
\end{gathered}
$$

The region $F_{\alpha}^{*}$ (shown in broken line in Fig. 5.1) is a quadrangle with angles $0, \pi / 2, \pi / 2$, $\pi / 2$.

Proposition 5.1. We can construct a function $J_{\alpha}$ which satisfies the following:
(i) $J_{\alpha}$ maps $L_{\alpha}$ onto $\mathbf{R}$ where $L_{\alpha}=L_{\alpha 1} \cup L_{\alpha 2} \cup L_{\alpha 3} \cup L_{\alpha 4}$ and

$$
\begin{gathered}
L_{\alpha 1}=L_{1}, \quad L_{\alpha 2}=\left\{z \in \mathbf{H}| | z \mid=1 \text { and }-\frac{\alpha}{\sqrt{1+\alpha^{2}}} \leq \operatorname{Re}(z) \leq 0\right\}, \\
L_{\alpha 3}=\left\{\left.z \in \mathbf{H}| | z+\frac{\sqrt{1+\alpha^{2}}}{\alpha} \right\rvert\,=\frac{1}{\alpha} \text { and }-\frac{\sqrt{1+\alpha^{2}}}{\alpha} \leq \operatorname{Re}(z) \leq-\frac{\alpha}{\sqrt{1+\alpha^{2}}}\right\}, \\
L_{\alpha 4}=\left\{\left.z \in \mathbf{H}| | z+\frac{\sqrt{1+\alpha^{2}}}{\alpha} \right\rvert\, \geq \frac{1}{\alpha} \text { and } \operatorname{Re}(z)=-\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right\} .
\end{gathered}
$$

In particular, $J_{\alpha}(i \infty)=\infty, J_{\alpha}(i)=P$ for some $P>0, J_{\alpha}(\zeta)=0$ and $J_{\alpha}(\eta)=-1$.
(ii)
$J_{\alpha}$ maps $F_{\alpha}$ onto $\mathbf{C}$ where

$$
\begin{gathered}
F_{\alpha}=\left\{z \in \mathbf{H}| | z+\frac{\sqrt{1+\alpha^{2}}}{\alpha}\left|\geq \frac{1}{\alpha},|z| \geq 1,\left|z-\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right| \geq \frac{1}{\alpha}\right.\right. \\
\left.-\frac{\sqrt{1+\alpha^{2}}}{\alpha} \leq \operatorname{Re}(z) \leq \frac{\sqrt{1+\alpha^{2}}}{\alpha}\right\} .
\end{gathered}
$$

(iii) The mapping $J_{\alpha}: \mathbf{H} \rightarrow \mathbf{C}$ is holomorphic on $\mathbf{H}$.

Proof. We consider the transformations:

$$
\Sigma_{1}(z)=-\bar{z}, \quad \Sigma_{2}(z)=\frac{1}{\bar{z}}, \quad \Sigma_{3}(z)=-\frac{\sqrt{1+\alpha^{2}} \bar{z}+\alpha}{\alpha \bar{z}+\sqrt{1+\alpha^{2}}}, \quad \Sigma_{4}(z)=-\bar{z}-\frac{2 \sqrt{1+\alpha^{2}}}{\alpha} .
$$

These are reflections in the four circles, respectively:
$\Sigma_{1}: \operatorname{Re}(z)=0, \quad \Sigma_{2}:|z|=1, \quad \Sigma_{3}:\left|z+\frac{\sqrt{1+\alpha^{2}}}{\alpha}\right|=\frac{1}{\alpha}, \quad \Sigma_{4}: \operatorname{Re}(z)=-\frac{\sqrt{1+\alpha^{2}}}{\alpha}$.
They transform the upper half-plane into itself.
Let $\Gamma^{*}$ be a group generated by $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ and $\Sigma_{4}$. The Fricke group $\Gamma_{\alpha}=\left\langle A_{\alpha}, B_{\alpha}\right\rangle$ is a subgroup of $\Gamma^{*}$ because $A_{\alpha}=\Sigma_{2} \Sigma_{4}$ and $B_{\alpha}=\Sigma_{3} \Sigma_{1}$. We obtain a complete and simple covering of the upper half-plane by the region $F_{\alpha}^{*}$ and its equivalents with respect to $\Gamma^{*}$. We note that neighborhoods of $i, \eta, \zeta$ and their equivalents are split into parts of four quadrilaterals equivalent to $F_{\alpha}^{*}$ under the reflections and that a neighborhood of $i \infty$ is split into parts of infinite number of quadrilaterals which are images of $F_{\alpha}^{*}$ under translations generated by $\Sigma_{1}$ and $\Sigma_{4}$.

By the Riemann mapping theorem there uniquely exists a mapping $J_{\alpha}: F_{\alpha}^{*} \rightarrow \mathbf{H}$ which is bijective, holomorphic and satisfies $J_{\alpha}(i)=P$ for some $P>0, J_{\alpha}(\zeta)=0, J_{\alpha}(\eta)=-1$ and $J_{\alpha}(i \infty)=\infty$. The function $J_{\alpha}$ can be analytically continued by the principle of reflection as follows:

$$
J_{\alpha}\left(\Sigma_{k} z\right)=\overline{J_{\alpha}}(z) \quad \text { for } z \in F_{\alpha}^{*} \text { and } k=1,2,3,4,
$$

and we continue this process by iteration. Then continued $J_{\alpha}$ must be single-valued because the upper half-plane is simply connected and we can use the monodromy theorem.

Lemma 5.1. We can assume that $P$ is larger than 1.
Proof. We introduce the following notations:

$$
F_{\alpha}^{* \prime}=\Sigma_{4} F_{\alpha}^{*}, \quad \eta^{\prime}=\Sigma_{4} i, \quad \zeta^{\prime}=\Sigma_{4} \zeta, \quad L_{\alpha}^{\prime}=L_{\alpha 1}^{\prime} \cup L_{\alpha 2}^{\prime} \cup L_{\alpha 3}^{\prime} \cup L_{\alpha 4}^{\prime}
$$

where

$$
L_{\alpha 1}^{\prime}=L_{\alpha 4}, \quad L_{\alpha 2}^{\prime}=\Sigma_{4} L_{\alpha 3}, \quad L_{\alpha 3}^{\prime}=\Sigma_{4} L_{\alpha 2}, \quad L_{\alpha 4}^{\prime}=\Sigma_{4} L_{\alpha 1}
$$

By using the same arguments as in the proof of Proposition 5.1, we can construct a function $J_{\alpha}^{\prime}: F_{\alpha}^{* \prime} \rightarrow \mathbf{H}$ which is bijective and holomorphic and maps $L_{\alpha}^{\prime}$ onto $\mathbf{R}$ with $J_{\alpha}^{\prime}(\eta)=$ $P^{\prime}$ for some $P^{\prime}>0, J_{\alpha}^{\prime}\left(\zeta^{\prime}\right)=0, J_{\alpha}^{\prime}\left(\eta^{\prime}\right)=-1$ and $J_{\alpha}^{\prime}(i \infty)=\infty$. The mapping $J_{\alpha}^{\prime}$ also can be analytically continued. Then $J_{\alpha}^{\prime}$ maps $F_{\alpha}^{*}$ onto the lower half-plane holomorphically and
we have $J_{\alpha}^{\prime}(i)=-1, J_{\alpha}^{\prime}(\zeta)=0, J_{\alpha}^{\prime}(\eta)=P^{\prime}$. Therefore $J_{\alpha}^{\prime} \circ J_{\alpha^{\prime}}^{-1}$ is a holomorphic mapping between the extended planes which maps $\infty, P, 0,-1$ to $\infty,-1,0, P^{\prime}$, respectively. By a well-known theorem the cross-ratio of $(\infty, P, 0,-1)$ must be equal to the cross-ratio of $\left(\infty,-1,0, P^{\prime}\right)$, so we have $1 /(P+1)=P^{\prime} /\left(1+P^{\prime}\right)$ which means $P P^{\prime}=1$. Therefore we can assume that $P \geq 1$ without loss of generality.

Next, we consider an elliptic integral

$$
u(w)=\int_{0}^{w} \frac{1}{\sqrt{(w+1) w(w-P)}} d w
$$

If we set

$$
a(P)=\int_{0}^{P} \frac{1}{\sqrt{(w+1) w(P-w)}} d w \quad \text { and } \quad b(P)=\int_{P}^{\infty} \frac{1}{\sqrt{(w+1) w(w-P)}} d w
$$

then we obtain $u(-1)=b(P), u(0)=0, u(P)=-a(P) i$ and that $u(w)$ is a holomorphic mapping from $\mathbf{H}$ to the interior of the rectangle determined by the four points $0, b(P),-a(P) i$ and $b(P)-a(P) i$. We recall that the two-sheeted covering of the extended complex plane with branch points $-1,0, P, \infty$ is a closed torus whose periods $\omega_{1}$ and $\omega_{2}$ are described by

$$
\omega_{1}=2 \int_{-1}^{0} \frac{1}{\sqrt{(w+1) w(w-P)}} d w \quad \text { and } \quad \omega_{2}=2 \int_{0}^{P} \frac{1}{\sqrt{(w+1) w(w-P)}} d w
$$

Then we have $\omega_{1}=-2 b(P), \omega_{2}=2 a(P) / i$ and the ratio $\tau=\omega_{2} / \omega_{1}=a(P) i / b(P)$. Define $\tau(P)=a(P) i / b(P)$. We will show that $\tau(P)$ is uniquely determined by $P$.

Lemma 5.2. $\quad a(P)$ is monotone increasing with respect to $P$.
Proof. The following equation is easily obtained by Cauchy's theorem

$$
\int_{-\infty}^{\infty} \frac{1}{\sqrt{(w+1) w(w-P)}} d w=0
$$

so we have

$$
\int_{-\infty}^{-1} \frac{1}{\sqrt{(w+1) w(w-P)}} d w=a(P) i
$$

Take two real points $P_{1}$ and $P_{2}$ with $0<P_{1}<P_{2}$. Since $0>(w+1) w\left(w-P_{1}\right)>$ $(w+1) w\left(w-P_{2}\right)$ for each $w$ with $-\infty<w<-1$, the following inequality holds

$$
\frac{i}{\sqrt{(w+1) w\left(w-P_{1}\right)}}>\frac{i}{\sqrt{(w+1) w\left(w-P_{2}\right)}}
$$

Integrating both sides of the inequality with respect to $w$ from $-\infty$ to -1 , we have $i a\left(P_{1}\right) i>$ $i a\left(P_{2}\right) i$ which means $a\left(P_{1}\right)<a\left(P_{2}\right)$.

Proposition 5.2. $\operatorname{Im}(\tau(P))$ increases monotonically with respect to $P$.

Proof. In the definition of $b(P)$ we change the variable by $v=1 / w$, then

$$
b(P)=\int_{P}^{\infty} \frac{1}{\sqrt{(w+1) w(w-P)}} d w=\int_{0}^{\frac{1}{P}} \frac{1}{\sqrt{P}} \frac{1}{\sqrt{(v+1) v\left(\frac{1}{P}-v\right)}} d v=\frac{1}{\sqrt{P}} a\left(\frac{1}{P}\right)
$$

Finally, we have

$$
\tau(P)=\sqrt{P} \frac{a(P)}{a(1 / P)} i
$$

Since $a(P)$ is monotone increasing with respect to $P, \operatorname{Im}(\tau(P))$ is also monotone increasing with respect to $P$.

Now we have obtained that $\tau(P)$ is uniquely determined by $P$ and that if $P \geq 1$ then $\tau(P) \in L_{1}$ from $\tau(1)=i$. The values $g_{2}(\tau(P)), g_{3}(\tau(P))$ are real from Proposition 2.1 and the lattice $\Omega(1, \tau(P))$ is a real lattice from Proposition 2.2. By using the same arguments as in the proof of Proposition 2.8 we have the following facts with respect to the lattice $\Omega(1, \tau(P))$.

Proposition 5.3. For the lattice $\Omega=\Omega(1, \tau(P))$, we have

$$
\begin{aligned}
\wp(\mathbf{R}+\tau(P) / 2) \subset \mathbf{R} \cup\{\infty\}, & \wp(\mathbf{R}-\tau(P) / 2) \subset \mathbf{R} \cup\{\infty\} \\
\wp(i \mathbf{R}+1 / 2) \subset \mathbf{R} \cup\{\infty\}, & \wp(i \mathbf{R}-1 / 2) \subset \mathbf{R} \cup\{\infty\}
\end{aligned}
$$

As $J(\tau(P))>1$ the cubic polynomial $p(x)=4 x^{3}-g_{2}(\tau(P)) x-g_{3}(\tau(P))$ has three distinct real roots which will be denoted by $x_{1}, x_{2}, x_{3}$ with $x_{1}<x_{2}<x_{3}$.

Lemma 5.3. Correspondences among points $-1,0, P$ and $x_{1}, x_{2}, x_{3}$ are described by using a linear transformation on $\mathbf{R}$, i.e., $x \mapsto\left(x_{2}-x_{1}\right) x+x_{2}$.

Proof. We consider an elliptic integral

$$
v(w)=\int_{0}^{w} \frac{1}{\sqrt{4\left(w-x_{1}\right)\left(w-x_{2}\right)\left(w-x_{3}\right)}} d w
$$

If we set

$$
c=\int_{x_{1}}^{x_{2}} \frac{1}{\sqrt{4\left(w-x_{1}\right)\left(x_{2}-w\right)\left(x_{3}-w\right)}} d w
$$

and

$$
d=\int_{x_{2}}^{x_{3}} \frac{1}{\sqrt{4\left(w-x_{1}\right)\left(w-x_{2}\right)\left(x_{3}-w\right)}} d w
$$

then $v(w)$ is a holomorphic mapping from $\mathbf{H}$ to the interior of the rectangle determined by $c, d$ and the two-sheeted covering of the extended complex plane with branch points $x_{1}, x_{2}, x_{3}, \infty$ is a closed torus whose ratio $\tau^{\prime}$ is equal to $d i / c$, which can be seen by the same arguments as the one we used in order to introduce $\tau(P)$. Then the ratio $\tau^{\prime}$ must be equal to the ratio $\tau(P)$ because the tori corresponding to $\tau^{\prime}$ and $\tau(P)$ are determined by the same real lattice $\Omega(1, \tau(P)$ ), which implies that we can take a holomorphic mapping between rectangles determined by $a(P), b(P)$ and $c, d$. By using Schwarz reflection principle we obtain the holomorphic mapping between the extended planes with $-1 \rightarrow x_{1}, 0 \rightarrow x_{2}, P \rightarrow x_{3}, \infty \rightarrow \infty$.

Then the cross-ratio of $(-1,0, P, \infty)$ must be equal to the cross-ratio of $\left(x_{1}, x_{2}, x_{3}, \infty\right)$, so we have

$$
\frac{x_{2}-x_{1}}{x_{3}-x_{1}}=\frac{1}{P+1}
$$

which gives $x_{3}-x_{2}: x_{2}-x_{1}=P: 1$. Therefore we obtain the relation $x \mapsto\left(x_{2}-x_{1}\right) x+x_{2}$.

THEOREM 5.1. The once punctured torus determined by $\alpha$ is mapped to the closed torus determined by $\tau(P)$ holomorphically by using the relation

$$
\begin{equation*}
\wp(u)=\left(x_{2}-x_{1}\right) J_{\alpha}(z)+x_{2} . \tag{5.1}
\end{equation*}
$$

Proof. By the relation (5.1) the point $z=i \infty$ is mapped to a lattice point of the $u$ plane because of $J_{\alpha}(i \infty)=\infty$ and $\wp\left(u_{0}\right)=\infty$ for $u_{0} \in \Omega=\Omega(1, \tau(P))$. We can assume without loss of generality that the image of $z=i \infty$ by (5.1) is the point $u=0$. Suppose that $J_{\alpha}$ has a value $c_{0} \in \mathbf{C}$ with $c_{0} \neq-1,0, P$. Since for each $c \in \mathbf{C}, c \neq x_{1}, x_{2}, x_{3}, \infty$ the equation $\wp(z)=c$ has two simple solutions, for $J_{\alpha}=c_{0}$ we obtain two points of $u$ determined by the relation (5.1). The fundamental domain $D\left(\Gamma_{\alpha}\right)$ is a 2 -sheeted covering of the domain $F_{\alpha}$, so we can take two points which attain $J_{\alpha}=c_{0}$ in the fundamental domain $D\left(\Gamma_{\alpha}\right)$. Therefore the relation (5.1) gives correspondences between these two points in the $z$-plane and the two points in the $u$-plane. Now we consider the case where $J_{\alpha}(z)$ is real. We divide arguments into the following three cases.
(I) $J_{\alpha}(z) \geq P$, i.e., $z \in L_{\alpha 1}$.

Setting $J_{\alpha}(z)=c$, we have $\wp(u)=\left(x_{2}-x_{1}\right) c+x_{2}$. We can take a point $u$ with $\wp(u)=$ $\left(x_{2}-x_{1}\right) c+x_{2}$ on the line $\mathbf{R}$ because $\wp(\mathbf{R}) \subset \mathbf{R} \cup\{\infty\}$ and $\wp(u)$ is large positive if $u \in \mathbf{R}$ is

(i) The segments $L_{\alpha}(i \infty \rightarrow i \rightarrow \zeta \rightarrow \eta \rightarrow i \infty)$ and $L_{\alpha}-\frac{2 \sqrt{1+\alpha^{2}}}{\alpha}$ are mapped by the relation (5.1) to the segments $\left(0 \rightarrow-\frac{1}{2} \rightarrow-\frac{1}{2}+\frac{1}{2} \tau(P) \rightarrow \frac{1}{2} \tau(P) \rightarrow 0\right)$ and $\left(0 \rightarrow \frac{1}{2} \rightarrow \frac{1}{2}-\frac{1}{2} \tau(P) \rightarrow-\frac{1}{2} \tau(P) \rightarrow 0\right)$.
(ii) The rectangle determined by $\pm \frac{1}{2}(1+\tau(P)), \pm \frac{1}{2}(1-\tau(P))$ is the image of $D\left(\Gamma_{\alpha}\right)$ by the relation (5.1).

Figure 5.2
small. If $J_{\alpha}(i)=P$ in (5.1) then $\wp(u)=\left(x_{2}-x_{1}\right) P+x_{2}=x_{3}$, which means that the point $u$ corresponding to $z=i$ must be ramification points $\pm 1 / 2$ in the $u$-plane. Therefore we can take segments $\left\{ \pm t \left\lvert\, 0 \leq t \leq \frac{1}{2}\right.\right\}$ as images of $L_{\alpha 1}$ by the mapping defined by the relation (5.1).
(II) $J_{\alpha}(z) \leq-1$, i.e., $z \in L_{\alpha 4}$.

Set $J_{\alpha}(z)=c$ then $\wp(u)=\left(x_{2}-x_{1}\right) c+x_{2}$. From Proposition 2.8 (i) we have $\wp(i \mathbf{R}) \subset$ $\mathbf{R} \cup\{\infty\}$ and if $u=i t, t \in \mathbf{R}$ is small then $\wp(u)$ is negative and $|\wp(u)|$ is large, so we can take a point $u$ with $\wp(u)=\left(x_{2}-x_{1}\right) c+x_{2}$ on the line $i \mathbf{R}$. Since $\wp(u)=x_{1}$ if $J_{\alpha}(\eta)=-1$ in (5.1), the point $u$ corresponding to $z=\eta$ must be ramification points $\pm \frac{1}{2} \tau(P)$ in the $u$-plane. Therefore we get segments $\left\{\left. \pm i t\left|0 \leq t \leq \frac{1}{2}\right| \tau(P) \right\rvert\,\right\}$ as images of $L_{\alpha 4}$ by the mapping defined by the relation (5.1).
(III) $-1 \leq J_{\alpha}(z) \leq P$, i.e., $z \in L_{\alpha 2} \cup L_{\alpha 3}$.

The point $u$ corresponding to $z=\zeta$ must be ramification points $\pm \frac{1}{2}(1-\tau(P))$ in the $u$-plane since $\wp(u)=x_{2}$ if $J_{\alpha}(\zeta)=0$ in (5.1). As the mapping defined by the relation (5.1) is conformal on $\mathbf{C} / \Omega$, we obtain Fig. 5.2 (i) by Proposition 5.3 and arguments in (I) and (II).

From Proposition 5.1 and the symmetry of the domain $F_{\alpha}$, the image of the fundamental domain $D\left(\Gamma_{\alpha}\right)$ by the mapping defined by the relation (5.1) can be represented by the rectangle including 0 in Fig. 5.2 (ii). Then we can take without loss of generality the actions of $A_{\alpha}$ and $B_{\alpha}$ as in Fig. 5.2 (ii) from the identification of the sides of $D\left(\Gamma_{\alpha}\right)$. Moreover, the quadrilateral fundamental domain $D_{q}\left(\Gamma_{\alpha}\right)$ is mapped to the rectangle in Fig. 5.2 (ii) which is determined by the lattice $\Omega=\Omega(1, \tau(P))$ in the $u$-plane. These facts imply that there exist the correspondences $\mu \Leftrightarrow A_{\alpha}$ and $\mu \tau(P) \Leftrightarrow B_{\alpha}$ for $\mu>0$ which we assumed in order to obtain the correspondence $L_{1} \Leftrightarrow M_{1}$ (see §3).
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