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REPRODUCING KERNEL SPACES 
AND 

ANALYTIC CONTINUATION 

WILLIAM F. DONOGHUE, JR.* 

We study here three forms of analytic continuation associated with 
certain reproducing kernel spaces of analytic functions of one or more 
variables. The first and simplest concerns the isometric mapping between 
two reproducing kernel spaces corresponding to the operation of restric
tion to a set of uniqueness, or, inversely, the analytic continuation from 
a set of uniqueness to a larger domain. The second concerns the sesqui-
analytic continuation of Bergman kernels K(z, w) from a domain Q) x Q) 
to a larger domain ^ * x < *̂, and the easy extension of these results 
to the analytic continuation of almost positive matrices which are sesqui-
analytic. Finally the third type of analytic continuation has to do with 
functions V(z9 w) initially defined on M x M but extendable to <& x <& 
where M is a set of uniqueness in Q). This third type of continuation 
is essentially due to Bergman-Schiffer [3] and has significant applica
tions. 

We have relied heavily here on a report written some years ago by 
FitzGerald [5]. Most of the results which we quote concerning reproduc
ing kernels are really due to N. Aronszajn [1], but we prefer to make our 
references to the detailed exposition in Meschkowski [6]. 

In the following we are concerned with a domain <& in O (where we 
do not exclude the simplest case n = 1) and functions defined in Q) or in 
^ x Q). A function S(z, w) defined in Q) x Q) is called sesqui-analytic 
if it is analytic in z and is conjugate analytic in w, i.e., the function 
F(z, w) = S(z, w) is analytic in both variables. It is then clear what is to 
be understood by a sesqui-analytic continuation of a sesqui-analytic func
tion. See, for example, [4]. 

A function K(z, w) defined in Q> x @ is called a positive matrix if and 
only if for every finite set of points {z{} in <& and equally many complex 
numbers {#J, the number 

is real and non-negative. See [1] and [6]. It is easy to show that if a sequence 
of functions (A,-(z)} is defined on some set ^ , then 
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H(z, w) = £ ht{z)ht{w) 

is a positive matrix on <& x Q) provided that the sum makes sense, i.e., 
provided that 

H(z, z) = Z H?t < oo. 

It is also clear that if K(z, w) is a positive matrix, so also is its conjugate 
K(z, w), and this function is easily shown to be equal to K(w, z). 

A function in a product domain which is simultaneously sesqui-analytic 
and a positive matrix is called a Bergman kernel function. In a known way, 
the kernel function gives rise to a Hilbert space of functions, all analytic 
in Q), and there is a canonical mapping of Q) into that space, given by 

where Kw = Kw(z) is the function K(z, w). 
Let us remark that the mapping just described should be thought of as 

conjugate analytic rather than analytic. More exactly, given a continuous 
linear functional F on the reproducing kernel space #£(0) associated with 
K(z, w), the function 

F(KZ) = F(z) 

is the conjugate of an analytic function. To see this, let F be represented 
in the space by the element/; we then have 

F(z) = F{KZ) = (K„f) 

= (JlQ=J{z) 

where f(z) is a function in the space j^{0) and is therefore analytic. This 
elementary remark is also easily verified for the example of the Bergman 
kernel associated with the unit disk in one complex variable : 

K(z,W) = Kw(z)= ^ J z _ ) 2 . 

A subset M of Q) is called a set of uniqueness for Q) if it has the property 
that every function analytic in Q) and vanishing on M vanishes identically 
on Q). Clearly any set M containing an open set is a set of uniqueness, and 
any set M' containing a set of uniqueness is also a set of uniqueness. We 
see that if a set of uniqueness is decomposed into a finite collection of 
subsets, at least one of the subsets in the decomposition is itself a set of 
uniqueness. Moreover, a countable dense subset of a set of uniqueness is 
again a set of uniqueness. 

LEMMA 1. Let M' be a set of uniqueness for <&\ an open set in the space 
of n' complex variables; similarly, let M" be a set of uniqueness for Q)", 
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open in the space of n" complex variables. Then the product M' x M" is 
a set of uniqueness for & x &' in the space ofn' + n" complex variables. 

PROOF. Let F(z, w) be analytic in Q)' x Q>" where z is in $>' and w in 
@" and suppose that F(z, w) = 0 on M' x M". Fix w in M"\ then for z 
in M' we have F(z9 w) = 0, and since M' is a set of uniqueness fo ^ ' , 
F(z, w) = 0 for all z in & provided, of course, that w is in M". Now 
for any z in & we have F(z, w) = 0 for w in AT', hence for all w in £ "̂ 
since M" is a set of uniqueness for &'. Thus F(z, w) vanishes throughout 
& x £2". This shows that M' x M" is a set of uniqueness for & x 0". 

We next consider a slightly simpler case. 

LEMMA 2. Ler M be a set of uniqueness for @, and let S(z, w) be sesqui-
analytic in <3 x <3 with the property that S(z, w) = 0 on M x M; then 
S(z, w) vanishes throughout <3) x Q). 

PROOF. AS before, we fix w in M and note that S(z9 w) = 0 for z in 
M and therefore for all z in ^ . For any fixed z in ^ , then, the analytic 
function h(w) = S(z, w) is equal to 0 for w in M and therefore vanishes 
for all w in Q>. Thus 5(z, w) = 0 for all z in ̂  and w in @, as desired. 

We now study the first form of analytic continuation mentioned above 
Let Q) be an open connected set in O and let M be a set of uniqueness 

in Q). Let 3/F{&) be the reproducing kernel space over Q) associated 
with the Bergman kernel function K(z, w) defined on @ x Q). Let J4?(M) 

be the reproducing kernel space of functions defined on M associated with 
the kernel K(z, w) here considered only as a function on M x M. Since M 
is a set of uniqueness, the collection of vectors Kw for w in M spans a linear 
subspace of ffl(0) which is dense in that space. The easy proof follows : 
if an element / in #f(0) were orthogonal to all such Kw we would have 
f(w) = (f Kw) = 0 for all w in M, whence, since M is a set of uniqueness 
f{z) — 0 identically in Q). Thus/is the zero element of ztf(0). 

Now consider the subspace of j f (ß) consisting of all finite sums of the 
form 

u(z) = 2] a;K(z, Wj) for Wj in M 

and consider the subspace determined by exactly the same expressions for 
the space yf(M). The norm of u in either space is the same, since we have 

UHI2 = IIL«/*«yll2 = EL «MKwp Kj 
and this depends only on the values of K(z, w) on M x M. The subspace 
in question is dense in Jf (0) as well as in j^f(M) and so there is established 
a natural isometry between these two spaces. Accordingly, u(z) in j^(0) 
corresponds isometrically to u(z) in J4?(M), and the latter function is mere-
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ly the restriction of the former to M. Any function v(z) in jjf(M) now 
admits a continuation to a uniquely determined function v(z) in #F(0) 
having the same norm, and v(z) is clearly an analytic continuation of v, 
initially given on M, to all of Ç&. 

We infer: Let M be a set of uniqueness in Q) and #?(0) the reproducing 
kernel space of functions analytic in Q) associated with the kernel function 
K(z, w). Let 34?(M) be the space of restrictions of functions in 2tf{0) to M. 
Then the mapping between these spaces given by the restriction map is 
an isometry onto, and its inverse, the analytic continuation of functions in 
J^(M) to 3^(0), is also an isometry onto. 

The process which we have just sketched is one of the most important 
types of analytic continuation which we shall study. 

Consider a space ffl(0). When is a function/(z) an element of the space? 
Of course, here/(z) is analytic in @. 

THEOREM 1. f(z) is an element of ffl(ß) if and only if the sesqui-analytic 
function 

CK(z,w)-f(z)f(w) 

is itself a Bergman kernel on Q) x & for an appropriate positive C. 

PROOF. (We should remark that the theorem is well-known, but rarely 
explicitly stated in the literature.) If f(z) is an element of the space $£{0), 
we may choose a positive number c so that cf(z) is of norm 1. Now the 
kernel admits an expansion in terms of an arbitrary orthonormal set of the 
form 

K(z, w) = 2 gk(z)gk(w) 
k=i 

and we may suppose that the orthonormal set {gk} is so chosen that the 
first element is cf(z). So now 

oo 

K(z, w) = cyW(w) + 2 g,(z)gk(w) 

and the second term on the right is manifestly a positive matrix on Q x Q>. 
Conversely, if K(z, w) admits such a decomposition : 

K(z, w) = Cf(z)f(yv) + K*(z, w) 

where K*(z, w) is a Bergman kernel in Q} x ^ , then, as shown, for exam
ple, in [6], the reproducing kernel space associated with K(z, w) contains 
the functions in the spaces associated with the summands. In particular, 
then, the space contains the functions generated by the kernel Cf(z)f(w)y 

and this space contains/(z), which is therefore in $f(0). 
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COROLLARY. Let f(z) be defined on M9 a set of uniqueness for <3 and 
suppose that for some real constant c the function 

K(z, w) - c*f(z)f(w) 

is a positive matrix on M x M\ then f(z) is the restriction to M of a uni
quely determined function defined on Q) and belonging to the reproducing 
kernel space over QJ associated with the kernel K(z, w). 

We now turn to a slightly different situation. 

THEOREM 2. Let Q}x and 0 2
 oe domains in Cn overlapping in the open 

set M = Q)x H ̂ 2> a set which is a set of uniqueness for either domain. 
Let K(z, w) be a function defined in (ßi x ^x) [j (ß2 x ^ 2 ) and sesqui-
analytic there. We shall also suppose that K(zy w) is a positive matrix in 
both Q)i x Q)x as well as 0 2

 x ^2- Then K(z, w) admits a uniquely deter
mined sesqui-analytic continuation to the product 

(ßl U 02) X (ßx U ®2) 

and is a positive matrix there. 

PROOF. Consider the mapping from j f (ßi) to j^(M) given by restrict
ing functions in the first space to M. We know this mapping to be an 
isometry onto. The extension mapping, carrying J4?(M) onto 3^{ß{), *s 

also an isometry. Similarly, the map from J^(M) to J^(02) *s a n isometry. 
Accordingly, the functions in j^(M) extend in a unique way to functions 
defined on Ç$x U 0 2

 a n d we obtain in this way a space of functions analytic 
in that set and normed by the norm of Jf (M). The valuation functional 
are clearly continuous relative to that norm and so there exists an asso
ciated reproducing kernel which we also write as K(z, w). It is manifest 
that this kernel is sesqui-analytic, i.e., a Bergman kernel function, and it 
coincides with the initial K(z, w) on M x M. Because M is a set of uni
queness for @u K(z, w) coincides with our initial K(z, w) in Q)x x Q)l and 
also in 0 2 x <32. This proves the theorem. 

It is important to notice that no hypothesis of simple connectedness 
occurs in the previous theorem. 

There follows from this a result essentially due to FitzGerald. 

THEOREM 3. Let & be a domain in Cn and let G be an open connected subset 
of & x £j containing the diagonal—i.e., containing all points of the form 
(z0, z0)for z0 in Q). Suppose that K(z, w) is a sesqui-analytic function defined 
in G and that for every z0 in Q) there exists a neighborhood Q)§ so that K(z, w) 
is a positive matrix in @0 x 0O. Then K(z, w) admits a uniquely determined 
sesqui-analytic continuation to the product Q) x Qi where it is a positive 
matrix, i.e., a Bergman kernel function. 
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PROOF. The proof is an immediate consequence of the previous theorem; 
the sets £ 0̂ being all sets of uniqueness in <&. 

We turn next to the second type of analytic continuation which we need 
to understand. 

THEOREM 4. Let Q) be a bounded domain in O and K(z, w) a sesqui-
analy tic function defined on @ x Q). Let M be a set of uniqueness in Q) and 
suppose that K(z, w) is a positive matrix on M x M and that it is a bounded 
function on @ x Q). Then K(z, w) is a positive matrix throughout Q) x Q). 

PROOF. The proof is long and basically depends on the consideration of 
an integral operator on L2{Q)) with the kernel K(z, w). We have to show 
first that the operator in question is bounded and self-adjoint; then we 
show that it is positive, i.e., that K(u, u) ^ 0 for all u in L2(QJ). From the 
positiveness of that operator we will then deduce that K(z, w) is a positive 
matrix in 3) x Q). 

Let us begin with the definition of our integral operator : we will have 

(Kg)(z) = f K(z, w)g(w)dAw = (g,K8) 

where dAw is the element of volume in O , and where 

Kz{w) = K&w), 

a bounded function which is surely an element of L2(^). It is easy to verify 
that || Ag||2 ^ M2^4||g||2 where M is a bound for the kernel in Q) x 3) and 
A is the volume of Q). Thus K is clearly a bounded integral operator. 

In order to show that Ais self-adjoint, we must verify the relation 

K{z, w) = K(yv~z) 

for all points in Q) x Q). So we consider 

f(z, w) = K(z, w) - K(wrz\ 

a sesqui-analytic function in Q) x QJ which vanishes on M x M. From 
Lemma 2 it follows that/(z, w) vanishes identically and therefore that the 
integral operator K is self-adjoint. 

Let us remark next that the elements in the range of K may be taken to 
be analytic functions in <% since the measure g(w)dAw is a measure of 
finite total mass. This circumstance leads us to consider another Hilbert 
space, the space of all functions /(z) analytic in Q) such that the quantity 

\\ff=\jf(z)\MAz 

is finite. (Here dAz refers to the ordinary Lebesgue measure in ££.) This 
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is evidently a reproducing kernel space A2{0) associated with some 
Bergman kernel B(z, w) and may be identified with a subspace of L2(0), 
the subspace consisting of all equivalence classes in L\Q)) which contain 
an analytic function. Note also that because K is a self-adjoint operator, 
it is enough for us to show the positivity of (Ku, u) for u in the range of 
K, i.e., for u in the space of analytic functions associated with the kernel 
B(z, w). 

Next we define a measure /u on M as follows. Choose a countable dense 
subset {zk} of M and put a positive mass mk at zk so chosen that 

ErnkB(zk9 zk)= 1. 

Given a function/(z) in A2(Q)) we consider its restriction Tf(z) to M and 
think of Tf as an element of L2(^). We will find that 

W = S |/fe)K = 21 (/> ^*)K ^ ll/ll2 2 *(**» z>** 
= 11/11« 

and so T is a bounded linear operator of norm at most 1. It is also clear 
that T has no null space, for if f in A2(&) is such that Tf = 0 in L2(/j), 
then f(zk) = 0 for all /:, and since the sequence {zk} is dense in M and 
f is continuous, /(z) = 0 for all z in M and therefore for all z in ^ , M 
being a set of uniqueness. A consequence of this fact is that the range 
Df the adjoint map T* from D-(p) to A2{0) is dense in the second space. 

As we have already remarked, to show that K is a positive operator it 
s enough to show that {Ku, u) ^ 0 for all u in Al(0) when that space is 
dentified with a subspace of L\Q:). Because of the continuity of the 
operator, it is even enough to show this for elements u in the range of T*, 
i set which is dense in A2{0). So all that remains is to show the positivity 
3f (KT*g, T*g) for all g in L2(/u), and from the definition of the adjoint, 
his is the same thing as (TKT*g, g). 

Now (KT*g)(z) = J K(z9 w)T*g(w)dAw = (T*g, Kz) = (g9 TK2) = 
2]g(z )̂A (̂zÄ, z)mk whence (TKT*g, g) is given by the sum 

EHg(zk)K(zk, z^gizjjm^j, 

i quantity which is positive because K(z, w) is a positive matrix on 
M x M. 

From the positivity of the operator K we easily infer that K(z, w) is a 
positive matrix over & x Q). Let us select an arbitrary finite set of points 
z j in Q/ and equally many complex numbers {«J. For eachy, let gj(z) 
)e the characteristic function of a sphere centered at Zj suitably normalized 
id that j gj(z)dAz = 1. The function gj(z) clearly belongs to U>(0). Now 
brm the function 

K O ) = £ ajgj(w\ 
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whence 

Ku(z) = S f l y J ^ z , w)gj(w)dAw = S « y ^ , */) 

because the sesqui-analytic K(z, w) is harmonic in w for fixed z. Now 
(Xw, w) = TiTiajäk\ K(z> zj)gk(z)dAz = 2]2J afikK(zk, Zj) and this quan
tity is positive because AT is a positive operator. It follows that K(z, w) is 
a positive matrix over Q) x Q), completing the proof of the theorem. 

It is not necessary to give a proof of the following more general theorem. 

THEOREM 5. Let Q) be a domain in O , not necessarily bounded, and let 
K(z, w) be sesqui-analytic in G, a connected neighborhood of the diagonal 
in Q) x Q}. Let M be a set of uniqueness in some open set @Q with compact 
closure in Q) and suppose that K(z, w) is a positive matrix over M x M. 
Then K(z, w) admits a unique sesqui-analytic continuation to Q) x Q> where 
it is a Bergman kernel function. 

As FitzGerald has observed, we obtain an interesting application of 
the previous theorem in the proof of the following somewhat simplified 
version of a result of Widder [7]. 

THEOREM 6. Let U be a connected neighborhood in the plane of the closed 
interval [—1,1] and let M be the closed interval [—1/2, 1/2]; let g(z) be a 
function analytic in U such that the function K(x, y) = g(x + y) is a positive 
matrix over M x M\ then g(z) admits an analytic continuation over the 
strip - 1 < Re z < 1. 

PROOF. Select the positive e so small that the interval [— 1 - e, 1 + e] 
is contained in U, and for Q) take the strip |Re z\ < 1/2 -h e. Now let 

K(z, w) = g(z + w) 

and let G be the neighborhood of the diagonal consisting of all (z, w) such 
that z + w is in U. We infer from the previous theorem that K(z, w) 
admits a uniquely determined sesqui-analytic continuation to Q) x Ç&. 
Now we get an analytic continuation of g(z) from U to @ by putting 

g(z) = K(z, 0) 

and similarly, if we consider K(z, 1/2), we obtain a function analytic i n ^ 
and which, for certain z in U, is equal to g(z + 1/2). In the same way 
K(z, —1/2) = g(z — 1/2) and these equations make it clear that g(z) can 
be extended from Q) to its two translates by 1/2 and — 1/2, i.e., g(z) becomes 
an analytic function in the strip — 1 < Re z < 1 as desired. 

As an immediate consequence of the previous theorems we obtain 
results concerning the sesqui-analytic continuation of almost positive 
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matrices. Let us recall (Donoghue [4]) the definition of an almost positive 
matrix A(x9 y) defined in some product set S x S. We must have, for 
every finite subset {xt} of S and equally many complex numbers {aj , 

for all choices of the a{ subject to the condition 2 ct% = 0- It is well-known 

that the function 

K(x, y) = A(x9 y) - A(z, y) - A(x9 z) + A(z, z) 

is then a positive matrix over S x S for any choice of z in S and this is a 
necessary and sufficient condition for A(x, y) to be almost positive. Indeed, 
if for some function F(x) defined on S we have 

A(x9 y) + F(x) + F(y) 

as a positive matrix, then A(x, y) is almost positive. 
Let us suppose that A(z9 w) is defined and sesqui-analytic on the set 

{ß x <$) U (^* x g>*) where the intersection ^ Ç] <3* is open. We can 
select z0 in ^ f] ^ * a n ( l form the function 

F(z) = -A(z9 z0) + ^(z0, z0)/2 

which is defined in the union Q) U ^*. Now if ,4(z, w) is almost positive 
in <3 x Q) and in ^ * x ££*, the function 

K(z, W) = A(z9 w) + F(z) + FXw) 

is a positive matrix on those two sets and hence admits an analytic con
tinuation to a Bergman kernel over {ß U 2*) x {ß [j QJ*). Thus A(z9 w) 
is similarly extendable. We therefore have the following result. 

THEOREM 7. Let Q) be a domain in Cw, not necessarily bounded, and let 
A(z, w) be sesqui-analytic in G9 a connected neighborhood of the diagonal in 
Q) x Q). Let M be a set of uniqueness in some open subset £ 0̂ of Q) having 
a compact closure in Q) and suppose that A(z, w) is an almost positive matrix 
over M x M. Then A(z, w) admits a uniquely deternimed sesqui-analytic 
continuation to <2) x <£) where it is an almost positive matrix. 

The applications of this theorem are important and well-known and we 
shall not discuss them here. 

There is a third form of analytic continuation associated with reproduc
ing kernel spaces to which we now turn. The next theorem, due essentially 
to Carl FitzGerald, is tedious to state but it is of great importance. 

THEOREM 8. Let 2' be a domain in the space of n' complex variables and 
K\z9 w) a sesqui-analytic function in $)' x <$' \ similarly, let &' be a do
main in n" variables with K"{z9 w) sesqui-analytic in $)" x Q}". Let M' 
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be a set of uniqueness for Q)' and M" a set of uniqueness for Q)", and sup
pose thatf(z, w) is a function defined on M' x M" with the property that for 
every pair of finite sets {zj in M' and {wj} in M" the inequality 

is valid, whatever be the choices of the coefficients {a,} and {bj}. Then there 
exists a uniquely determined function F(z, w), analytic in & x £ "̂, which 
coincides withf(z, w) on M' x M". 

PROOF. It is easy to see from the inequality above that since the choices 
of the z's and w's are arbitrary, all expressions of the form 

ZEaftKXzi, zj) 

have the same sign. It follows that the function K'(z, w) is a positive matrix 
on M' x M' or is the negative of a positive matrix. We change its sign, if 
necessary, to make it a positive matrix on M' x M', and then, in view of 
Theorem 5, it is a positive matrix on all of Ç2>' x Q)'. Of course we argue 
similarly for K"(z, w), obtaining a positive matrix on <%" x <3". 

Let y?{ß') be the reproducing kernel space over Q)' associated with the 
kernel Kf(z, w); similarly we have 3^{ß") associated with K"(z, w). Con
sider an element u in j f (ß') which is a finite sum of the form 

u = S ät-K'ti 

and compute its norm in the space 34?(&). We find 

\\42 = TÀH^jK'{zhzj). 

In a similar way we look at an element v in j^(ß") of the form 

v = S M£, 
to determine ||v||2 = 2 2 btòjK"(wh wj). 

Let J/' be the space of all u in j f (ß') of the form 

U = 2 äiK'zi 

where the numbers {zt) are in M'. This is a dense linear subspace of 
ffl(ß'). In a similar way we define J/", a dense subspace of &(&') asso
ciated with the set M". 

Next we define a bilinear form on the space M' x Jl" by setting, for 
u and v as above, 

B(u9v) = L S ^ V f e H V ) . 

Our hypothesis then reads 

\B(u, v)|2 ^ ||w||2 ||v||2 
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and it is plain that the bilinear form, first defined only for Jt' x Jt" admits 
a unique extension by continuity to all of 34?(&) x j f {&'). This extension 
having been made, consider for any z in & and w in <3" the number 

ind note that since the map z -• Kz is conjugate analytic, as we have earlier 
observed, the function 

F(Z, w) = W?Z7K) 

s an analytic function defined throughout (ß' x @"). 
Let us check the value of F(z, w) at some pair (z, w) in M' x M"; from 

:he definition of B(u, v) we find that 

F(z, w) = /(z, w) 

md so F(z, w) is in fact an extension of the initial /(z, w). The uniqueness 
)f this extension is an immediate consequence of Lemma 1. 

We pass to a further, similar theorem, due essentially to Bergman and 
Schiffer. [3]. 

THEOREM 9. Let Q be a domain in O and M a set of uniqueness in Q)\ 
et K(z, w) be sesqui-analytic in Q) x Q) and letf(z, w) be a symmetric fune-
ion defined on M x M so thatf(z, w) = f(w, z). Suppose that for all finite 
lets {zj in M and equally many complex numbers {a{} we have 

| L 2 > * ö / / ( z n Zj) | S L S at-äjK(zi9 zj). 

Then there exists a uniquely determined function F(z, w), analytic in 
$ x Q and coinciding with f{z, w) on M x M 

PROOF. The sesqui-analytic function K(z, w) is clearly a positive matrix 
>n M x M and so in view of Theorem 5 is also one on @ x <$. Let 3^(0) 
>e the associated reproducing kernel space, and let u be an element of 
hat space which is a finite sum of the form 

u = 2 àiKz. 

vhere the points {zj are in M. The set of all such u forms a linear space 
//, dense in #£{0) in view of the fact that Mis a set of uniqueness for <&. 
»Ve define a quadratic form Q(u) on that subspace as follows: 

Ve then note that our inequality reads \Q(u)\ ^ ||w||2. From this it follows 
hat Q is in fact extendable by continuity to a quadratic form over ffl{ß\ 
The assertion that Q(u) is a quadratic form means that for any pair of 
actors u and v and corresponding complex coefficients a and b we have 
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Q{au + bv) = cPA + b2C + 2abB 

for appropriate coefficients A, B and C. Thus there is determined a well-
defined function B(u, v) from the formula 

Q(au + 6v) = a2ß(w) + 62ß(v) + 2aò£(w, v) 

and an easy computation then shows that 

B(u, v) = (\/4)[Q(u + v) - Q(u - v)]. 

It is obvious that B(u, v) is symmetric, i.e., B(u, v) = B(v, u). 
Suppose the vectors u and v are of norm at most 1 ; it follows that 

\\u + v||2 ^ 4 and \\u - v||2 ^ 4 and so 

\B(u, v)| ^ (l/4)[|ß(i/ 4- v)| + |ß(i/ - v)|] ^ 2. 

More generally, then, for vectors u and v not 0 in 3tf(ß\ 

| 5 ( M ) = K M ' W ) W I | V | I I = 2 H I | V | -
It should also be clear that B(u, v) is a bilinear form on J(. This we would 
see, either from the known correspondence between quadratic and sym
metric bilinear forms, as explained, for example, in Aronszajn [2], or here, 
from the fact that we have an explicit formula for B(u, v), viz. 

B(u, v) = ZZ äfjfe^]). 

As in the proof of the previous theorem, then, the bilinear form B admits 
a unique continuation to a bilinear form defined on <??(&) x tf{0) and 
which we denote by the same letter. 

Next we consider the analytic function 

F(z, w) = ~W^Kw) 

defined on Q) x Q) and compute its value for some pair (z, w) in M x M. 
We find F(z, w) = f(z, w) from the definition of B(u, v). The uniqueness 
of F(z, w) is of course a consequence of Lemma 1. 
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