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Abstract

In [3] we proved that generalized Carathéodory’s conditions (the so
called (G) conditions) introduced in [6], imply well-known general con-
ditions (the so called (CL) conditions) which guarantee existence and
some properties of solutions of the Cauchy problem, in the Carathéodory
sense. In this paper we prove that these two conditions are equivalent.

1 Introduction

Consider the following Cauchy problem

x′(t) = f(t, x), x(t0) = x0, (1)

where I = [t0, t0 + a] ⊂ R, a > 0, B = {x ∈ Rn : ‖x− x0‖ ≤ b} and
f : I × B → Rn is a Carathéodory function, i.e., it satisfies the classical
Carathéodory (abbreviated: (C)) conditions (see [4] and [2], [7]).

By a solution of (1) in the Carathéodory sense, defined on some interval
J ⊂ I, we understand a function x : J → Rn such that x(t) ∈ B for t ∈ J , x is
absolutely continuous on J , and x′(t) = f(t, x(t)) for a.e. t ∈ J ; equivalently,
x(t) ∈ B for t ∈ J and

x(t) = x0 +

t∫
t0

f(s, x(s))ds for every t ∈ J,

where the sign ”
t∫
t0

” denotes the Lebesgue integral. It is well known that if f

satisfies the conditions (C), then there exists an interval J ⊂ I such that the
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problem (1) has a solution in the Carathéodory sense, defined on J (see [5],
pp. 54-56).

In [6] Grande formulated the conditions (G), which are more general than
the conditions (C) and guarantee the existence of a solution of (1) in the
Carathéodory sense, on some interval J ⊂ I. Recall that a function f :
I ×B → Rn satisfies the conditions (G) if

(i) for every continuous function h : I → B the superposition t→ f(t, h(t)),
t ∈ I, is measurable;

(ii) there exists a Lebesgue integrable function m : I → R+ such that
‖f(t, x)‖ ≤ m(t) for every (t, x) ∈ I ×B;

(iii) there exists a sequence of functions fk : I × B → Rn satisfying the
conditions (C) with ‖fk(t, x)‖ ≤ m(t) for (t, x) ∈ I × B, k ∈ N, and
such that for every subsequence (fnk

), for every sequence of continuous
functions gn : I → B which converges uniformly on I to a function g,
and for every t ∈ I, there is a strictly increasing subsequence sequence
(ni) of (nk) of positive integers such that

lim
i→∞

t∫
t0

fkni
(s, gni

(s))ds =

t∫
t0

f(s, g(s))ds.

Denote by C(I,Rn) the space of all continuous functions I → Rn with the
topology of uniform convergence and let B̃ = {z ∈ C(I,Rn) : ‖z(s)− x0‖ ≤
b for every s ∈ I}.

If we replace (iii) by the following condition

(iv) if zn, z ∈ B̃ (for n ∈ N) and zn → z uniformly on I, then

t∫
t0

f(s, zn(s))ds→
t∫

t0

f(s, z(s))ds as n→∞, for every t ∈ I, (2)

then we say that a function f satisfies the conditions (CL).
In [3] we proved that if f satisfies the conditions (G), then it satisfies the

conditions (CL). The aim of this paper is to establish that these two conditions
are equivalent.
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2 Results

Denote by L the class of all subsets of I which are measurable in the Lebesgue
sense and by µ - the Lebesgue normalized measure. Further, denote by S =
S(I,Rn, µ) the set of all equivalence classes of µ - measurable functions I → Rn
with the metric ρ(x, y) = [x− y], where

[z] = inf
0<p<+∞

{p+ µ({s : s ∈ I, |z(s)| > p})}, x, y, z ∈ S.

It is well known that convergence ρ(xn, x) → 0 as n → ∞ is equivalent to
convergence of xn in measure µ to x, i.e.,

µ({s ∈ I : |xn(s)− x(s)| > p})→ 0 as n→∞, for any p > 0

and S becomes a complete metric space with respect to the above metric. Let
B̃µ = {z ∈ S : z(s) ∈ B for a.e. s ∈ I}.

First, we prove the following

Lemma 1. Suppose that f : I ×B → Rn satisfies (CL) conditions. If zn, z ∈
B̃µ for n ∈ N and zn → z (in the sense of topology induced from S), as n→∞,
then (2) is satisfied.

Proof. Let zn, z ∈ B̃µ for n ∈ N and zn → z as n → ∞. Then, by Lusin’s
and Jegorov’s theorems there exists a closed subset D ⊂ I such that the
restrictions z|D and zn|D are continuous for n ∈ N and zn|D → z|D uniformly
on D. In view of Tietze’s extension theorem there exist continuous functions
z̃n, z̃ such that z̃|D = z and z̃n|D = zn for n ∈ N. Without loss of generality
we may assume that z̃, z̃n ∈ B̃ for n ∈ N and z̃n → z̃ uniformly on I. In view
of (iv) we have

t∫
t0

f(s, z̃n(s))ds→
t∫

t0

f(s, z̃(s))ds as n→∞, for every t ∈ I, (3)

Fix t ∈ I and ε > 0. By the absolute continuity of the Lebesgue integral
we can choose the above described set D in such a way that 4

∫
I\D

m(s)ds < ε
2 .

In view of (3) there exists a positive integer N such that∣∣∣∣∣∣
t∫

t0

(f(s, z̃n(s))− f(s, z̃(s)))ds

∣∣∣∣∣∣ < ε

2
for n ≥ N.
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Hence, we obtain∣∣∣∣∣∣
t∫

t0

(f(s, zn(s))− f(s, z(s)))ds

∣∣∣∣∣∣ ≤
t∫

t0

|f(s, zn(s))− f(s, z̃n(s))|ds+

+

∣∣∣∣∣∣
t∫

t0

(f(s, z̃n(s))− f(s, z̃(s)))ds

∣∣∣∣∣∣+

t∫
t0

|f(s, z̃(s))− f(s, z(s))|ds <

< 2
∫
I\D

m(s)ds+
ε

2
+ 2

∫
I\D

m(s)ds < ε for n ≥ N.

Thus

lim
n→∞

t∫
t0

f(s, zn(s))ds =

t∫
t0

f(s, z(s))ds

which ends the proof of Lemma 1.

Corollary 1. Under the assumptions of Lemma 1 we have∫
D

f(s, zn(s))ds→
∫
D

f(s, z(s))ds as n→∞,

where z, zn ∈ B̃µ for n ∈ N, zn → z as n→∞ and D ∈ L.

Proof. Denote by χD the characteristic function of a subset D ∈ L and by
PD the multiplication operator by χD, i.e.,

PDx(s) = χD(s)x(s), s ∈ I,

where x : I → R is a µ - measurable function. Suppose for simplicity that
f(s, 0) = 0 for s ∈ I. Then we have

f(s, PDx(s)) = PD(f(s, x(s))) for s ∈ I. (4)

Let zn → z as n → ∞, where z, zn ∈ B̃µ for n ∈ N. Then PDzn → PDz as
n→∞. In view of Lemma 1 we obtain∫

I

f(s, PDzn(s))ds→
∫
I

f(s, PDz(s))ds as n→∞,
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so, by (4), ∫
I

PD(f(s, zn(s)))ds→
∫
I

PD(f(s, z(s)))ds as n→∞,

and thus ∫
D

f(s, zn(s))ds→
∫
D

f(s, z(s))ds as n→∞,

where D is any subset from L. The proof is completed.
In what follows we shall need the following result which is a version of

Lemma 1.7 from [1, pp. 23-25]

Lemma 2. Assume that the function f : I ×B → Rn satisfies the conditions
(i), (ii) and ∫

D

f(s, zn(s))ds→
∫
D

f(s, z(s))ds as n→∞,

where z, zn ∈ B̃µ for n ∈ N, zn → z as n → ∞ and D is any subset from
L. Then there exists a sequence of functions (fk) such that every function
fk : I × B → Rn satisfies the conditions (C) with ‖fk(t, x)‖ ≤ m(t) for
(t, x) ∈ I ×B, k ∈ N and∫

D

f(s, z(s))ds = lim
k→∞

∫
D

fk(s, z(s))ds,

for any subset D from L.

Now, we are able to prove the following

Theorem 1. If f : I ×B → Rn satisfies (CL), then it satisfies (G).

Proof. Let f : I × B → Rn satisfy the conditions (CL). Then, by Corollary
1 and Lemma 2 there exists a sequence of functions (fk) such that every
function fk : I × B → Rn satisfies (C) conditions with ‖fk(t, x)‖ ≤ m(t) for
(t, x) ∈ I ×B, k ∈ N and

t∫
t0

f(s, z(s))ds = lim
k→∞

t∫
t0

fk(s, z(s))ds
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for every z ∈ B̃ and t ∈ I. Fix z ∈ B̃ and t ∈ I. Further, if (zn) is a
sequence of functions from B̃ such that zn → z uniformly on I, as n → ∞,
then fk(·, zn(·)) → fk(·, z(·)) (in the sense of the topology of S) as n → ∞,
and thus

t∫
t0

f(s, z(s))ds = lim
k→∞

t∫
t0

lim
n→∞

fk(s, zn(s))ds.

In view of Vitali’s theorem we obtain
t∫

t0

f(s, z(s))ds = lim
k→∞

 lim
n→∞

t∫
t0

fk(s, zn(s))ds

 . (5)

Consider a subsequence (fkp
). Fix ε > 1. By (5) there exists a positive integer

kp1 such that for every kp ≥ kp1 we have

−1 +

t∫
t0

f(s, z(s))ds < lim
n→∞

t∫
t0

fkp
(s, zn(s))ds < 1 +

t∫
t0

f(s, z(s))ds.

Hence there exists a positive integer n1 ≥ p1 such that

−1 +

t∫
t0

f(s, z(s))ds <

t∫
t0

fkn1
(s, zn1(s))ds < 1 +

t∫
t0

f(s, z(s))ds.

Analogously, putting ε = 1
2 we infer that there exists a positive integer p2 > n1

such that

−1
2

+

t∫
t0

f(s, z(s))ds < lim
n→∞

t∫
t0

fkp
(s, zn(s))ds <

1
2

+

t∫
t0

f(s, z(s))ds.

Hence there exists a positive integer n2 ≥ p2 such that

−1
2

+

t∫
t0

f(s, z(s))ds <

t∫
t0

fkn2
(s, zn2(s))ds <

1
2

+

t∫
t0

f(s, z(s))ds.

In this way putting ε = 1
i , i ∈ N we obtain a subsequence (fkni

) with the
property

−1
i

+

t∫
t0

f(s, z(s))ds <

t∫
t0

fkni
(s, zni

(s))ds <
1
i

+

t∫
t0

f(s, z(s))ds.
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Thus

lim
i→∞

t∫
t0

fkni
(s, zni(s))ds =

t∫
t0

f(s, z(s))ds

which ends the proof.
It remains to state the last result of this paper which is an immediate

consequence of Theorem 2.1 from [3] and Theorem 1, namely:

Theorem 2. The conditions (G) and (CL) are equivalent.

References

[1] J. Appel and P. Zabrejko, Nonlinear superposition operators, Cam-
bridge University Press, 1990.

[2] G. Aquaro, Sul teorema di esistenza di Carathéodory per i sistemi
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