# SMOOTHNESS OF SOLUTIONS OF STOCHASTIC EVOLUTION EQUATIONS AND THE EXISTENCE OF A FILTERING TRANSITION DENSITY 

B. L. ROZOVSKII and A. SHIMIZU

In this paper, we shall discuss the smoothness of solutions of stochastic evolution equations, which has been investigated in N. V. Krylov and B. L. Rozovskii [2] [3], to establish the existence of a filtering transition density.

First, we introduce the filtering equation, which has been discussed in [1] [3] [6] and [9]. Let us consider the system ( $x_{t}, y_{t}$ ) given by the stochastic differential equation

$$
\begin{aligned}
& d x_{t}=a\left(x_{t}, y_{t}, t\right) d t+b\left(x_{t}, y_{t}, t\right) d \nu_{t} \\
& d y_{t}=A\left(x_{t}, y_{t}, t\right) d t+B\left(y_{t}, t\right) d \nu_{t} \\
& x_{0}=\theta, y_{0}=\xi, t \in[0, T], T<+\infty,
\end{aligned}
$$

where $\nu=\left\{\nu_{t}\right\}_{t \in[0, T]}$ is a $\left(d+d_{1}\right)$-dimensional Brownian motion defined on a complete probability space, and $a, A, b$ and $B$ are matrices of type $d \times 1, d_{1} \times 1, d \times\left(d+d_{1}\right)$ and $d_{1} \times\left(d+d_{1}\right)$ respectively. We denote by $F_{t}^{Y}$ the complete $\sigma$-algebra $\sigma\left\{y_{\tau}, 0 \leqq \tau \leqq t\right\}$. Let us denote by $P_{t}[f]$ a measurable modification of the conditional expectation $E\left[f\left(x_{t}, y_{t}, t\right) \mid F_{t}^{Y}\right]$. We put

$$
\begin{aligned}
& C=\left(B B^{*}\right)^{-1 / 2}, \quad \beta(x, y, t)=C A \\
& \bar{w}_{t}=\int_{0}^{t} C\left(y_{\tau}, \tau\right) d y_{\tau}-\int_{0}^{t} P_{\tau}[\beta] d \tau \\
& y_{t}^{\prime}=\bar{w}_{t}+\int_{0}^{t} P_{\tau}[\beta] d \tau
\end{aligned}
$$

and

$$
\rho_{t}=\exp \left\{-\int_{0}^{t} P_{\tau}[\beta] d \bar{w}_{\tau}-\frac{1}{2} \int_{0}^{t}\left|P_{\mathrm{r}}[\beta]\right|^{2} d \tau\right\} .
$$
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Here, $|\cdot|$ denotes the norm in $R^{d_{1}}$ and $\bar{w}_{t}$ is a $d_{1}$-dimensional $F_{t}^{Y}$-Brownian motion. Under the assumptions $\left.\mathrm{A}_{1}\right)-\mathrm{A}_{6}$ ) in § 1 in [3], it is known that $\Phi_{t}[\eta]=P_{t}[\eta] \rho_{t}^{-1}, \eta \in C_{0}^{\infty}\left(R^{d}\right)$, satisfies the next equation

$$
\begin{equation*}
d \Phi_{t}[\eta]=\Phi_{t}\left[L_{\eta}\right] d t+\Phi_{t}\left[M_{\eta}\right] d y_{t}^{\prime}, \tag{0.1}
\end{equation*}
$$

where $C_{0}^{\infty}\left(R^{d}\right)$ denotes the space of $C^{\infty}$-functions with compact support, $L$ is a differential operator of second order, $M$ is a differential operator of first order, and the coefficients of the both operators $L$ and $M$ depend on $t, x$ and $\omega$. To state Equation (0.1) precisely, we need some preliminaries. We denote by $a_{i j}(x, y, t)$ the ( $i, j$ )-component of the matrix $\frac{1}{2} b(x, y, t) b^{*}(x, y, t)$, $a_{i}(x, y, t)$ denotes the $i$-th component of the vector $a$ and $\beta_{k}(x, y, t)$ means the $k$-th component of the vector $\beta(x, y, t)$. Put

$$
\alpha(x, y, t)=C(y, t) B(y, t) b^{*}(x, y, t),
$$

and let $\alpha_{i j}(x, y, t)$ be the ( $i, j$ )-component of the matrix $\alpha(x, y, t)$. Then, the operators $L$ and $M$ can be written as follows:

$$
\begin{aligned}
L_{\eta} & =\sum_{i=1}^{d} a_{i}\left(x, y_{t}, t\right) \frac{\partial}{\partial x_{i}} \eta+\sum_{i, j=1}^{d} a_{i j}\left(x, y_{t}, t\right) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \eta, \\
M_{\eta} & =\left(M_{1} \eta, M_{2} \eta, \cdots, M_{d_{1} \eta} \eta\right)
\end{aligned}
$$

and

$$
M_{k} \eta=\beta_{k}\left(x, y_{t}, t\right) \eta+\sum_{i=1}^{d} \alpha_{k i}\left(x, y_{t}, t\right) \frac{\partial}{\partial x_{i}} \eta, \quad\left(k=1,2, \cdots, d_{1}\right) .
$$

In this paper, we shall study the Cauchy problem of Equation (0.1) with the initial condition

$$
\begin{equation*}
\Phi_{s}[\eta]=\eta(z) \quad \text { for all } \eta \in C_{0}^{\infty}\left(R^{d}\right) \tag{0.2}
\end{equation*}
$$

where $z$ is an arbitrarily fixed point in $R^{d}$. Making use of Sobolev's lemma (Theorem 2.2 in [3]), we can see that there exists a process $\psi$. in a space $\hat{H}_{2}^{] d / 2[ }(s, T)$, which will be defined in $\S 1$, such that

$$
\Phi_{t}[\eta]=\left(\psi_{t}, \eta\right)_{] d / 2[ },
$$

where $] d / 2\left[\right.$ is the smallest natural number bigger than $d / 2$, and $(\cdot, \cdot)_{] d / 2[ }$ is the inner product of the Sobolev space $W_{2}^{1 d / 2[ }\left(R^{d}\right)$. Hence, Equation (0.1) with initial condition ( 0.2 ) can be written in the form

$$
\begin{equation*}
\left(\psi_{t}, \eta\right)_{l}=(\gamma, \eta)_{t}+\int_{s}^{t}\left(\psi_{\tau}, L \eta\right)_{l} d \tau+\int_{s}^{t}\left(\psi_{\tau}, M \eta\right)_{t} d y_{\tau}^{\prime} \tag{0.3}
\end{equation*}
$$

where $l=] d / 2\left[.{ }^{*}\right.$ ) By the Girsanov's theorem we see that Equation (0.3) can be regarded as follows:

$$
\begin{equation*}
\left(\psi_{t}, \eta\right)_{l}=(r, \eta)_{l}+\int_{s}^{t}\left(\psi_{\tau}, L \eta\right)_{l} d \tau+\int_{s}^{t}\left(\psi_{\tau}, M \eta\right)_{l} d w_{\tau} \tag{0.4}
\end{equation*}
$$

Here,

$$
\begin{aligned}
\int_{s}^{t}\left(\psi_{\tau}, M \eta\right)_{l} d w_{\tau} & =\sum_{k=1}^{d_{1}} \int_{s}^{t}\left(\psi_{\tau}, M_{k} \eta\right)_{l} d \omega_{\tau}^{k}, \\
& \quad \text { where } w_{t}=\left(w_{t}^{k}\right)_{k=1,2, \cdots, d_{1}} \text { is a } F_{t}^{y} \text {-Brownian motion } .
\end{aligned}
$$

From § 1, the $\sigma$-algebra $F_{t}^{Y}$ will be denoted by $F_{t}$ for simplicity, and $w_{t}$ will be replaced by the notation $B_{t}$.

We shall make the same assumptions on the coefficients of the operators $L$ and $M$ as in [2], which will be stated in §1. By a solution of Equation (0.4), we mean a function $\psi_{.} \in \hat{H}_{2}^{l}(s, T)$ with values in $W_{2}^{l}\left(R^{d}\right)$ for each ( $t, \omega$ ) and finite $E\left[\left\|\psi_{t}\right\|_{2}^{2}\right]^{* *)}$ for all $t$, which satisfies Equation (0.4) for any $\eta \in C_{0}^{\infty}\left(R^{d}\right)$ and $t \in[s, T]$ with probability 1. N. V. Krylov and B. L. Rozovskii [2] investigated the existence, the uniqueness and the smoothness of solutions of Equation (0.4). In the introduction, we will state our results for simplicity only in the case that the coefficients of $L$ and $M$ are sufficiently smooth. That is, in addition to the assumptions in [2], we assume here in the introduction that the coefficients of $L$ and $M$ are $C^{\infty}$-functions in $x$ for each $(t, \omega)$, and that their derivatives do not exceed a constant $K$ in absolute value for any ( $t, x, \omega$ ) and $\alpha$. In this case, the Krylov-Rozovskii's result on the smoothness of solutions (Theorem 2.2 in [2]) can be stated as follows: Let $m \geqq 0$. If $E\left[\|r\|_{2 l+m}^{2}\right]$ is finite, then the solution $\psi$. of Equation (0.4) belongs to the space $\hat{H}_{2}^{2 l+m+1}(s, T)$. In this statement, it should be noticed that the smoothness of the solution depends on the smoothness of the initial data $\gamma$. Under the initial condition (0.2), we can assume $\gamma \in W_{2}^{l}\left(R^{d}\right)$, but we can not suppose further smoothness of $\gamma$. Therefore, we should remove the condition on the smoothness of $\gamma$ to discuss the smoothness of the solution $\psi_{t}$. Our result on the smoothness of the solution of Equation (0.4) can be formulated as follows: The solution $\psi$. of Equation (0.4) satisfies $\psi_{t}(x, \omega) \in \bigcap_{m} W_{2}^{m}\left(R^{d}\right)$ for each $(t, \omega) \in(s, T] \times \Omega$. Since we obtain this result without the smoothness of $\gamma$, we shall obtain the following expression for the solution $\Phi^{z}$ of Equation (0.1) with initial condition (0.2): $\Phi^{z}$ can be expressed in the form

[^0]$$
\Phi_{t}^{z}[\eta]=\int_{R^{d}} \phi(s, z, t, x ; \omega) \eta(x) d x, \quad(t, z, x) \in(s, T] \times R^{d} \times R^{d}
$$
for any $\eta \in C_{0}^{\infty}\left(R^{d}\right)$, where $\phi(s, z, t, x ; \omega)=(I-\Delta)^{t} \psi_{t}$, I is the identity operator and $\Delta$ is the Laplace operator.

## §1. Notation and results

Let $R^{d}$ be the $d$-dimensional Euclidean space, $T$ a fixed positive number, $(\Omega, F, P)$ a complete probability space $\left\{F_{t}\right\}_{t \in[0, T]}$ an increasing family of complete $\sigma$-algebras contained in $F, d_{1}$ a positive integer, and $\left\{B_{t}\right\}_{t \in[0, T]}$ a $d_{1}$-dimensional $F_{t}$-Brownian motion. We shall fix a basis in $R^{d}$ and denote by $\alpha, \alpha_{i}, \beta, \gamma \cdots$ arbitrary unit coordinate vectors as well as the zero vector. If $\alpha=0$, then $D^{\alpha}$ denotes the identity operator, while if $\alpha$ is the $i$-th basis vector, then $D^{\alpha}=\partial / \partial x^{i}$.

We suppose that the coefficients $\mathrm{a}_{i j}\left(x, y_{t}, t\right), \alpha_{k j}\left(x, y_{t}, t\right)$ of the operators $L$ and $M$ are differentiable in $x$, then it is obvious that the operators $L$ and $M$ can be written as follows.

$$
L \eta=(-1)^{|\alpha|+|\beta|} D^{\beta}\left(a_{t}^{\alpha \beta}(x) D^{\alpha} \eta\right),
$$

and

$$
M \eta=(-1)^{|\alpha|} D^{\alpha} a_{t}^{\alpha}(x),
$$

where $a_{t}^{\alpha \beta}(x)$ are real functions defined on $[0, T] \times R^{d} \times \Omega, a_{t}^{\alpha}(x)$ are functions with values in $R^{d}$ defined on the same space, $|\cdot|$ is the norm of the $d$-dimensional Euclidean space, and the argument $\omega$ is omitted as a rule. Here and throughout the paper, the summation convention is in force for repeated indices. $W_{2}^{k}\left(R^{d}\right)$ is the Sobolev space of all real functions $\psi$ defined on $R^{d}$ with finite norm

$$
\|\psi\|_{k}=\left(\sum_{\alpha_{1}, \cdots, \alpha_{k}}\left\|D^{\alpha_{1}} \cdots D^{\alpha_{k}} \psi\right\|^{2}\right)^{1 / 2}
$$

where $D^{\alpha_{1}} \cdots D^{\alpha_{k}}$ are generalized derivatives of $\psi$, and $\|\cdot\|$ denotes the norm of the space $L^{2}\left(R^{d}\right)$.

We will mention the assumptions on the coefficients $a_{t}^{\alpha \beta}(x), a_{t}^{\alpha}(x)$ of the operators $L$ and $M$. We denote by $B([0, T])$ the Borel sets in $[0, T]$, and by $B\left(R^{d}\right)$ the Borel sets in $R^{d}$. For the rest of this paper, we shall make the following assumptions:

Let us fix positive constants $K, \delta$ and an integer $m \geqq 0$.
A) The functions $a_{t}^{\alpha \beta}(x)$ and $a_{t}^{\alpha}(x)$ are $B([0, T]) \times B\left(R^{d}\right) \times F$-measurable, and they are $F_{t}$-measurable for each $(t, x)$.
B) For all $x, \xi \in R^{a}, t \in[0, T]$ and $\omega \in \Omega$, the inequality

$$
2 \sum_{|\alpha|=|\beta|=1} a_{t}^{\alpha \beta}(x) \xi^{\alpha} \xi^{\beta}-\left|\sum_{|\alpha|=1} a_{t}^{\alpha}(x) \xi^{\alpha}\right|^{2} \geqq \delta|\xi|^{2}
$$

holds where $\xi^{\alpha}$ is the $i$-th coordinate of $\xi$ if $\alpha$ is the $i$-th coordinate vector.
C) The functions $a_{t}^{\alpha \beta}(x), a_{t}^{\alpha}(x)$ and their derivatives in $x$ up to $m$ inclusive are continuous in $x$ for each ( $t, \omega$ ); these functions and their derivatives do not exceed a constant $K$ in absolute value (in length, for the vectors $a_{t}(x)$ ) for any ( $t, x, \omega$ ) and $\alpha$.

Let $s$ be a real number such that $s \in[0, T]$, and we will introduce the spaces $H_{2}^{k}(s, T)$ and $\hat{H}_{2}^{k+1}(s, T)$. We denote by $H_{2}^{k}(s, T)$ the space of $L^{2}\left(R^{d}\right)$-valued functions $\psi=\psi_{t}(\omega)$ defined on $[s, T] \times \Omega$ such that

1) $\psi_{t}(\omega)$ is measurable in $(t, \omega)$, and for each $t$ it is $F_{t}$-measurable in $\omega$.
2) $\psi_{t}(\omega) \in W_{2}^{k}\left(R^{d}\right)$ for almost all $(t, \omega)$, and

$$
\left\|\psi_{\cdot}\right\|_{k}=\left(E\left[\int_{s}^{T}\left\|\psi_{t}\right\|_{k}^{2} d t\right]\right)^{1 / 2}<+\infty
$$

Here, measurability of $\psi=\psi_{t}(\omega)$ is understood in the sense of measurability of functions with values in a metric space $L^{2}\left(R^{d}\right)$. It is well-known that this measurability is equivalent both to strong and to weak measurability.

By $\hat{H}_{2}^{k+1}(s, T)$ we denote the subspace of $H_{2}^{k+1}(s, T)$ consisting of functions $\psi=\psi_{t}(\omega)$ with values in $W_{2}^{k}\left(R^{d}\right)$ for each $(t, \omega) \in[s, T] \times \Omega$, such that $E\left[\left\|\psi_{t}\right\|_{k}^{2}\right]<+\infty$ for all $t \in[s, T]$. Let us consider the next stochastic evolution equation

$$
\begin{align*}
\left(\psi_{t}, \eta\right)_{n}= & (\gamma, \eta)_{n}+\int_{s}^{t}\left(D^{\beta} \psi_{\tau},(-1)^{|\alpha|} a_{\tau}^{\alpha \beta}(x) D^{\alpha} \eta\right)_{n} d \tau \\
& +\int_{s}^{t}\left(D^{\alpha} \psi_{\tau}, a_{\tau}^{\alpha}(x) \eta\right)_{n} d B_{\tau}+\int_{s}^{t}\left(f_{\tau}, \eta\right)_{n} d \tau, \tag{1.1}
\end{align*}
$$

where scalar products are intended by the notation in the third term in the right hand side, and $n=l+1$.

From now on, we assume that the coefficients $a_{t}^{\alpha}(x)$ for $|\alpha|=1$ are $(n+1)$-times continuously differentiable in $x$ for each $(t, \omega)$, and that their derivatives in $x$ do not exceed a constant $K$ in length for any $(t, x, \omega)$
and $\alpha$. By a solution of Equation (1.1), we understand a function $\psi$. $\in$ $\hat{H}_{2}^{n+1}(s, T)$ which satisfies Equation (1.1) for any $\eta \in C_{0}^{\infty}\left(R^{d}\right)$ and $t \in[s, T]$ with probability 1.

We should give a notice that the equality

$$
\begin{equation*}
\left(\Lambda^{-j} v, \eta\right)_{j+k}=(v, \eta)_{k}, \quad \Lambda=I-\Delta \tag{1.2}
\end{equation*}
$$

holds for any $v \in W_{2}^{k}\left(R^{d}\right)$ and $\eta \in W_{2}^{j+k}\left(R^{d}\right)$ if $j$ is an integer and $k$ is a non-negative integer such that $j+k \geqq 0$. When $f=0$ in (1.1), we can see by (1.2) that a process $\psi$. with initial data $\gamma$ satisfies (0.4) if and only if $\Lambda^{-1} \psi$. with initial data $\Lambda^{-1} \gamma$ satisfies (1.1).

Then, we shall obtain
Theorem 1. Let $n \leqq m$. Fix a non-negative integer $k$ such that $n+$ $k \leqq m$. Suppose that $a_{t}^{\alpha}(x)$ for $|\alpha|=1$ have derivatives of order $n+k+1$ with respect to $x$ which are continuous in $x$ for each $(t, \omega)$ and uniformly bounded in $\alpha, t, x$ and $\omega$ in the sense of length of d-dimensional vectors, and that $\gamma=\gamma(x, \omega)$ belongs to $W_{2}^{n+k}\left(R^{d}\right)$ for each $\omega$ and $E\left[\|\gamma\|_{n+k}^{2}\right]$ is finite. Besides, if $f . \in \hat{H}_{2}^{n+k}(s, T)$, then Equation (1.1) has a solution $\psi_{.} \in \hat{H}_{2}^{n+k+1}(s, T)$. Especially when $k=0$ and $f=0$, Equation (1.1) has a solution, and hence Equation (0.4) has a solution $\psi . \in \hat{H}_{2}^{n+1}(s, T)$.

Here, we will write the results on the uniqueness of solutions which have been obtained in [2].

Proposition 1 ([2]; Theorem 2.1). Let $n \leqq m$. We assume that $a_{t}^{\alpha}(x)$ for $|\alpha|=1$ have derivatives of order $n+1$ with respect to $x$ which are continuous in $x$ for each ( $t, \omega$ ) and uniformly bounded in $\alpha, t, x$ and $\omega$ in the sense of length of vectors. Let $\psi^{1}$. and $\psi^{2}$. be solutions of Equation (1.1). Then $E\left[\left\|\psi_{t}^{1}-\psi_{t}^{2}\right\|_{n}^{2}\right]=0$ holds for all $t \in[s, T]$.

Proposition 2 ([2]; Corollary 2.1). Let $l+1 \leqq m$. Suppose that $a_{t}^{\alpha}(x)$ for $|\alpha|=1$ have derivatives of order $l+2$ with respect to $x$ which are continuous in $x$ for each $(t, \omega)$ and uniformly bounded in $\alpha, t, x$ and $\omega$ in the sense of length of vectors. Let $\psi^{1}$. and $\psi^{2}$. be solutions of Equation (0.4). Then, $E\left[\left\|\psi_{t}^{1}-\psi_{t}^{2}\right\|_{l}^{2}\right]=0$ holds for all $t \in[s, T]$.

Making use of Theorem 1 and Proposition 1, we shall obtain
Theorem 2. Let $n \leqq m$. Suppose that $a_{t}^{\alpha}(x)$ for $|\alpha|=1$ have derivatives of order $n+1$ with respect to $x$ which are continuous in $x$ for each $(t, \omega)$ and uniformly bounded in $\alpha, t, x$ and $\omega$ in the sense of length of vectors,
and that $\gamma=\gamma(x, \omega)$ belongs to $W_{2}^{l}\left(R^{d}\right)$ for each $\omega$ and $E\left[\|\gamma\|_{l}^{2}\right]$ is finite. Then, Equation (0.4) has a solution $\psi$. such that $\psi_{t}(x, \omega) \in W_{2}^{m-2}\left(R^{a}\right)$ for each $(t, \omega) \in(s, T] \times \Omega$.

Theorem 2 and Proposition 2 imply
Corollary to Theorem 2. Let $2 n \leqq m$. Suppose that $a_{t}^{\alpha}(x)$ for $|\alpha|=$ 1 have derivatives of order $n+2$ with respect to $x$ which are continuous in $x$ for each $(t, \omega)$ and uniformly bounded in $\alpha, t, x$ and $\omega$ in the sense of length of vectors. Then, the Cauchy problem of Equation (0.1) with initial condition (0.2)*) has a unique solution $\Phi_{t}^{z}[\cdot]$, which can be expressed in the form

$$
\Phi_{t}^{z}[\eta]=\int_{s}^{t} \phi(s, z, t, x ; \omega) \eta(x) d x, \quad t \in(s, T]
$$

where $\phi(s, z, t, x ; \omega) \in W_{2}^{m-2 n}\left(R^{d}\right)$ for $(z, t, \omega) \in R^{a} \times(s, T] \times \Omega$ as a function of $x$.

Remark. Theorem 2 can be regarded as an extension of the existence and smoothness theorem of fundamental solutions of parabolic differential equations, whose proof has been given in [8].

## § 2. Proof of Theorem 1

First, we should give the preliminaries of the proof. We will give a quick review on the result obtained by N. V. Krylov and B. L. Rozovskii in [4] and [5]. Here, their result will be given in a simpler case than in [4] and [5].

Let $H$ be a real separable Hilbert space, and let $V$ be a reflexive real separable Banach space. $\left\{B_{t}\right\}_{t \in[0, T]}$ denotes a $F_{t}$-Brownian motion with values in the $d$-dimensional Euclidean space $R^{d}$ (In [4] and [5], the space $R^{d}$ was replaced by a real separable Hilbert space $E$.). Suppose that $V$ $\subset H=H^{*} \subset V^{*}$, that the imbedding mappings are dense and continuous, and that $\left\langle v^{*}, v\right\rangle=\left(v^{*}, v\right)^{* *)}$ if $v^{*} \in H$. Here, $V^{*}\left(H^{*}\right)$ denotes the space

[^1]of linear functionals on $V$ (resp. $H$ ), and $\left\langle v^{*}, v\right\rangle$ means the value of $v^{*} \in V^{*}$ at $v \in V$.

Let $\boldsymbol{A}(\cdot, t, \omega)$ and $\boldsymbol{B}(\cdot, t, \omega)=\left(\boldsymbol{B}^{i}(\cdot, t, \omega)\right)_{i=1, \ldots, d_{1}}$ be mappings defined on $V$ with values in $V^{*}$ and $H^{d_{1}}=H \times H \times \cdots \times H$ ( $d_{1}$-fold) respectively for all $(t, \omega)$. For each $v \in V$, the functions $A(v, t, \omega)$ and $B(v, t, \omega)$ are measurable in ( $t, \omega$ ) (with respect to the $d t \times d P$-completed algebra), and $F_{t^{-}}$ measurable in $\omega$ for fixed $t \in[s, T]$.

Let us consider the following Itô's equation

$$
\begin{equation*}
u_{t}=u_{s}+\int_{s}^{t} \boldsymbol{A}\left(u_{\tau}, \tau, \omega\right) d \tau+\int_{s}^{t} \boldsymbol{B}\left(u_{\tau}, \tau, \omega\right) d B_{\tau}, \quad t \in[s, T] \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{B}\left(u_{\tau}, \tau, \omega\right) d B_{\tau}$ in the right hand side in (2.1) means the inner product. A function $u_{t}(\omega)$ with values in $H$, defined on $[s, T] \times \Omega$ is called a solution of Equation (2.1) if it is measurable in ( $t, \omega$ ) and $F_{t}$-measurable for each $t \in[s, T]$, and if it belongs to $L^{2}([s, T] \times \Omega, V) \cap L^{2}(\Omega, C([s, T] ; H))$ and satisfies Equation (2.1) (as an equation in $V^{*}$ ) for all $t \in[s, T]$ with probability 1.

We assume the following conditions (A.I)-(A.IV) on the functions $\boldsymbol{A}(v, t, \omega)$ and $\boldsymbol{B}(v, t, \omega)$, which will be denoted by $\boldsymbol{A}(v)$ and $\boldsymbol{B}(v)$ respectively.
(A.I) $\left\langle A\left(v^{1}+\lambda v^{2}\right), v\right\rangle$ is continuous in $\lambda \in R^{1}$.

There exist positive constants $N, \varepsilon$ and a non-negative function $f(t, \omega)$ defined on $[s, T] \times \Omega, F_{t}$-measurable for each fixed $t \in[s, T]$, belonging to $L^{1}([s, T] \times \Omega)$ such that for all $v, v^{1}$ and $v^{2} \in V,(t, \omega) \in[s, T] \times \Omega$ are satisfied the next statements (A.II)-(A.IV):
(A.II) $\quad 2\left\langle\boldsymbol{A}\left(v^{1}\right)-A\left(v^{2}\right), v^{1}-v^{2}\right\rangle+\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}^{t}\left(v^{1}\right)-\boldsymbol{B}^{i}\left(v^{2}\right)\right\|_{H}^{2} \leqq N\left\|v^{1}-v^{2}\right\|_{H}^{2}$,
(A.III) $2\langle\boldsymbol{A}(v), v\rangle+\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}^{i}(v)\right\|_{H}^{2} \leqq-\varepsilon\|v\|_{V}^{2}+f(t, \omega)+N\|v\|_{H}^{2}$,
(A.IV) $\|A(v)\|^{*} \leqq f(t, \omega)^{1 / 2}+N\|v\|_{v}$.

Then, the next proposition has been established in [4] and [5] (Theorem 1 in [4], Corollary II.2.1 and Theorem II.2.2 in [5]).

Proposition. Under the assumptions (A.I)-(A.IV) and given initial data $u_{s} \in H$, there exists a solution $u_{t}$ of Equation (2.1). Let $u_{t}^{1}$ and $u_{t}^{2}$ be solutions of Equation (2.1), then $E\left[\left\|u_{t}^{1}-u_{t}^{2}\right\|_{H}^{2}\right]=0$ for each $t \in[s, T]$.

The next lemma will be used to introduce operators $A_{t}$ and $B_{t}$ in the proof of Theorem 1. Since the proof of Lemma is elementary, it will be omitted.

Lemma. Under the assumptions of Theorem 1, the following equalities hold:

$$
\begin{align*}
& \left(D^{\beta} \psi,(-1)^{|\alpha|} a_{t}^{\alpha_{\beta}} D^{\alpha} \eta\right)_{n}=\left(\alpha_{t}^{\alpha \beta} D^{\beta} D^{\alpha_{1}} D^{\alpha_{2}} \cdots D^{\alpha_{n}} \psi,(-1)^{|\alpha|} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \eta\right)_{0} \\
& +\sum_{j=1}^{n} \sum_{\substack{\alpha_{1}, \cdots, \alpha_{n} \\
\left|\alpha_{i}\right|=\cdots=\left|\alpha \alpha_{j}\right|=1}}\left(b^{\alpha_{1} \alpha_{i} \cdots \cdots \alpha_{j} \cdots \alpha_{j} \beta} D^{\beta} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,(-1)^{|\alpha|}\right.  \tag{2.2}\\
& \left.\times D^{\alpha} D^{\alpha_{1}} \cdots \hat{D}^{\alpha_{i_{1}}} \cdots \hat{D}^{\alpha_{i_{j}}} \cdots D^{\alpha_{n}} \eta\right)_{0}^{*)}
\end{align*}
$$

for any $\psi$ and $\eta \in W_{2}^{n+1}\left(R^{d}\right)$, and

$$
\begin{aligned}
& \left(D^{\alpha} \psi, a_{t}^{i \alpha} \eta\right)_{n}=\left(a_{t}^{i \alpha} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi, D^{\alpha_{1}} \cdots D^{\alpha_{n}} \eta\right)_{0} \\
& +\sum_{j=1}^{n} \sum_{\substack{\alpha_{1}, \ldots, \alpha_{n} \\
\left|\alpha_{1}\right| \\
\left|=\cdots=\left|\alpha_{j}\right|=1\right.}}\left(c^{\alpha_{i} \alpha_{1} \alpha_{2} \cdots \alpha_{i} i_{j} \alpha} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,\right. \\
& \left.\times D^{\alpha_{1}} \cdots \hat{D}^{\alpha_{i_{1}}} \cdots \hat{D}^{\alpha_{i}} \ldots D^{\alpha_{n} \eta}\right)_{0}
\end{aligned}
$$

for any $\psi \in W_{2}^{n+1}\left(R^{d}\right)$ and $\eta \in W_{2}^{n}\left(R^{d}\right)$, where the functions $b^{\alpha_{i} \alpha_{1} \alpha_{2} \cdots \alpha_{j} \alpha \beta}$ and $c^{\alpha_{1} \alpha_{i} \cdots \alpha_{i} j_{j}}$ have derivatives in $x$ up to order $k$ inclusive uniformly bounded with respect to $t, x, \omega, \alpha, \beta$ and $\alpha_{i}, a_{t}^{i \alpha}$ are the $i$-th components of the vectors $a_{t}^{\alpha}$, and $(\cdot, \cdot)_{0}$ denotes the inner product of $L^{2}\left(R^{d}\right)$.

Now we are in position to prove Theorem 1.
Proof of Theorem 1. Put $H=W_{2}^{n+k}\left(R^{d}\right)$ and $V=W_{2}^{n+k+1}\left(R^{d}\right)$. In order to appeal to the Krylov-Rozovskii's result, we will introduce operators $\boldsymbol{A}_{t}$ and $\boldsymbol{B}_{t}$. Let us define as follows:

$$
\begin{aligned}
& \left\langle A_{t}^{\prime} \psi, \eta\right\rangle=\left(a_{t}^{\alpha_{\beta} \beta} D^{\beta} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,(-1)^{|\alpha|} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \eta\right)_{k} \\
& +\sum_{j=1}^{n} \sum_{\substack{\alpha_{1} \\
\left|\alpha_{1} 1\\
\right|=\cdots, \ldots, \alpha_{n}\left| \\
\alpha_{i}\right|=1}}\left(b^{\alpha_{i} \alpha_{1} \alpha_{2} \cdots \alpha_{i j} \alpha_{j} \beta} D^{\beta} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,(-1)^{|\alpha|}\right. \\
& \left.\times D^{\alpha} D^{\alpha_{1}} \cdots \hat{D}^{\alpha_{i_{1}}} \cdots \hat{D}^{\alpha_{i_{j}}} \cdots D^{\alpha_{n}} \eta\right)_{k}, \\
& \left\langle A_{t} \psi, \eta\right\rangle=\left\langle A_{t}^{\prime} \psi, \eta\right\rangle+\left(\Lambda^{-1} f_{t}, \eta\right)_{n+k+1}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\boldsymbol{B}_{t}^{i} \psi, \eta\right)_{H}= & \left(a_{t}^{i \alpha} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi, D^{\alpha_{1}} \cdots D^{\alpha_{n}} \eta\right)_{k} \\
& +\sum_{j=1}^{n} \sum_{\substack{\alpha_{1}, \ldots, \alpha_{n} \\
\left|\alpha_{i_{1}}=\cdots=\left|\alpha_{i_{j}}\right|=1\right.}}\left(c^{\alpha_{i_{1} \alpha_{2} \cdots \alpha_{2}} \cdots \alpha_{j} \alpha} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right. \\
& \left.\times D^{\alpha_{1}} \cdots \hat{D}^{\alpha_{i_{1}}} \cdots \hat{D}^{\alpha_{i j}} \cdots D^{\alpha_{n}} \eta\right)_{k}
\end{aligned}
$$

for any $\psi$ and $\eta$ in $V$, where $a_{t}^{i \alpha}, b^{\alpha_{1} \alpha_{i} \cdots \alpha_{j} \alpha_{j} \beta}$ and $c^{\alpha_{i_{1} \alpha \alpha_{2} \cdots \alpha_{j} i \alpha}}$ are the functions which appeared in Lemma.

[^2]Taking into consideration that the inequality

$$
\left|\left\langle A_{t} \psi, \eta\right\rangle\right| \leqq\left(\text { const. }\|\psi\|_{V}+\left\|f_{t}\right\|_{n+k-1}\right)\|\eta\|_{V}
$$

holds, and that $n+k-1 \geqq 0$, we see that $A(\psi, t, \omega)=A_{t} \psi$ is a mapping defined on $V$ with values in $V^{*}$ for each $(t, \omega)$. On the other hand, we have

$$
\left|\left(\boldsymbol{B}_{t}^{i} \psi, \eta\right)_{H}\right| \leqq \text { const. }\|\psi\|_{V}\|\eta\|_{H},
$$

hence $\boldsymbol{B}^{i}(\psi, t, \omega)=\boldsymbol{B}_{t}^{i} \psi$ is a mapping from $V$ into $H$ for each $(t, \omega)$.
Now, let us consider the following stochastic equation

$$
\begin{equation*}
\left(\psi_{t}, \eta\right)_{H}=(\gamma, \eta)_{H}+\int_{s}^{t}\left\langle A_{\tau} \psi_{\tau}, \eta\right\rangle d \tau+\int_{s}^{t}\left(\boldsymbol{B}_{\tau} \psi_{\tau}, \eta\right)_{H} d B_{\tau} \tag{2.4}
\end{equation*}
$$

Equation (2.4) is equivalent to the next equation

$$
\begin{aligned}
\left(\psi_{t}, \eta\right)_{n+k}= & (\gamma, \eta)_{n+k}+\int_{s}^{t}\left\langle\boldsymbol{A}_{\tau}^{\prime} \psi_{\tau}, \eta\right\rangle d \tau+\int_{s}^{t}\left(\boldsymbol{B}_{\tau} \psi_{\tau}, \eta\right)_{n+k} d B_{\tau} \\
& +\int_{s}^{t}\left(f_{\tau}, \eta\right)_{n+k} d \tau
\end{aligned}
$$

because

$$
\int_{s}^{t}\left(\Lambda^{-1} f_{\tau}, \eta\right)_{n+k+1} d \tau=\int_{s}^{t}\left(f_{\tau}, \eta\right)_{n+k} d \tau, \quad t \in[s, T] \quad \text { and } \eta \in V,
$$

with probability 1 under the condition $f . \in \hat{H}_{2}^{n+k}(s, T)$. In order to show that Equation (2.4) has a unique solution in $L^{2}([s, T] \times \Omega, V) \cap L^{2}(\Omega$, $C([s, T] ; H)$ ), we will make use of the above-mentioned Krylov-Rozovskii's result.

In our case, the condition (A, I) is obvious. To check (A, II)-(A, IV), we will calculate the quantities $\left\langle A_{t}^{\prime} \psi, \psi\right\rangle$ and $\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}_{t}^{i} \psi^{2}\right\|_{H}^{2}$.

$$
\begin{align*}
& \left\langle A_{t}^{\prime} \psi, \psi\right\rangle \leqq\left(\alpha_{t}^{\alpha \beta} D^{\beta} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,(-1)^{|\alpha|} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right)_{k}+c_{1}\|\psi\|_{V}\|\psi\|_{H} \\
& \leqq-\sum_{|\alpha|=|\beta|=1}\left(a_{t}^{\alpha \beta} D^{r_{1}} \cdots D^{r_{k}} D^{\beta} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,\right. \\
& \left.\times D^{\gamma_{1}} \cdots D^{\gamma_{k}} D^{\alpha} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right)_{0} \\
& +c_{2}\|\psi\|_{r}\|\psi\|_{H}  \tag{2.5}\\
& \leqq-\sum_{|\alpha|=|\beta|=1}\left(a_{t}^{\alpha \beta} D^{\beta} D^{\gamma_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,\right. \\
& \left.\times D^{\alpha} D^{\gamma_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right)_{0} \\
& +c_{2} \varepsilon\|\psi\|_{V}^{2}+c_{2} \frac{1}{\varepsilon}\|\psi\|_{H}^{2},
\end{align*}
$$

where $\varepsilon$ is an arbitrary positive number.
On the other hand, we have

$$
\begin{align*}
\left|\left(\boldsymbol{B}_{i}^{i} \psi, \eta\right)_{H}\right| \leqq & \left|\left(a_{t}^{i \alpha} D^{\alpha} D^{\gamma_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi, D^{r_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \eta\right)_{0}\right| \\
& +\sum_{j=1}^{n} \sum_{\left|\alpha_{i_{1}}\right|=\cdots, \alpha_{n}\left|\alpha_{i} j\right|=1} \mid\left(c^{\alpha_{i} \alpha_{i_{2}} \cdots \alpha_{i j} j_{j} \alpha} D^{\alpha} D^{r_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right.  \tag{2.6}\\
& \times c_{3}\|\psi\|_{H}\|\eta\|_{H} .
\end{align*}
$$

Noting the $n+k+1$ times differentiability of the coefficients $a_{t}^{i \alpha}$, we see that the right hand side of (2.6) is not greater than

$$
\begin{aligned}
& \sum_{|\alpha|=1} \mid\left(a_{t}^{i \alpha} D^{\alpha} D^{r_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi, D^{r_{1}} \cdots D^{r_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \eta_{0} \mid\right. \\
& +\sum_{j=1}^{n} \sum_{\substack{\alpha_{1}, \ldots, \alpha_{n}|=1\\
| \alpha \tau_{1}| \\
X=\cdots| \alpha_{i j} \mid=1}} \mid\left(D^{\gamma_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi,\right. \\
& \left.\times c^{\alpha_{1} \alpha_{i} \cdots \alpha_{2} \cdots \alpha_{j}{ }_{j} \alpha} D^{\alpha} D^{\gamma_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots \hat{D}^{\alpha_{i_{1}}} \cdots \hat{D}^{\alpha_{i j}} \cdots D^{\alpha_{n}} \eta\right)_{0} \mid \\
& +c_{4}\|\psi\|_{H}\|\eta\|_{H} \\
& \leqq \sum_{|\alpha|=1}\left\|a_{t}^{i \alpha} D^{\alpha} D^{r_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right\|_{0}\|\eta\|_{H}+c_{5}\|\psi\|_{H}\|\eta\|_{H} .
\end{aligned}
$$

Here, $\|\cdot\|_{0}$ denotes the norm of the space $L^{2}\left(R^{d}\right)$. Making use of Cauchy-Schwartz-Bunjakovskii's inequality

$$
(a+b)^{2} \leqq(1+\varepsilon) a^{2}+\left(1+\frac{1}{\varepsilon}\right) b^{2}, \quad \varepsilon>0
$$

we have

$$
\begin{aligned}
\left\|\boldsymbol{B}_{t}^{i} \psi\right\|_{H}^{2} \leqq & (1+\varepsilon)\left\|a_{t}^{i \alpha} D^{\alpha} D^{\tau_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right\|_{0}^{2} \\
& +c_{5}\left(1+\frac{1}{\varepsilon}\right)\|\psi\|_{H}^{2} \\
\leqq & \sum_{|\alpha|=1}\left\|a_{t}^{i \alpha} D^{\alpha} D^{\tau_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right\|_{0}^{2} \\
& +c_{6} \varepsilon\|\psi\|_{V}^{2}+c_{7}(\varepsilon)\|\psi\|_{H}^{2},
\end{aligned}
$$

and hence

$$
\begin{align*}
\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}_{t}^{i} \psi\right\|_{B}^{2} \leqq & \sum_{|\alpha|=1}\left\|\left|a_{t}^{\alpha} D^{\alpha} D^{r_{1}} \cdots D^{\gamma_{k}} D^{\alpha_{1}} \cdots D^{\alpha_{n}} \psi\right|\right\|_{0}^{2}  \tag{2.7}\\
& +c_{8} \varepsilon\|\psi\|_{V}^{2}+c_{9}(\varepsilon)\|\psi\|_{H}^{2} .
\end{align*}
$$

Let $\varepsilon$ in (2.5) and (2.7) be sufficiently small, then we get the next inequality from (2.5), (2.7) and the assumption B) in § 1:

$$
\begin{equation*}
2\left\langle\boldsymbol{A}_{t}^{\prime} \psi, \psi\right\rangle+\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}_{t}^{i} \psi\right\|_{H}^{2} \leqq-\delta^{\prime}\|\psi\|_{V}^{2}+\boldsymbol{c}^{\prime}\|\psi\|_{H}^{2} \tag{2.8}
\end{equation*}
$$

holds for any $\psi$ in $V$, where $\delta^{\prime}$ and $c^{\prime}$ are positive constants.
By (2.8), it is easily verified that the inequality

$$
\begin{align*}
& 2\left\langle\boldsymbol{A}_{t} \psi_{1}-\boldsymbol{A}_{t} \psi_{2}, \psi_{1}-\psi_{2}\right\rangle+\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}_{t}^{i} \psi_{1}-\boldsymbol{B}_{t}^{i} \psi_{2}\right\|_{H}^{2}  \tag{2.9}\\
& \quad \leqq \boldsymbol{c}^{\prime}\left\|\psi_{1}-\psi_{2}\right\|_{H}^{2}
\end{align*}
$$

holds for any $\psi_{1}$ and $\psi_{2}$ in $V$. That is, the condition (A, II) is verified.
Noting the inequality

$$
\begin{aligned}
\left|\left(\Lambda^{-1} f_{t}, \psi\right)_{n+k+1}\right| & \leqq\left\|\Lambda^{-1} f_{t}\right\|_{V}\|\psi\|_{V} \\
& \leqq\left\|f_{t}\right\|_{n+k-1}\|\psi\|_{V} \\
& \leqq\left\|f_{t}\right\|_{n+k}\|\psi\|_{V} \\
& \leqq \frac{\varepsilon}{2}\|\psi\|_{V}^{2}+\frac{1}{2 \varepsilon}\left\|f_{t}\right\|_{H}^{2}
\end{aligned}
$$

and choosing a sufficiently small $\varepsilon>0$, we obtain from (2.8)

$$
\begin{align*}
& 2\left\langle\boldsymbol{A}_{t} \psi, \psi\right\rangle+\sum_{i=1}^{d_{1}}\left\|\boldsymbol{B}_{t}^{i} \psi\right\|_{H}^{2}  \tag{2.10}\\
& \quad \leqq-\delta^{\prime \prime}\|\psi\|_{V}^{2}+c^{\prime \prime}\|\psi\|_{H}^{2}+c^{\prime \prime \prime}\left\|f_{t}\right\|_{H}^{2}
\end{align*}
$$

Put $f(t, \omega)=\left\|f_{t}\right\|_{H}^{2}$. Taking into consideration (2.10) and

$$
\left\|A_{t} \psi\right\|^{*} \leqq \text { const. }\|\psi\|_{V}+\left\|f_{t}\right\|_{n+k-1}
$$

we can verify the conditions (A.III) and (A.IV).
Hence the Krylov-Rozovskii's result can be applied to Equation (2.4), and we get that Equation (2.4) has a unique solution. Thus, we see that Equation (2.4) has a solution $\psi$. in the space $\hat{H}_{2}^{n+k+1}(s, T)$.

In order to complete the proof, it is sufficient to show that any solution of Equation (2.4) is a solution of Equation (1.1). Making use of (1.2) and Lemma, we can see that

$$
\left\langle A_{t} \psi, \Lambda^{-k} \eta\right\rangle=\left(D^{\beta} \psi,(-1)^{|\alpha|} a_{t}^{\alpha \beta} D^{\beta} \eta\right)_{n}+\left(f_{t}, \eta\right)_{n}, \quad \psi, \eta \in V,
$$

holds with almost all $(t, \omega)$, and that

$$
\left\langle\boldsymbol{B}_{t} \psi, \Lambda^{-k} \eta\right\rangle=\left(D^{\alpha} \psi, a_{t}^{\alpha} \eta\right)_{n}, \quad \psi, \eta \in V
$$

Hence, replacing $\eta$ by $\Lambda^{-k} \eta$ in Equation (2.4), we obtain that any solution of Equation (2.4) satisfies Equation (1.1). Thus, the proof is complete.

## § 3. Proof of Theorem 2

Proof of Theorem 2. Let $\psi$. be the solution of Equation (1.1) with $f_{t}=0$. That is, $\psi$. satisfies the equation

$$
\left(\psi_{t}, \eta\right)_{n}=(\gamma, \eta)_{n}+\int_{s}^{t}\left(D^{\beta} \psi_{\tau},(-1)^{|\alpha|} a_{\tau}^{\alpha \beta} D^{\alpha} \eta\right)_{n} d \tau+\int_{s}^{t}\left(D^{\alpha} \psi_{\tau}, a_{\tau}^{\alpha} \eta\right)_{n} d B_{\tau}
$$

Note that $\wedge \psi$. with initial data $\wedge \gamma$ satisfies Equation (0.4). Let $j(t)$ be smooth function such that $j(s)=0$ and $j(t)>0$ for $t>s$. Putting $u_{t}=$ $j(t) \psi_{t}$, we can see by Itô's formula

$$
\begin{aligned}
\left(u_{t}, \eta\right)_{n}= & \int_{s}^{t}\left(D^{\beta} u_{\tau},(-1)^{|\alpha|} a_{\tau}^{\alpha \beta} D^{\alpha} \eta\right)_{n} d \tau+\int_{s}^{t}\left(D^{\alpha} u_{\tau}, a_{\tau}^{\alpha} \eta\right)_{n} d B_{\tau} \\
& +\int_{s}^{t}\left(j^{\prime}(\tau) \psi_{\tau}, \eta\right)_{n} d \tau .
\end{aligned}
$$

Here, we know that $j^{\prime} \psi . \in \hat{H}_{2}^{n+1}(s, T)$ and $u_{s}=0$. Hence, by Theorem 1, we see that $u=j \psi_{.} \in \hat{H}_{2}^{n+2}(s, T)$. Repeating this argument, we get

$$
\int_{s}^{t} j(\tau) d \tau \cdot \psi . \in \hat{H}_{2}^{n+3}(s, T)
$$

Finally, we obtain

$$
\int_{s}^{t} \int_{s}^{\tau_{n}} \cdots \int_{s}^{\tau_{2}} j\left(\tau_{1}\right) d \tau_{1} \cdots d \tau_{h} \cdot \psi . \in \hat{H}_{2}^{m+1}(s, T), \quad h=m-n-1 .
$$

Thus, we see that $\psi_{t} \in W_{2}^{m}\left(R^{d}\right)$ for each $(t, \omega) \in[s, T] \times \Omega$.
Finally, we will prove Corollary to Theorem 2.
Proof of Corollary to Theorem 2. Under the assumptions of Corollary, we see by Theorem 2 and Proposition 2 that Equation (0.4) has a unique solution $\psi_{.} \in \hat{H}_{2}^{l}(s, T)$ satisfying $\psi_{t}(x, \omega) \in W_{2}^{m-2}\left(R^{d}\right)$ for each $(t, \omega) \in(s, T] \times$ $\Omega$. Put $\phi(s, z, t, x ; \omega)=(I-\Delta)^{l} \psi_{t}=\Lambda^{l} \psi_{t}$. Then, $\phi(s, z, t, x ; \omega) \in W_{2}^{m-2 n}\left(R^{d}\right)$ for each ( $s, z, t, \omega$ ) as a function of $x$. Noting (1.2), we have

$$
\Phi_{t}[\eta]=\left(\psi_{t}, \eta\right)_{t}=\left(\Lambda^{-\ell} \phi, \eta\right)_{t}=(\phi, \eta)_{0}=\int_{r^{a}} \phi(s, z, t, x ; \omega) \eta(x) d x
$$

Thus, the proof is complete.
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[^0]:    ${ }^{*)} \gamma$ is a function in $W_{2}^{l}\left(R^{d}\right)$ such that $\eta(z)=(\gamma, \eta)_{l}$.
    **) $\|\cdot\|_{2}$ denotes the norm of the Sobolev space $W_{2}^{l}\left(R^{d}\right)$.

[^1]:    *) By a solution of the Cauchy problem (0.1) with (0.2), we mean a real valued function $\Phi_{t}[\eta]$ defined on $[s, T] \times \Omega \times C\left(R^{d}\right)$ such that (i) for each $(t, \omega) \in[s, T] \times \Omega, \Phi_{t}[\eta]$ is a linear fnnctional on $C\left(R^{d}\right)$, the space of all bounded continuous functions on $R^{d}$, satisfying $\left|\Phi_{t}[\eta]\right| \leqq \tilde{\rho}_{t}^{-1} \sup _{x \in R^{d}}|\eta(x)|$ for $(t, x, \eta) \in[s, T] \times \Omega \times C\left(R^{d}\right)$, where $\tilde{\rho}_{t}$ is a version of $\rho_{t}$ continuous for all $\omega \in \Omega$, (ii) for each $\eta, \Phi_{t}[\eta]$ is $(t, \omega)$-measurable, (iii) for each $(t, \eta), \Phi_{t}[\eta]$ is $F_{t}$-measurable, (iv) for each ( $\omega, \eta$ ), $\Phi_{t}[\eta]$ is $t$-continuous and (v) $\Phi_{t}[\eta]$ satisfies (0.1) and (0.2).
    ${ }^{* *)}(\cdot, \cdot)$ denotes the inner product of the Hilbert space $H$.

[^2]:    *) The set $\left\{i_{1}, i_{2}, \cdots, i_{j}\right\}$ is contained in the set $\{1,2,3, \cdots, n\}$.

