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## 1. Introduction

In a clinical trial in which comparison of survival across treatment groups is of interest, it is useful to have a descriptive measure of the difference in survival between groups. If the hazard functions in two groups are roughly proportional, then the ratio of hazard functions has the interpretation of relative risk and has intuitive appeal as a descriptive statistic.

In this paper we investigate the large sample properties of several estimators of relative risk. The experimental setting envisioned is the clinical trial or other similar situations in which survival is being measured, and in which there are possibly different potential follow-up times for each patient.

The notation and model are given in Section 2. Section 3 presents the maximum likelihood estimator based on an exponential model, and the maximum partial likelihood estimator of $\operatorname{Cox}(1972 ; 1975)$. Various other approaches are indicated in Section 4, and one, the Mantel-Haenszel (1959) estimator, is investigated in
detail. Some numerical comparisons are made in Section 5.

## 2. Notation

For the $i^{\text {th }}$ sample, $i=0,1$, we assume that the true survival times are observations on a non-negative random variable $X_{i}^{0}$, with absolutely continuous cumulative distribution function $F_{i}$. The hazard functions in each sample are defined to be $\lambda_{i}(t)=\frac{d F_{i}(t)}{1-F_{i}(t)}$; we assume that $\lambda_{1}(t)=\theta \lambda_{0}(t) \quad$ (which implies that $1-F_{1}=\left(1-F_{0}\right)^{\theta}$ ). Our objective is to investigate several estimators of $\theta$, the relative risk.

In general, the possible follow-up time is limited by a fixed end point to the study, while patients enter a trial at possibly different times. The potential follow-up may thus vary from patient to patient, and may be modeled as nonnegative random variables $\mathrm{T}_{\mathrm{i}}$ (possibly depending on the sample) with cumulative distribution functions $C_{i}$. The $T_{i}$ are assumed to be independent of the $X_{i}^{0}$ and what is observed is a survival time $X_{i}=\min \left\{X_{i}^{0}, T_{i}\right\}$, as well as whether the observation is uncensored ( $X_{i}=X_{i}^{0}$ ) or censored ( $X_{i}=T_{i}$ ). (This random censorship model is, in fact, more restrictive than necessary, and is used here primarily for ease of exposition.)

The distribution function of the survival times $X_{i}$ is given by $H_{i}=1-$ $\left(1-C_{i}\right)\left(1-F_{i}\right)$, and the subdistribution function of the observed deaths from each sample will be denoted by $G_{i}$, where $d G_{i}(t)=\left(1-H_{i}(t)\right) \lambda_{i}(t) d t$. The number of patients in each sample will be denoted by $n_{i}$, with $n=n_{0}+n_{1}$ and $\alpha_{i}=\lim _{n \rightarrow \infty} \frac{n_{i}}{n}$. Subscript $n$ will be used to denote empirical versions of cumulative distribution functions, and we will also define $G_{n}=\frac{n_{0}}{n} G_{0 n}+\frac{n_{1}}{n} G_{1 n}, H_{n}=\frac{n_{0}}{n} H_{0 n}+\frac{n_{1}}{n} H_{1 n}$, $G=\alpha_{0} G_{0}+\alpha_{1} G_{1}$, and $H=\alpha_{0} H_{0}+\alpha_{1} H_{1}$.

For the combined sample of $n$ patients let the ordered survival times, without regard to censoring, be denoted by

$$
\underset{\sim}{X}=\left(X_{1}, \ldots, X_{n}\right)
$$

Define a corresponding vector of sample indicators

$$
\underset{\sim}{z}=\left(Z_{1}, \ldots, Z_{n}\right)
$$

where

$$
\begin{array}{ll}
Z_{j}=0 & x_{j} \text { from sample } 0 \\
Z_{j}=1 & X_{j} \text { from sample } 1
\end{array}
$$

and a vector of censoring indicators

$$
\underset{\sim}{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)
$$

where

$$
\begin{array}{ll}
\delta_{j}=0 & X_{j} \text { censored } \\
\delta_{j}=1 & X_{j} \text { uncensored }
\end{array}
$$

Further, define the number at risk in the respective samples at $X_{j}$ by

$$
\begin{aligned}
& n_{0 j}=\sum_{k=j}^{n} z_{k} \\
& n_{1 j}=\sum_{k=j}^{n}\left(1-z_{k}\right)
\end{aligned}
$$

and
3. Likelihood Approaches

### 3.1 Maximum Likelihood

With an exponential model, we have

$$
F_{0}(t)=1-e^{-\lambda_{0} t} \text { and } F_{1}(t)=1-e^{-\lambda_{1} t}
$$

The likelihood is in this case well known (Bartholomew (1957)) to be maximized by the ratio of occurrences to exposure time:

$$
\begin{equation*}
\hat{\lambda}_{0}=\sum_{j=1}^{n} \delta_{j}\left(1-z_{j}\right) / \sum_{j=1}^{n} x_{j}\left(1-Z_{j}\right)=\int_{0}^{\infty} d G_{0 n}(t) / \int_{0}^{\infty} t d H_{0 n}(t) \tag{1}
\end{equation*}
$$

and

$$
\hat{\lambda}_{1}=\sum_{j=1}^{n} \delta_{j} Z_{j} / \sum_{j=1}^{n} x_{j} Z_{j}=\int_{0}^{\infty} d G_{1 n}(t) / \int_{0}^{\infty} t d H_{1 n}(t)
$$

Thus, the maximum likelihood estimator of $\theta$ is $\hat{\lambda}_{1} / \hat{\lambda}_{0}$. From (1) it can be seen that, in general,

$$
\begin{aligned}
& \hat{\lambda}_{i} \xrightarrow{P} \int_{0}^{\infty} d G_{i}(t) / \int_{0}^{\infty} \operatorname{tdH}_{i}(t) \\
& =\int_{0}^{\infty} \lambda_{i}(t)\left(1-H_{i}(t)\right) d t / \int_{0}^{\infty}\left(1-H_{i}(t)\right) d t,
\end{aligned}
$$

so that $\hat{\lambda}_{1} / \hat{\lambda}_{0} \xrightarrow{P} \theta$ under the exponential model, but not necessarily otherwise. Asymptotic normality of $\hat{\lambda}_{1} / \hat{\lambda}_{0}$ can be shown in general using the representation (1) and follows from likelihood theory under the exponential model (see Gardiner (1982) for details.) In the latter case, the large sample variance of $\sqrt{n}\left(\hat{\lambda}_{1} / \hat{\lambda}_{0}-\theta\right)$ is
(2)

$$
\frac{\theta^{2}}{\alpha_{0} \alpha_{1}}\left[\int_{0}^{\infty} \frac{\left[\alpha_{0}\left(1-H_{0}(t)\right)+\alpha_{1}\left(1-H_{1}(t)\right) \theta\right] \lambda_{0}(t) d t}{\int_{0}^{\infty}\left(1-H_{0}(t)\right) \lambda_{0}(t) d t \cdot \int_{0}^{\infty}\left(1-H_{1}(t)\right) \theta \lambda_{0}(t) d t}\right]
$$

### 3.2 Maximum Partial Likelihood

Cox (1972) presented a statistical procedure for inference from censored survival data which depended on the model of proportional hazards, and used a likelihood which did not depend on the form of $\lambda_{0}(t)$. This is not a likelihood in the standard sense but was later shown by Cox (1975) to be a partial likelihood.

In the two sample case, and using $\ln \theta=\beta$, the Cox partial likelihood is

$$
L(\beta)=\prod_{j=1}^{n}\left[\exp \left(\beta Z_{j}\right) /\left(n_{0 j}+n_{1 j} \exp (\beta)\right)\right]^{\delta}
$$

and $\ln (\mathrm{L}(\beta))=$

$$
\begin{equation*}
\ell(\beta)=\sum_{j=1}^{n} \delta_{j}\left[\beta Z_{j}-\ln \left(n_{0 j}+n_{1 j} \exp (\beta)\right)\right], \tag{3}
\end{equation*}
$$

The proposed estimator of $\theta$ is then $e^{\hat{\beta}}$, where $\hat{\beta}$ is the solution to

$$
0=\ell^{\prime}(\beta)=\sum_{j=1}^{n} \delta_{j}\left[z_{j}-\frac{n_{1 j} \exp (\beta)}{n_{0 j}+n_{1 j} \exp (\beta)}\right]
$$

(4)

$$
=n_{1} \int_{0}^{\infty} d G_{1 n}(t)-n \int_{0}^{\infty} \frac{n_{1}\left(1-H_{1 n}\left(t^{-}\right)\right) \exp (\beta) d G_{n}(t)}{n_{0}\left(1-H_{0 n}\left(t^{-}\right)\right)+n_{1}\left(1-H_{1 n}\left(t^{-}\right)\right) \exp (\beta)}
$$

McRae and Thomas (1972) show there is a solution to (4) corresponding to a maximum of (3) with arbitrarily high probability as $n \rightarrow \infty$.

The estimated variance is $-\left[e^{\hat{\beta}}\right]^{2} / \ell^{\prime \prime}(\hat{\beta})$, where

$$
\ell^{\prime \prime}(\beta)=-\sum_{j=1}^{n} \frac{\delta_{j} n_{0 j} n_{1 j} \exp (\beta)}{\left[n_{0 j}+n_{1 j} \exp (\beta)\right]^{2}}
$$

$$
\begin{equation*}
=-\frac{n_{1} n_{2}}{n} \int_{0}^{\infty} \frac{\left(1-H_{0 n}\left(t^{-}\right)\right)\left(1-H_{1 n}\left(t^{-}\right)\right) \exp (\beta) d G_{n}(t)}{\left[\frac{n_{0}}{n}\left(1-H_{0 n}\left(t^{-}\right)\right)+\frac{n_{1}}{n}\left[1-H_{1 n}\left(t^{-}\right)\right) \exp (\beta)\right]^{2}} \tag{5}
\end{equation*}
$$

Thus, $\sqrt{\mathrm{n}}\left(\mathrm{e}^{\hat{\beta}}-\theta\right)$ is taken to be asymptotically normal, with mean 0 and variance
(6)

$$
\frac{\theta}{\alpha_{0} \alpha_{1}}\left[\int_{0}^{\infty} \frac{\left[1-\mathrm{H}_{0}(t)\right]\left[1-\mathrm{H}_{1}(t)\right] \theta \lambda_{0}(t) d t}{\alpha_{0}\left(1-\mathrm{H}_{0}(t)\right)+\alpha_{1}\left(1-\mathrm{H}_{1}(t)\right) \theta}\right]^{-1},
$$

the denominator arising from the limit in probability of $-\frac{\ell^{\prime \prime}(\hat{\beta})}{n}$.
The $\log -1 i k e l i h o o d ~ \ell(\beta)$ is composed of random variables which are neither independent nor identically distributed, so standard likelihood theory fails to justify the large sample moments and distribution given above. However, an approach is possible following the outline of the proofs for standard likelihoods, as suggested in Cox (1975). There are several articles covering the large sample theory for random covariates (Tsiatis, 1981, Andersen and Gill, 1981, for example), but none which explicitly cover the two-sample case arguing directly from the partial likelihood using classical methods. We sketch such a proof below.

Expanding $\ell^{\prime}(\beta)$ around the true value $\beta_{0}$, we have

$$
\ell^{\prime}(\beta)=0=\ell^{\prime}\left(\beta_{0}\right)+\left(\hat{\beta}-\beta_{0}\right) \ell^{\prime \prime}\left(\beta^{*}\right),
$$

where $\beta^{*}$ is in $\left(\beta_{0}, \hat{\beta}\right)$. Thus

$$
\sqrt{n}\left(\hat{\beta}-\beta_{0}\right)=\frac{-n^{-\frac{1}{2}} \ell^{\prime}\left(\beta_{0}\right)}{\ell^{\prime}\left(\beta^{*}\right) / n}
$$

The result follows if $\mathrm{n}^{-\frac{1}{2}} \ell^{\prime}\left(\beta_{0}\right)$ is asymptotically normal with mean 0 and variance estimated by $-\frac{1}{n} \ell^{\prime \prime}\left(\beta_{0}\right)$, if $\hat{\beta} \xrightarrow{P} \beta_{0}$, and if $\frac{1}{n}\left(\ell^{\prime \prime}\left(\beta^{*}\right)-\ell^{\prime}\left(\beta_{0}\right)\right) \xrightarrow{P} 0$.

From (4) we can see that $\ell^{\prime}\left(\beta_{0}\right)$ is just the logrank test, with the addition of the constant $\exp \left(\beta_{0}\right)$ multiplying $n_{2 j}$, and thus trivial extensions of existing proofs show that

$$
\frac{\mathrm{n}^{-\frac{1}{2}} \ell^{\prime}\left(\beta_{0}\right)}{\left[\ell^{\prime}\left(\beta_{0}\right) / n\right]^{\frac{1}{2}}} \xrightarrow{D} N(0,1)
$$

under proportional hazards and random censorship (Crowley and Thomas, 1975) or more general censoring (Aalen, 1978). Further, it is clear from (5) that $\frac{1}{n}\left[\ell{ }^{\prime}\left(\beta^{*}\right)-\ell^{\prime \prime}\left(\beta_{0}\right)\right]$ will converge in probability to 0 if $\hat{\beta} \xrightarrow{P} \beta_{0}$.

To show the consistency of $\hat{\beta}$, note that $\ell^{\prime \prime}(\beta)<0$, so that $\ell^{\prime}(\beta)$ is decreasing, and that $\frac{\ell^{\prime}(\beta)}{n}$ can be seen from (4) to converge in probability to

$$
\begin{equation*}
\alpha_{1} \int_{0}^{\infty} d G_{1}(t)-\int \frac{\alpha_{1}\left(1-H_{1}(t)\right) \exp (\beta) d G(t)}{\alpha_{0}\left(1-H_{0}(t)\right)+\alpha_{1}\left(1-H_{1}(t)\right) \exp (\beta)} \tag{7}
\end{equation*}
$$

If the true parameter is $\beta_{0}$, and setting $\beta=\beta_{0}+\Delta$, (7) decomes
(8)

$$
\int_{0}^{\infty} \alpha_{1}\left(1-H_{1}(t)\right) \exp \left(\beta_{0}\right) \lambda_{0}(t) d t
$$

$$
-\int \frac{\alpha_{1}\left(1-H_{1}(t)\right) \exp \left(\beta_{0}+\Delta\right)\left(1-F_{0}(t)\right)^{\exp (\Delta)} \mathrm{dG}(t)}{\alpha_{0}\left(1-H_{0}(t)\right)+\alpha_{1}\left(1-H_{1}(t)\right) \exp \left(\beta_{0}+\Delta\right)}
$$

Writing $\mathrm{dG}(\mathrm{t})=\left[\alpha_{0}\left(1-\mathrm{H}_{0}(\mathrm{t})+\alpha_{1}\left(1-\mathrm{H}_{1}(\mathrm{t})\right) \exp \left(\beta_{0}\right)\right] \lambda_{0}(\mathrm{t}) \mathrm{dt}\right.$, (8) simplifies after a little algebra to

$$
\begin{equation*}
=\alpha_{0} \alpha_{1} \int_{0}^{\infty} \frac{\left(1-H_{0}(t)\right)\left(1-H_{1}(t)\right) \exp \left(\beta_{0}\right)(1-\exp (\Delta)) \lambda_{0}(t) d t}{\alpha_{0}\left(1-H_{0}(t)\right)+\alpha_{1}\left(1-H_{1}(t)\right) \exp \left(\beta_{0}+\Delta\right)} \tag{9}
\end{equation*}
$$

The expression (9) is 0 when $\Delta=0$, and negative (positive) when $\Delta$ is positive (negative); there is thus with high probability a single root of $\ell^{\prime}(\beta)=0$ in an arbitrary neighborhood of $\beta_{0}$, so that $\hat{\beta} \xrightarrow{P} \beta_{0}$.

This result can be generalized to vector-valued covariates, not necessarily i.i.d., with a finite number of possible outcomes. The approach requires establishing that

$$
\lim _{n \rightarrow \infty} P\left\{\left(\ell\left(\beta_{0}\right)-\sup _{\beta \varepsilon N_{\Delta}\left(\beta_{0}\right)} \ell(\beta)\right)>0\right\}=1
$$

for $N_{\Delta}\left(\beta_{0}\right)=\left\{\beta:\left|\beta-\beta_{0}\right|=\Delta\right\}$. This rests on careful consideration of the terms $U_{j}(\beta)$ of the log-partial likelihood, centered by their conditional expectations under $\beta=\beta_{0}$ given the information on the times of all previous censored and uncensored observations and the associated covariates, and on the fact that an uncensored observation occurs at $X_{j}$. Details are given in Liu and Crowley (1978).

## 4. Ad Hoc Methods

### 4.1 Standardized Mortality Ratio

Peto, et a1. (1977) provide an excellent review of the analysis of clinical trials and point out the need for simple, closed-form test statistics and estimators. They suggest that by analogy with the standardized mortality ratio, an estimator of relative risk is provided by the ratio of observed deaths in sample 1 to that expected under the null hypothesis. This is

$$
0 / E=\frac{\sum_{j=1}^{n} \delta_{j} z_{j}}{\sum_{j=1}^{n} \delta_{j} \frac{n_{j}}{n-j+1}}
$$

$n-j+1$ being the total number at risk at $X_{j}$ and $n_{1 j} / n-j+1$ thus the estimated number of deaths from sample 1. This can be rewritten as

$$
\frac{\int_{0}^{\infty} d G_{1 n}(t)}{\int_{0}^{\infty} \frac{1-H_{1 n}\left(t^{-}\right) d G_{n}(t)}{1-H_{n}\left(t^{-}\right)}}
$$

from which it can be seen that

$$
0 / E \xrightarrow[P]{\int_{0}^{\infty} \frac{\int_{0}^{\infty} \mathrm{dG}_{1}(t)}{\left(1-\mathrm{H}_{1}(t)\right) \mathrm{dG}(\mathrm{t})}} \text { (1-H(t))} .
$$

Under proportional hazards this is

$$
\begin{equation*}
\frac{\theta \int_{0}^{\infty}\left(1-\mathrm{H}_{1}(t)\right) \lambda_{0}(t) \mathrm{dt}}{\int_{0}^{\infty} \frac{\left(1-\mathrm{H}_{1}(t)\right)\left[\alpha_{0}\left(1-\mathrm{H}_{0}(t)\right)+\alpha_{1}\left(1-\mathrm{H}_{1}(t)\right) \theta\right] \lambda_{0}(t) \mathrm{dt}}{\alpha_{0}\left(1-\mathrm{H}_{0}(t)\right)+\alpha_{1}\left(1-\mathrm{H}_{1}(t)\right)}} \tag{10}
\end{equation*}
$$

The estimator $0 / E$ is thus biased towards 1. For example, with the exponential model and no censoring, (10) is equal to 1.24 when $\theta=1.5$, and 1.44 when $\theta=2$. However, Bernstein, Anderson, and Pike (1981) present some Monte Carlo results which indicate that $0 / E$ behaves fairly well for moderate sample sizes and moderate departures from the null hypothesis.

### 4.2 The Mantel-Haenszel Estimator

An analogy with the analysis of case-control studies could also be drawn, as was done for the logrank (or Mantel-Haensze1) test by Mante1 (1966). This would suggest that the Mantel-Haenszel (1959) estimator of the log odds ratio (relative risk for rare diseases) from sets of $2 \times 2$ tables be used as an estimator of relative risk for survival studies as well. This is given by

$$
\hat{\theta}_{R}=\frac{\sum_{j=1}^{n} \frac{\delta_{j} z_{j}\left(n_{0 j}-\left(1-z_{j}\right)\right)}{n-j+1}}{\sum_{j=1}^{n} \frac{\delta_{j}\left(1-z_{j}\right)\left(n_{1 j}-z_{j}\right)}{n-j+1}}
$$

$$
=\frac{\int_{0}^{\infty} \frac{\left(1-H_{0 n}(t)\right) d G_{1 n}(t)}{\left(1-H_{n}\left(t^{-}\right)\right)}}{\int_{0}^{\infty} \frac{\left(1-H_{1 n}(t)\right) d G_{0 n}(t)}{\left(1-H_{n}\left(t^{-}\right)\right)}}
$$

In establishing the large sample properties of $\hat{\theta}_{R}$ it is convenient to use the results on counting processes, outlined, for example, by Andersen, Borgan, Gill and Keiding (1981). Thus, $n_{i} d G_{i n}(t)$ are counting processes with compensators $\int_{0}^{t} \lambda_{i}(s) n_{i}\left(1-H_{i n}\left(s^{-}\right)\right) d s$, and

$$
M_{i}(t)=n_{i} G_{i n}(t)-\int_{0}^{t} \lambda_{i}(s) n_{i}\left(1-H_{i n}\left(s^{-}\right)\right) d s
$$

are orthogonal square-integrable martingales. Also, as $\sqrt{\mathrm{n}}\left(1-\mathrm{H}_{1 \mathrm{n}}{ }^{\left.\left(\mathrm{t}^{-}\right)\right) /}\right.$ $\mathrm{n}_{0}\left(1-\mathrm{H}_{\mathrm{n}}\left(\mathrm{t}^{-}\right)\right)$and $\sqrt{\mathrm{n}}\left(1-\mathrm{H}_{0 \mathrm{n}}\left(\mathrm{t}^{-}\right)\right) / \mathrm{n}_{1}\left(1-\mathrm{H}_{\mathrm{n}}\left(\mathrm{t}^{-}\right)\right)$are 1 eft-continuous and therefore predictable processes, and are bounded (interpreting $0 / 0$ as 0 ), we have that
and

$$
\begin{aligned}
& \sqrt{n} \int_{0}^{\infty} \frac{\left(1-H_{1 n}\left(t^{-}\right)\right)}{n_{0}\left(1-H_{n}\left(t^{-}\right)\right)} d M_{0}(t) \\
& \sqrt{n} \int_{0}^{\infty} \frac{\left(1-H_{0 n}\left(t^{-}\right)\right)}{n_{1}\left(1-H_{n}\left(t^{-}\right)\right)} d M_{1}(t)
\end{aligned}
$$

are orthogonal square-integrable martingales. Further, the conditions for asymptotic normality given by Andersen, Borgan, Gill and Keiding (1981) are satisfied, and we have that

$$
\sqrt{n}\left[\int_{0}^{\infty} \frac{\left(1-H_{1 n}\left(t^{-}\right)\right)}{\left(1-H_{n}\left(t^{-}\right)\right)} d G_{0 n}(t)-\int_{0}^{\infty} \frac{\left(1-H_{1 n}\left(t^{-}\right)\right)}{\left(1-H_{n}\left(t^{-}\right)\right)} \lambda_{0}(t)\left(1-H_{0 n}\left(t^{-}\right)\right) d t\right]
$$

and

$$
\sqrt{n}\left[\int_{0}^{\infty} \frac{\left(1-H_{0 n}\left(t^{-}\right)\right)}{\left(1-H_{n}\left(t^{-}\right)\right)} d G_{1 n}(t)-\int_{0}^{\infty} \frac{\left(1-H_{0 n}\left(t^{-}\right)\right)}{\left(1-H_{n}\left(t^{-}\right)\right)} \lambda_{1}(t)\left(1-H_{1 n}\left(t^{-}\right)\right) d t\right]
$$

are in the limit, mean 0 , independent normal random variables with variances

$$
\begin{aligned}
& \sigma_{0}^{2}=\frac{1}{\alpha_{0}} \int_{0}^{\infty} \frac{\left(1-\mathrm{H}_{0}(t)\right)\left(1-\mathrm{H}_{1}(t)\right)^{2}}{(1-H(t))^{2}} \lambda_{0}(t) d t \\
& \sigma_{1}^{2}=\frac{1}{\alpha_{1}} \int_{0}^{\infty} \frac{\left(1-H_{0}(t)\right)^{2}\left(1-H_{1}(t)\right)}{(1-H(t))^{2}} \lambda_{1}(t) d t
\end{aligned}
$$

Thus, we have a result of the form

$$
\sqrt{n}\left(A_{0 n}-B_{0 n}, A_{1 n}-B_{1 n}\right) \xrightarrow{D} N\left(0,\left(\begin{array}{cc}
\sigma_{0}^{2} & 0 \\
0 & \sigma_{1}^{2}
\end{array}\right)\right)
$$

and our estimator $\hat{\theta}_{R}$ can be seen to be $\frac{A_{1 n}}{A_{0 n}}$ (except for the presence of $t^{-}$instead of $t$ in the respective numerators, which will not matter in the limit because of the assumed continuity of $F_{i}(t)$ ). Asymptotic normality of $\hat{\theta}_{R}$ follows from repeated application of the $\delta$-method, expanding $A_{0 n}$ and $B_{0 n}$ around their common limit

$$
\mu_{0}=\int_{0}^{\infty} \frac{\left(1-H_{1}(t)\right)}{(1-H(t))} d G_{0}(t)
$$

and $A_{1 n}$ and $B_{1 n}$ around

$$
\mu_{1}=\int_{0}^{\infty} \frac{\left(1-H_{0}(t)\right)}{(1-H(t))} d G_{1}(t)
$$

This gives

$$
\sqrt{n}\left(\frac{A_{1 n}}{A_{0 n}}-\frac{B_{1 n}}{B_{0 n}}\right) \xrightarrow{D} N\left(0,\left(\frac{\mu_{1}}{\mu_{0}}\right)^{2} \cdot\left(\frac{\sigma_{0}^{2}}{\mu_{0}^{2}}+\frac{\sigma_{1}^{2}}{\mu_{1}^{2}}\right)\right)
$$

For proportional hazards, $\frac{\mathrm{B}_{1 n}}{\mathrm{~B}_{0 n}}=\frac{\mu_{1}}{\mu_{0}}=\theta$, and we have established that $\hat{\theta}_{R} \stackrel{P}{\rightarrow} \theta$, and that $\sqrt{\mathrm{n}}\left(\hat{\theta}_{\mathrm{R}}-\theta\right)$ is asymptotically normal, with variance which reduces to

$$
\frac{\theta^{2}}{\alpha_{0} \alpha_{1}}\left\{\begin{array}{l}
\int_{0}^{\infty} \frac{\left(1-H_{0}(t)\right)\left(1-H_{1}(t)\right)}{(1-H(t))^{2}}\left[\alpha_{0}\left(1-H_{0}(t)\right)+\alpha_{1}\left(1-H_{1}(t)\right) \theta\right] \lambda_{0}(t) d t  \tag{11}\\
\theta\left[\int_{0}^{\infty} \frac{\left(1-H_{0}(t)\right)\left(1-H_{1}(t)\right)}{1-H(t)} \lambda_{0}(t) d t\right]
\end{array}\right\}
$$

The estimator $\hat{\theta}_{R}$ has been generalized to statistics of the form

$$
\begin{equation*}
\frac{\int_{0}^{\infty} J\left(H_{0 n}(t), H_{1 n}(t)\right) \frac{\mathrm{dG}_{1 n}(t)}{1-\mathrm{H}_{1 n}\left(t^{-}\right)}}{\int_{0}^{\infty} J\left(\mathrm{H}_{0 n}(t), \mathrm{H}_{1 n}(t)\right) \frac{\mathrm{dG}_{0 n}(t)}{1-\mathrm{H}_{0 n}\left(t^{-}\right)}} \tag{12}
\end{equation*}
$$

which will also be consistent for $\theta$ under the proportional hazards model and will be asymptotically normal for a certain class of functions $J$. The choice of $J=\frac{\left(1-H_{0 n}\left(t^{-}\right)\left(1-H_{l n}\left(t^{-}\right)\right.\right.}{1-H_{n}\left(t^{-}\right)}$corresponds to $\hat{\theta}_{R}$. This is discussed from the point of view of the resulting test statistics by Andersen (1981), and from the point of view of estimation by Begun and Reid (1981). That some restrictions on $J$ are necessary can be seen from the choice of $J \equiv 1$, resulting in the ratio of cumulative hazards

$$
\frac{\int_{0}^{\infty} \frac{d G_{1 n}(t)}{1-H_{1 n}\left(t^{-}\right)}}{\int_{0}^{\infty} \frac{d G_{0 n}(t)}{1-H_{0 n}\left(t^{-}\right)}}=\frac{\sum_{j=1}^{n} \frac{\delta_{j} z_{j}}{n_{i j}}}{\sum_{j=1}^{n} \frac{\delta_{j}\left(1-z_{j}\right)}{n_{0 j}}}=\frac{\hat{\Lambda}_{1}(\infty)}{\hat{\Lambda}_{1}(\infty)}
$$

where $\hat{\Lambda}_{i}(t)$ is sometimes referred to as Nelson's estimator (Ne1son, 1969) of the cumulative or integrated hazard $\int_{0}^{t} \lambda_{i}(s) d s$. The ratio may well provide a useful estimate as a function of time, for

$$
\frac{\hat{\Lambda}_{1}(t)}{\hat{\Lambda}_{0}(t)}=\frac{\hat{\Lambda}_{1}(t) / t}{\hat{\Lambda}_{0}(t) / t}
$$

has the interpretation of the ratio of time-averaged hazards, but choice of $t$ will be important in its use as an estimator, as the asymptotic variance of $\hat{\Lambda}(t)$ can increase without bound (cf Breslow and Crowley, 1974). A similar point was made by Kalbfleisch and Prentice (1981), who study estimates of the average hazard ration, defined to by

$$
\int_{0}^{t} \lambda_{1}(s) / \lambda_{0}(s) d W(s)
$$

for suitably chosen weight functions W .

## 5. Some Numerical Comparisons

As a large sample measure of efficiency we can compare asymptotic variances for those estimators which are consistent. With the exponential model this includes the maximum likelihood estimator $\hat{\lambda}_{1} / \hat{\lambda}_{0}$, the maximum partial likelihood estimator $e^{\hat{\beta}}$, and the Mantel-Haenszel estimator $\hat{\theta}_{R}$. Since it is maximum likelihood, we have that A.Var. $\sqrt{n}\left(\hat{\lambda}_{1} / \hat{\lambda}_{0}-\theta\right) \leq$ A.Var. $\sqrt{n}\left(e^{\hat{\beta}}-\theta\right)$, where A.Var. stands for asymptotic variance. For the general proportional hazards model we can see from (6) and (11) and the Cauchy-Schwarz inequality that A.Var.
$\sqrt{n}\left(e^{\hat{\beta}}-\theta\right) \leq$ A.Var. $\sqrt{n}\left(\hat{\theta}_{R}-\theta\right)$, with equality with $\theta=1$. With equal exponential survival distributions and equal censoring, comparison of (2) with (6) and (11) reveals that all three estimators have the same asymptotic variance.

Table 1 gives large sample variances for the three estimators under an exponential model with $\lambda_{0}=1$, covering the cases $\theta=1,1.5$, and 2.0 for four different censoring patterns. Conditions 1 and 2 correspond to a cohort entering the study at time 0 , with staggered entry of other subjects from 0 to 1 and analysis at time 1 ; case 1 having an equal size cohort in each sample and case 2, unequal. The third censoring condition is equal, type $I$ censoring at time 1 , and the fourth is no censoring. Also given in Table 1 are comparisons of $e^{\hat{\beta}}$ and $\hat{\theta}_{\mathrm{R}}$ for Weibull distributions under the same censoring conditions. The most remarkable feature of the table is the high relative efficiency of the simple, closed-form Mantel-Haenszel estimator. This small loss can be regained entirely in a two-step procedure suggested by Begun and Reid (1981), using the statistic (12). They show that the optimal J depends on $\theta$, but that use of this J with $\theta$ replaced by $\hat{\theta}_{R}$ (or any consistent estimator) provides full efficiency relative to the maximum partial likelihood estimator.

Further numerical comparisons covering the case of grouped survival times are given in Crowley (1975).

TABLE 1. Large Sample Variances
I. $\quad 1-F_{0}(t)=e^{-t} \quad 1-F_{1}(t)=e^{-\theta t}$

1) $C_{i}(t)=t / 1.25, t \varepsilon[0,1] ; 1, t>1$

| $\theta$ | $\hat{\lambda}_{1} / \hat{\lambda}_{0}$ | $e^{\hat{\beta}}$ | $\hat{\theta}_{R}$ |
| :--- | ---: | ---: | ---: |
| 1 | 9.51 | 9.51 | 9.51 |
| 1.5 | 19.01 | 19.08 | 19.08 |
| 2 | 31.77 | 32.20 | 32.25 |

2) $C_{0}(t)=t / 1.25 \quad C_{1}(t)=t / 1.5, t \in[0,1] ; 1, t>1$

| $\theta$ | $\hat{\lambda}_{1} / \hat{\lambda}_{0}$ | $e^{\hat{\beta}}$ | $\hat{\theta}_{R}$ |
| :--- | ---: | :---: | :---: |
| 1 | 9.14 | 9.16 | 9.16 |
| 1.5 | 18.45 | 18.46 | 18.46 |
| 2 | 31.02 | 31.21 | 31.24 |

3) $C_{0}(t)=C_{1}(t)=0, t \varepsilon[0,1] ; 1, t>1$

| $\theta$ | $\hat{\lambda}_{1} / \hat{\lambda}_{2}$ | $e^{\hat{\beta}}$ | $\hat{\theta}_{R}$ |
| :--- | ---: | ---: | ---: |
| 1 | 6.33 | 6.33 | 6.33 |
| 1.5 | 12.91 | 12.97 | 12.98 |
| 2 | 21.91 | 22.31 | 22.36 |

4) No censoring

| $\theta$ | $\hat{\lambda}_{1} / \hat{\lambda}_{2}$ | $e^{\hat{\beta}}$ | $\hat{\theta}_{R}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | 4 | 4 |
| 1.5 | 9 | 9.35 | 9.36 |
| 2 | 16 | 17.75 | 17.87 |

Table 1 (continued)
II. $1-F_{0}(t)=e^{-t^{2}} \quad 1-F_{1}(t)=e^{-\theta t^{2}}$

1) $\mathrm{C}_{\mathrm{i}}(\mathrm{t})=\mathrm{t} / 1.25, \mathrm{t} \varepsilon[0,1] ; 1, \mathrm{t}>1$

| $\theta$ | $e^{\hat{\beta}}$ | $\hat{\theta}_{R}$ |
| :---: | :---: | :---: |
| 1 | 12.16 | 12.16 |
| 1.5 | 24.37 | 24.37 |
| 2 | 41.07 | 41.14 |

2) $C_{0}(t)=t / 1.25, C_{1}(t)=t / 1.5, t \varepsilon[0,1] ; 1, t>1$

| $\theta$ | $\mathrm{e}^{\hat{\beta}}$ | $\hat{\theta}_{\mathrm{R}}$ |
| :---: | :---: | :---: |
| 1 | 11.38 | 11.38 |
| 1.5 | 22.99 | 22.99 |
| 2 | 38.90 | 38.92 |

Results for cases 3) and 4) are the same as for corresponding entries in Part $I$.
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