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Consider a linear normal experiment with a fixed regression subspace and a known covariance matrix $\Sigma$. A classical method for comparing such experiments involves the covariance matrix of the Gauss-Markov estimator of the regression coefficients, say $V(\Sigma)$. We introduce a group action on covariance matrices and show that a maximal invariant is $V(\Sigma)$. The concavity of $V(\Sigma)$ in the Loewner ordering shows that $V(\Sigma)$ is monotone in the natural group induced ordering on covariances. In addition, the group structure is used to provide an easy proof of a main theorem in the comparison of linear normal experiments. A related problem concerns the behavior of $V(\Sigma)$ as a function of the elements of $\Sigma$. Some results related to positive dependence ideas are presented via examples.

## 1. Introduction

In simple linear model problems, the covariance matrix of the GaussMarkov estimator of the vector of regression coefficients is often used to choose between competing linear models with the same regression coefficients. Given an $n \times k$ design matrix $X$ of rank $k$ with $1 \leq k<n$ and a known non-singular covariance matrix $\Sigma$, let $\mathcal{E}(X, \Sigma)$ denote the experiment with an observation vector $Y$ whose distribution is multivariate normal $N(X \beta, \Sigma)$ where $\beta$ is the $k$-vector of regression coefficients. The reason for the assumption that $k<n$ is explained at the end of Section 4.

Now, the covariance matrix of $\widehat{\beta}$, the Gauss Markov estimator of $\beta$, is

$$
\begin{equation*}
\operatorname{Cov}(\widehat{\beta})=\left(X^{\prime} \Sigma^{-1} X\right)^{-1} \tag{1.1}
\end{equation*}
$$

For two experiments with the same $\beta \in R^{k}$, say $\mathcal{E}\left(X_{i}, \Sigma_{i}\right), i=1,2$, it is well known that experiment $\mathcal{E}\left(X_{1}, \Sigma_{1}\right)$ is sufficient for $\mathcal{E}\left(X_{2}, \Sigma_{2}\right)$ iff

$$
\begin{equation*}
\left(X_{1}^{\prime} \Sigma_{1}^{-1} X_{1}\right)^{-1} \leq\left(X_{2}^{\prime} \Sigma_{2}^{-1} X_{2}\right)^{-1} \tag{1.2}
\end{equation*}
$$

[^0]where " $\leq$ " is the standard Loewner ordering on symmetric matrices ( $A \leq B$ means $B-A$ is non-negative definite). [Here, we are using sufficiency in the sense discussed in Blackwell $(1951,1953)$ - that is, an experiment $\mathcal{E}_{1}$ is sufficient for $\mathcal{E}_{2}$ if for every decision problem and prior distribution, the Bayes risk from $\mathcal{E}_{1}$ is not greater than that from $\mathcal{E}_{2}$.] A proof of this and related results can be found in Hansen and Torgersen (1974). A few other relevant references include Ehrenfeld (1955), Torgersen (1972), Goel and De Groot (1979), Stepniak, Wang and Wu (1984), Torgersen (1984), Shaked and Tong (1990), and Torgersen (1991).

In the simple case when $k=1$ and $X$ is the vector of ones in $\mathbb{R}^{n}$, say $X=e$, replace $\beta$ by $\theta$. Thus the data vector $Y$ is $N(\theta e, \Sigma)$ and

$$
\begin{equation*}
\operatorname{var}(\widehat{\theta})=\left(e^{\prime} \Sigma^{-1} e\right)^{-1} \tag{1.3}
\end{equation*}
$$

With the further assumption that $\Sigma$ is a correlation matrix, say $\Sigma=R,(1.3)$ becomes

$$
\begin{equation*}
\phi(R)=\operatorname{var}(\widehat{\theta})=\left(e^{\prime} R^{-1} e\right)^{-1} \tag{1.4}
\end{equation*}
$$

When $R$ is an intraclass correlation matrix with off diagonal elements equal to $\rho \in\left(-(n-1)^{-1}, 1\right)$ then $\phi(R)=n^{-1}[(n-1) \rho+1]$ which is increasing in $\rho$. For this case, then, experiments can be ordered by sufficiency in terms of $\rho$. In a recent paper, Shaked and Tong (1990) studied this and other problems by comparing experiments with i.i.d. observations to those with exchangeable variables. They showed that under certain conditions, positive dependence (corresponding to $\rho>0$ in the example above) tends to decrease information (increase $\phi(R)$ ). This raises the rather natural question of how $\phi(R)$ behaves as a function of $R$ when all the elements of $R$ are non-negative. For example, when is it true that $\phi(R) \geq \phi\left(I_{n}\right)$ so that an experiment with i.i.d. observations is preferred to one with correlation matrix $R$ ?

In Section 2 of this paper, we present a number of examples - all of which concern the behavior of $\phi(R)$ when the elements of $R$ are non-negative. For $n=3$, the examples show that for some $R$ 's with non-negative elements, perfect estimation of $\theta$ is possible - that is, $\hat{\theta}$ has variance zero. In other cases, $\phi(R)$ first increases and then decreases as certain elements of $R$ increase. However, when $R$ has some special structure, such as the circular correlation structure of Olkin and Press (1969) or the special correlation structure described in Tong (1990, p. 129), $\phi(R)$ increases as certain elements of $R$ increase. These examples show that our rather vague intuitive feeling that "positive correlation tends to decrease information content in an experiment" is very far from the truth, even for rather simple normal experiments with three observations. But, when $R$ has some special structure, our intuition may be correct.

For a general linear normal experiment $\mathcal{E}(X, \Sigma)$, the quantity

$$
\begin{equation*}
\psi(\Sigma)=\left(X^{\prime} \Sigma^{-1} X\right)^{-1} \tag{1.5}
\end{equation*}
$$

is used to order experiments in terms of sufficiency. For $X$ fixed, this induces a natural equivalence relationship on $\Sigma$ 's - namely, $\Sigma_{1}$ and $\Sigma_{2}$ are equivalent iff $\psi\left(\Sigma_{1}\right)=\psi\left(\Sigma_{2}\right)$. An alternative way to induce an equivalence relationship on $\Sigma$ 's is to consider $n \times n$ non-singular linear transformations $A$ which fix the regression space (the column space of $X$ ), and then define a group action on the set $\mathcal{S}_{n}^{+}$of all $n \times n$ positive definite $\Sigma$ 's. More precisely, suppose the observation vector $Y$ satisfies

$$
\begin{equation*}
\mathcal{L}(Y)=N(X \beta, \Sigma) \tag{1.6}
\end{equation*}
$$

where $\mathcal{L}(\bullet)$ denotes "the law of $\bullet$ ". Let $G(X)$ be the group of all $n \times n$ non-singular matrices which satisfy $A X=X$ ( $A$ fixes the regression subspace). In terms of sufficiency, $Y$ and $A Y$ are equivalent since they are 1-1 transformations of each other. Further,

$$
\begin{aligned}
\mathcal{L}(Y) & =N(X \beta, \Sigma) \\
\mathcal{L}(A Y) & =N\left(X \beta, A \Sigma A^{\prime}\right)
\end{aligned}
$$

Thus, the group action $\Sigma \rightarrow A \Sigma A^{\prime}, A \in G(X)$, also induces an equivalence relationship on $\mathcal{S}_{n}^{+}$which is clearly relevant for the comparison of experiments. A main result in Section 3 shows that the two equivalence relations are the same. This is accomplished by showing that $\psi(\Sigma)$ is, in fact, a maximal invariant under the action of $G(X)$ on $\mathcal{S}_{n}^{+}$. A basic lemma which is used to prove that $\psi(\Sigma)$ is a maximal invariant is also used to give a very easy proof that (1.2) implies that $\mathcal{E}\left(X_{1}, \Sigma_{1}\right)$ is sufficient for $\mathcal{E}\left(X_{2}, \Sigma_{2}\right)$.

Finally, the action of $G(X)$ on $\mathcal{S}_{n}^{+}$induces a natural partial ordering namely $\Sigma_{1}<\Sigma_{2}$ iff $\Sigma_{1}$ is in the convex hull of the $G(X)$ orbit of $\Sigma_{2}$. This type of ordering arises in a number of problems in probability and statistics - see Eaton and Perlman (1977) or Eaton (1987). However, unlike the case here, only compact groups have arisen naturally in the examples familiar to me. Because the function

$$
\Sigma \rightarrow \psi(\Sigma)
$$

is concave (in the Loewner ordering - see Ylvisaker (1964)), it follows immediately that $\psi$ is decreasing in this $G(X)$-induced ordering on $\mathcal{S}_{n}^{+}$. A main result in Section 4 relates the ordering induced by $G(X)$ to the ordering induced by $\psi$.

## 2. Examples with Non-Negative Correlations

Throughout this section, $R$ denotes an $n \times n$ correlation matrix with nonnegative elements. With $e$ denoting the vector of ones in $R^{n}$, the examples
below concern the behavior of

$$
\begin{equation*}
\phi(R)=\left(e^{\prime} R^{-1} e\right)^{-1} \tag{2.1}
\end{equation*}
$$

when $R$ is non-singular. Cases where $R$ is singular are also of interest and will be discussed separately. When $Y$ is $N_{n}(\theta e, R)$ and $R$ is non-singular, then $\phi(R)$ is the variance of the Gauss-Markov estimator of $\theta$. Marginally, each coordinate of $Y$ is $N(\theta, 1)$ so it is natural to ask for conditions on $R$ which imply that

$$
\begin{equation*}
\phi(R) \geq \phi\left(I_{n}\right) . \tag{2.2}
\end{equation*}
$$

In other words, when is the experiment $\mathcal{E}_{1}\left(e, I_{n}\right)$ consisting of i.i.d. observations sufficient for $\mathcal{E}_{2}(e, R)$ ? Clearly (2.2) holds for $n=2$, since $R$ has non-negative elements. However, the following example for $n=3$ exhibits, what is to some, a rather counter-intuitive result.

Example 2.1 For $n=3$ consider

$$
R=\left(\begin{array}{ccc}
1 & 0 & a \\
0 & 1 & a \\
a & a & 1
\end{array}\right), \quad 0 \leq a<2^{-1 / 2}
$$

Given that $a$ is non-negative, the condition on $a$ is necessary and sufficient that $R$ be positive definite. An easy calculation shows that

$$
\begin{equation*}
h(a)=\left(e^{\prime} R^{-1} e\right)^{-1} \tag{2.3}
\end{equation*}
$$

is given by

$$
\begin{equation*}
h(a)=\frac{1-2 a^{2}}{3-4 a}, \quad 0 \leq a<2^{-1 / 2} \tag{2.4}
\end{equation*}
$$

Differentiation shows that $h$ is concave, increases in $[0,1 / 2)$ and decreases in $\left(1 / 2,2^{-1 / 2}\right)$. The maximum value of $1 / 2$ is for $a=1 / 2$, and

$$
\begin{equation*}
h\left(2^{-1 / 2}\right)=0 \tag{2.5}
\end{equation*}
$$

In fact, when the correlation matrix is

$$
R_{0}=\left(\begin{array}{ccc}
1 & 0 & 2^{-1 / 2}  \tag{2.6}\\
0 & 1 & 2^{-1 / 2} \\
2^{-1 / 2} & 2^{-1 / 2} & 1
\end{array}\right)
$$

$R_{0}$ is singular. When

$$
\begin{equation*}
\mathcal{L}(Y)=N_{3}\left(\theta e, R_{0}\right) \tag{2.7}
\end{equation*}
$$

let $c_{3}=\left(1-2^{1 / 2}\right)^{-1}, c_{1}=c_{2}=-2^{-1 / 2} c_{3}$, and let $c \in R^{3}$ have coordinates $c_{1}, c_{2}, c_{3}$. Then $c^{\prime} Y$ is an unbiased estimator of $\theta$ which has variance zero. Thus perfect estimation of $\theta$ is possible when the covariance matrix is $R_{0}$.

This example has the following implication. Given $Y_{1}$ and $Y_{2}$ which are i.i.d. $N(\theta, 1)$, suppose we can further select a $Y_{3}$ which is marginally $N(\theta, 1)$, but which has correlation $\rho$ with $Y_{1}$ and $Y_{2}, \rho \in\left[0,2^{-1 / 2}\right]$. From a design point of view, some intuition suggests that $\rho=0$ may be the preferred value of $\rho$ for inferential problems concerning $\theta$. However, the example shows that $\rho=2^{-1 / 2}$ is the preferred value for all inferential problems since perfect estimation of $\theta$ is then possible.

Remark 2.1 The above example is easily extended to correlation matrices of the form

$$
R=\left(\begin{array}{lll}
1 & \delta & a \\
\delta & 1 & a \\
a & a & 1
\end{array}\right)
$$

where $0 \leq \delta<1,0 \leq a<1$, and $1+\delta-2 a^{2}>0$. In this case,
(1) for $a$ fixed, $a \in\left[0,2^{-1 / 2}\right)$, the function $\delta \rightarrow\left(e^{\prime} R^{-1} e\right)^{-1}$ is increasing in $\delta, \delta \in[0,1)$
(2) for $\delta \in[0,1)$ fixed, the function $a \rightarrow\left(e^{\prime} R e\right)^{-1}$ is concave on $[0,((1+$ $\delta) / 2)^{1 / 2}$ ), has a maximum at a point strictly between the two endpoints, and converges to zero as $a$ converges to the right endpoint. When $a=((1+\delta) / 2)^{1 / 2}$, perfect estimation of $\theta$ is again possible.

Remark 2.2 Extensions of Example 2.1 to higher dimensions is easy. For dimension $n$, let $u$ be a fixed $n$-vector of length one with non-negative coordinates and let $b$ be a real number in $[0,1)$. Then the $(n+1) \times(n+1)$ correlation matrix

$$
R=\left(\begin{array}{cc}
I_{n} & b u \\
b u^{\prime} & 1
\end{array}\right)
$$

has non-negative elements and is non-singular. When $u^{\prime} e \neq 1$, the behavior of

$$
b \rightarrow\left(e^{\prime} R^{-1} e\right)^{-1}
$$

is similar to that of $h$ defined in (1.3). When $u^{\prime} e \neq 1$ and $b=1$, then $R$ is singular and again, perfect estimation is possible.

The following proposition gives a sufficient condition for (2.2) to hold.

Proposition 2.1 Let $R$ be an $n \times n$ positive definite correlation matrix with non-negative entries such that $R e=c e$ for some real number $c$. Then

$$
\begin{equation*}
\left(e^{\prime} R^{-1} e\right)^{-1} \geq \frac{1}{n} \tag{2.8}
\end{equation*}
$$

Proof Since $R e=c e$ and $R$ has non-negative elements, $c \geq 1$. Thus,

$$
\left(e^{\prime} R^{-1} e\right)^{-1}=\left(\frac{e^{\prime} e}{c}\right)^{-1}=\frac{c}{n} \geq \frac{1}{n} .
$$

Examples of $R$ 's which satisfy the assumptions of Proposition 2.1 include intraclass correlation matrices with non-negative entries and the circular stationary correlation matrices (see Olkin and Press (1969)) with non-negative entries.

The final example of this section deals with a class of correlation matrices which might be called intra-inter-class correlation matrices as described in Tong (1990, p. 129). For a positive integer $n$, let $n_{1} \geq n_{2} \geq \cdots \geq n_{r} \geq 1$ be a partition of $n$ - that is, each $n_{i}$ is a positive integer and

$$
\begin{equation*}
\sum_{1}^{r} n_{i}=n . \tag{2.9}
\end{equation*}
$$

Partition a correlation matrix $R$ into $n_{i} \times n_{j}$ blocks, $1 \leq i, j \leq r$ and assume

$$
\left\{\begin{array}{l}
\text { (i) } R_{i i} \text { has intraclass correlation structure with }  \tag{2.10}\\
\text { correlation coefficient } \rho_{2} \in[0,1) \\
\text { (ii) for } i \neq j \text {, the block } R_{i j} \text { has all entries equal } \\
\text { to } \rho_{1} \in\left[0, \rho_{2}\right] \text {. }
\end{array}\right.
$$

Proposition 2.2 If $R$ has the structure given in (2.10), then

$$
\begin{equation*}
e^{\prime} R^{-1} e=\frac{\sum_{1}^{r} n_{i}\left(1-\rho_{2}+\left(\rho_{2}-\rho_{1}\right) n_{i}\right)^{-1}}{1+\rho_{1} \sum_{1}^{r} n_{i}\left(1-\rho_{2}+\left(\rho_{2}-\rho_{1}\right) n_{i}\right)^{-1}} \tag{2.11}
\end{equation*}
$$

Proof This is proved in Appendix I.
Using the expression (2.11) it is easy to show that
(i) for fixed $\rho_{2}, e^{\prime} R^{-1} e$ is decreasing in $\rho_{1}$ for $\rho_{1} \in\left[0, \rho_{2}\right]$
(ii) for fixed $\rho_{1}, e^{\prime} R^{-1} e$ is decreasing in $\rho_{2}$ for $\rho_{2} \in\left(\rho_{1}, 1\right)$.

Thus, $\phi(R)$ in (2.1) is increasing in $\rho_{1}$ for $\rho_{1} \in\left[0, \rho_{2}\right]$ and is increasing in $\rho_{2}$ for $\rho_{2} \in\left[\rho_{1}, 1\right)$. Hence we have

Corollary 2.3 A correlation matrix with the structure (2.10) satisfies $\phi(R) \geq \phi\left(I_{n}\right)$.

Remark 2.3 Using (2.11) it is possible to give an alternative proof of a recent result of Shaked and Tong (1992). To describe this result, fix $\rho_{1}$ and $\rho_{2}$ with $0 \leq \rho_{1}<\rho_{2}<1$ and regard $\phi(R)$ as a function of the partition $\mathbf{n}=$
$\left(n_{1}, n_{2}, \ldots, n_{r}, 0, \ldots, 0\right)$ - an $n$-dimensional vector. Let $\mathbf{n}$ and $\mathbf{n}^{*}$ be two partitions such that $\mathbf{n}$ majorizes $\mathbf{n}^{*}$ (see Marshall and Olkin (1979) for the relevant definitions) and let $R$ and $R^{*}$ be correlation matrices corresponding to these two partitions (with the same $\rho_{1}$ and $\rho_{2}$ ). Then, the experiment based on $Y^{*} \sim N\left(\theta e, R^{*}\right)$ is sufficient for the experiment based on $Y \sim$ $N(\theta e, R)$. The proof of this in Shaked and Tong (1992) is based on results in Torgersen (1984). However, using (2.11), a direct verification that the function $\phi$ is a Schur convex function of partitions $\mathbf{n}$ is not difficult. Thus if $\mathbf{n}$ majorizes $\mathbf{n}^{*}$, then $\phi\left(R^{*}\right) \leq \phi(R)$ so the Shaked and Tong result follows.

Remark 2.4 It is well known that for $\Sigma$ for positive definite and $x$ fixed, the function

$$
\Sigma \rightarrow\left(x^{\prime} \Sigma^{-1} x\right)^{-1}
$$

is a concave function of $\Sigma$ (see Section 4 for a more general result and further discussion). Thus, on any line segment contained in the set of positive definite matrices, the function $\left(x^{\prime} \Sigma^{-1} x\right)^{-1}$ is concave on that line segment. In particular, $\left(x^{\prime} \Sigma^{-1} x\right)^{-1}$ is concave in each element of $\Sigma$, as long as $\Sigma$ remains positive definite. These remarks explain the concavity property in Example 2.1.

## 3. A Group Action on Covariances

Consider an observation vector $Y$ in $R^{n}$ which has a $N(X \beta, \Sigma)$ distribution where the design matrix $X$ is $n \times k$ of rank $k$, the known covariance matrix $\Sigma$ is non-singular, and $\beta \in R^{k}$ is the vector of regression coefficients. As described in Section 1, such experiments can be compared via the function

$$
\begin{equation*}
\psi(\Sigma)=\left(X^{\prime} \Sigma^{-1} X\right)^{-1} \tag{3.1}
\end{equation*}
$$

which is the covariance matrix of the Gauss-Markov estimator $\widehat{\beta}$ of $\beta$. Let $G(X)$ be the group of $n \times n$ non-singular matrices $A$ which satisfy $A X=X$. Such $A$ 's fix the elements of the regression subspace. Then $G(X)$ acts on the set $\mathcal{S}_{n}^{+}$of $n \times n$ positive definite matrices via the group action

$$
\begin{equation*}
S \rightarrow A S A^{\prime} \tag{3.2}
\end{equation*}
$$

Clearly, $\psi$ in (3.1) is invariant under this group action. A main result in this section shows that $\psi$ is a maximal invariant. To establish this, some preliminaries are needed. First, each $n \times k X$ of rank $k$ can be written

$$
\begin{equation*}
X=\Gamma X_{0} M \tag{3.3}
\end{equation*}
$$

where $\Gamma$ is an $n \times n$ orthogonal matrix, $M$ is a $k \times k$ non-singular matrix, and $X_{0}$ is the special design matrix

$$
\begin{equation*}
X_{0}=\binom{I_{k}}{O} \tag{3.4}
\end{equation*}
$$

Also note that

$$
\begin{equation*}
X=\Gamma V X_{0} \tag{3.5}
\end{equation*}
$$

where

$$
V=\left(\begin{array}{cc}
M & O  \tag{3.6}\\
O & I_{n-k}
\end{array}\right)
$$

is $n \times n$ and non-singular.
Lemma 3.1 Given $\Sigma \in \mathcal{S}_{n}^{+}$, there exists an $A \in G\left(X_{0}\right)$ such that

$$
A \Sigma A^{\prime}=\left(\begin{array}{cc}
\left(X_{0} \Sigma^{-1} X_{0}^{\prime}\right)^{-1} & O  \tag{3.7}\\
O & I_{n-k}
\end{array}\right)
$$

Proof Partition $\Sigma$ as

$$
\Sigma=\left(\begin{array}{ll}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{array}\right)
$$

where $\Sigma_{11}$ is $k \times k$ and $\Sigma_{22}$ is $(n-k) \times(n-k)$. It is clear that $A \in G\left(X_{0}\right)$ iff $A$ has the form

$$
A=\left(\begin{array}{cc}
I_{k} & A_{12} \\
O & A_{22}
\end{array}\right)
$$

where $A_{22}$ is $(n-k) \times(n-k)$ and non-singular. Now, pick $A_{22}=\Sigma_{22}^{-1 / 2}$ and $A_{12}=-\Sigma_{12} \Sigma_{22}^{-1}$. With this choice of $A$, some algebra yields

$$
A \Sigma A^{\prime}=\left(\begin{array}{cc}
\Sigma_{11 \cdot 2} & O \\
O & I_{n-k}
\end{array}\right)
$$

where $\Sigma_{11 \cdot 2}=\Sigma_{11}-\Sigma_{12} \Sigma_{22}^{-1} \Sigma_{21}$. But it is well known that

$$
\Sigma_{11 \cdot 2}=\left(X_{0}^{\prime} \Sigma^{-1} X_{0}\right)^{-1}
$$

Corollary 3.2 The function

$$
\psi_{0}(\Sigma)=\left(X_{0}^{\prime} \Sigma^{-1} X_{0}\right)^{-1}
$$

is a maximal invariant under the action of $G\left(X_{0}\right)$.
Proof The invariance of $\psi_{0}$ is obvious. If $\psi_{0}\left(\Sigma_{1}\right)=\psi_{0}\left(\Sigma_{2}\right)$, use Lemma 3.1 to find $A_{1}$ and $A_{2}$ so that

$$
A_{1} \Sigma_{1} A_{1}^{\prime}=\left(\begin{array}{cc}
\psi_{0}\left(\Sigma_{1}\right) & O \\
O & I_{n-k}
\end{array}\right)=\left(\begin{array}{cc}
\psi_{0}\left(\Sigma_{2}\right) & O \\
O & I_{n-k}
\end{array}\right)=A_{2} \Sigma_{2} A_{2}^{\prime}
$$

Thus $\Sigma_{1}$ and $\Sigma_{2}$ are in the same orbit so $\psi_{0}$ is maximal.

Theorem 3.3 A maximal invariant under the action of $G(X)$ on $\mathcal{S}_{n}^{+}$is $\psi(\Sigma)$ in (3.1).

Proof The invariance of $\psi$ is clear. If $\psi\left(\Sigma_{1}\right)=\psi\left(\Sigma_{2}\right)$, then writing $X$ in the form (3.3) yields

$$
\begin{equation*}
X_{0}^{\prime}\left(\Gamma^{\prime} \Sigma_{1} \Gamma\right)^{-1} X_{0}=X_{0}^{\prime}\left(\Gamma^{\prime} \Sigma_{2} \Gamma\right)^{-1} X_{0} \tag{3.8}
\end{equation*}
$$

From Corollary 3.2, there then exists an $A \in G\left(X_{0}\right)$ such that

$$
\begin{equation*}
A \Gamma^{\prime} \Sigma_{1} \Gamma A^{\prime}=\Gamma^{\prime} \Sigma_{2} \Gamma \tag{3.9}
\end{equation*}
$$

Setting $B=\Gamma A \Gamma^{\prime}, B$ is in $G(X)$ and $B \Sigma_{1} B^{\prime}=\Sigma_{2}$.
Using Lemma 3.1 it is fairly straightforward to give a proof from first principles that $\mathcal{E}\left(X_{1}, \Sigma_{1}\right)$ is sufficient for $\mathcal{E}\left(X_{2}, \Sigma_{2}\right)$ iff (1.2) holds. Here, we just sketch the details. Let $Y_{i}$ be the data vector for $\mathcal{E}\left(X_{i}, \Sigma_{i}\right), i=1,2$.

Claim 1 Without loss of generality, $X_{1}=X_{2}=X_{0}$. To see this, use (3.5) to find an $n \times n$ non-singular matrix $C_{i}$ such that $C_{i} X_{i}=X_{0}, i=1,2$. Then

$$
\mathcal{L}\left(C_{i} Y_{i}\right)=N\left(X_{0} \beta, C_{i} \Sigma_{i} C_{i}^{\prime}\right), \quad i=1,2
$$

Because $C_{i}$ is non-singular, the experiments $\mathcal{E}\left(X_{i}, \Sigma_{i}\right)$ and $\mathcal{E}\left(C_{i} X_{i}, C_{i} \Sigma_{i} C_{i}^{\prime}\right)$ are equivalent. Further, (1.2) holds iff

$$
\left(X_{0}^{\prime}\left(C_{1} \Sigma_{1} C_{1}^{\prime}\right)^{-1} X_{0}\right)^{-1} \leq\left(X_{0}^{\prime}\left(C_{2} \Sigma_{2} C_{2}^{\prime}\right)^{-1} X_{0}\right)^{-1}
$$

This establishes Claim 1.
Now take $X_{1}=X_{2}=X_{0}$ so we want to prove
Theorem 3.4 The experiment $\mathcal{E}\left(X_{0}, \Sigma_{1}\right)$ is sufficient for $\mathcal{E}\left(X_{0}, \Sigma_{2}\right)$ iff

$$
\begin{equation*}
\left(X_{0}^{\prime} \Sigma_{1}^{-1} X_{0}\right)^{-1} \leq\left(X_{0}^{\prime} \Sigma_{2}^{-1} X_{0}\right)^{-1} \tag{3.10}
\end{equation*}
$$

Proof Assume (3.10) holds. Using Lemma 3.1, find $A_{i} \in G\left(X_{0}\right)$ such that

$$
\mathcal{L}\left(A_{i} Y_{i}\right)=N\left(X_{0} \beta, A_{i} \Sigma_{i} A_{i}^{\prime}\right), \quad i=1,2
$$

where

$$
A_{i} \Sigma_{i} A_{i}^{\prime}=\left(\begin{array}{cc}
\left(X_{0}^{\prime} \Sigma_{i}^{-1} X_{0}\right)^{-1} & O \\
O & I
\end{array}\right)
$$

Since the $A_{i}$ 's are non-singular, the experiments $\mathcal{E}\left(X_{0}, \Sigma_{i}\right)$ and $\mathcal{E}\left(X_{0}, A_{i} \Sigma_{i} A_{i}\right)$ are equivalent. But, when (3.10) holds, we can then find a random vector $Z$ which is $N(0, \Delta)$ and is independent of $Y_{1}$ such that for all $\beta$,

$$
\begin{equation*}
\mathcal{L}\left(A_{1} Y_{1}+Z\right)=\mathcal{L}\left(A_{2} Y_{2}\right) \tag{3.11}
\end{equation*}
$$

Of course,

$$
\Delta=A_{2} \Sigma_{2} A_{2}^{\prime}-A_{1} \Sigma_{1} A_{1}^{\prime}
$$

is non-negative definite. But (3.11) clearly implies that $\mathcal{E}\left(X_{0}, A_{1} \Sigma_{1} A_{1}^{\prime}\right)$ is sufficient for $\mathcal{E}\left(X_{0}, A_{2} \Sigma_{2} A_{2}^{\prime}\right)$ (see Lehmann (1959, p. 75)).

For the converse, let $T_{i}=A_{i} \Sigma_{i} A_{i}^{\prime}$ so the experiment $\mathcal{E}\left(X_{0}, T_{i}\right)$ has data vector $A_{i} Y_{i}, i=1,2$. Consider the decision problem of estimating $\beta$ with a loss function

$$
L(a, \beta)=(a-\beta)^{\prime} D(a-\beta)
$$

where $D$ is a fixed non-negative definite matrix. When $\beta$ has a $N(0, \alpha I)$ prior distribution with $\alpha \in(0, \infty)$ standard calculations yield a Bayes risk for experiment $\mathcal{E}\left(X_{0}, T_{i}\right)$ of

$$
\begin{aligned}
r_{i}(\alpha)= & \alpha^{2} \operatorname{tr} T_{i}\left(T_{i}+\alpha I\right)^{-1} D\left(T_{i}+\alpha I\right)^{-1} \\
& +\alpha \operatorname{tr}\left[\alpha\left(T_{i}+\alpha I\right)^{-1}-I\right] D\left[\alpha\left(T_{i}+\alpha I\right)^{-1}-I\right]
\end{aligned}
$$

Letting $\alpha \rightarrow \infty$ produces the limit

$$
r_{i}(\infty)=\operatorname{tr} T_{i} D, \quad i=1,2
$$

When $\mathcal{E}\left(X_{0}, T_{1}\right)$ is sufficient for $\mathcal{E}\left(X_{0}, T_{2}\right)$, we then must have

$$
\begin{equation*}
\operatorname{tr} T_{1} D \leq \operatorname{tr} T_{2} D \tag{3.12}
\end{equation*}
$$

for all non-negative definite $D$. This is clearly equivalent to (3.10).
Remark 3.1 When comparing $\mathcal{E}\left(X_{1}, \Sigma_{1}\right)$ and $\mathcal{E}\left(X_{2}, \Sigma_{2}\right)$, the argument in Claim 1 above shows that it is sufficient to consider the case $X_{1}=X_{2}=X_{0}$ where $X_{0}$ is given in (3.4). For comparing $\mathcal{E}\left(X_{0}, \Sigma_{1}\right)$ and $\mathcal{E}\left(X_{0}, \Sigma_{2}\right)$, the group $G\left(X_{0}\right)$ is obviously relevant since $\psi(\Sigma)=\left(X_{0} \Sigma^{-1} X_{0}^{\prime}\right)^{-1}$ is maximal invariant and characterizes sufficiency.

## 4. A Group Induced Ordering on Covariances

Again consider an experiment $\mathcal{E}(X, \Sigma)$ corresponding to a random vector $Y$ with $\mathcal{L}(Y)=N(X \beta, \Sigma), \beta \in \mathbb{R}^{k}$. The function

$$
\begin{equation*}
\psi(\Sigma)=\left(X^{\prime} \Sigma^{-1} X\right)^{-1} \tag{4.1}
\end{equation*}
$$

is a maximal invariant under the action of $G(X)$ on $\mathcal{S}_{n}^{+}$, and is clearly relevant for the comparison of experiments. An important property of $\psi$, established in Ylvisaker (1964), is that $\psi$ is concave in the Loewner ordering on $\mathcal{S}_{n}^{+}$. That is, for $S_{1}, S_{2} \in \mathcal{S}_{n}^{+}$and $\alpha \in[0,1]$, the matrix

$$
\psi\left(\alpha S_{1}+(1-\alpha) S_{2}\right)-\alpha \psi\left(S_{1}\right)-(1-\alpha) \psi\left(S_{2}\right)
$$

is non-negative definite. This we write as

$$
\begin{equation*}
\psi\left(\alpha S_{1}+(1-\alpha) S_{2}\right) \geq \alpha \psi\left(S_{1}\right)+(1-\alpha) \psi\left(S_{2}\right) \tag{4.2}
\end{equation*}
$$

To define an ordering on $\mathcal{S}_{n}^{+}$, let $C(S)$ denote the convex hull of the $G(X)$-orbit of $S \in \mathcal{S}_{n}^{+}$. In other words, $C(S)$ is the convex hull of

$$
\left\{A S A^{\prime} \mid A \in G(X)\right\}
$$

Definition 4.1 Write $S_{1} \leq_{G} S_{2}$ if $S_{1} \in C\left(S_{2}\right)$.
Since $C\left(S_{2}\right)$ is the convex hull of the $G(X)$-orbit of $S_{2}$, each point in $C\left(S_{2}\right)$ is a finite convex combination of points in the orbit. Thus $S_{1}$ is in $C\left(S_{2}\right)$ iff $S_{1}$ can be represented as

$$
S_{1}=\sum_{1}^{r} \alpha_{i} A_{i} S_{2} A_{i}^{\prime}
$$

for some integer $r \geq 1$ where $\alpha_{i} \geq 0$ and $\Sigma \alpha_{i}=1$. In other words, $S_{1} \leq_{G} S_{2}$ iff $S_{1}$ has the above representation. It is easily checked that $S_{1} \leq_{G} S_{2}$ iff for any $A, B \in G(X)$,

$$
A S_{1} A^{\prime} \leq_{G} B S_{2} B^{\prime}
$$

Using this, it follows that $S_{1} \leq_{G} S_{2}$ iff $C\left(S_{1}\right) \subseteq C\left(S_{2}\right)$. Thus, $\leq_{G}$ is a pre-order in the sense described in Marshall and Olkin (1979, p. 13). Group induced orderings of this type have arisen in a number of contexts related to both probability inequalities and inequalities more generally. The classical majorization ordering is a group induced ordering, as is one version of the submajorization ordering. Some relevant references are Eaton and Perlman (1977), Marshall and Olkin (1979), Eaton (1982) and Eaton (1987). It should be noted that in all of the examples I know, except the current one, the underlying groups are compact.

The main result of this section shows that $S_{1} \leq_{G} S_{2}$ iff $\psi\left(S_{1}\right) \geq \psi\left(S_{2}\right)$. Therefore, the $G(X)$ induced ordering on covariances is the same as the comparison of experiments ordering given by $\psi$ in (4.1). The implication in one direction is easy.

Theorem 4.1 If $S_{1} \leq_{G} S_{2}$, then $\psi\left(S_{1}\right) \geq \psi\left(S_{2}\right)$ (in the Loewner ordering).

Proof Since $S_{1} \leq_{G} S_{2}$ we can find $A_{1}, \ldots, A_{r}$ in $G(X)$ and non-negative numbers $\alpha_{1}, \ldots, \alpha_{r}$ satisfying $\Sigma \alpha_{i}=1$ such that

$$
\begin{equation*}
S_{1}=\sum_{1}^{r} \alpha_{i} A_{i} S_{2} A_{i}^{\prime} \tag{4.3}
\end{equation*}
$$

Using the concavity of $\psi$ in the Loewner ordering, we have

$$
\psi\left(S_{1}\right)=\psi\left(\sum_{1}^{r} \alpha_{i} A_{i} S_{2} A_{i}^{\prime}\right) \geq \sum_{1}^{r} \alpha_{i} \psi\left(A_{i} S_{2} A_{i}^{\prime}\right)=\psi\left(S_{2}\right)
$$

The final equality follows from the $G(X)$-invariance of $\psi$.
For the converse, we first establish a special case.
Lemma 4.2 Consider the ordering $\leq_{G}$ induced on $\mathcal{S}_{n}^{+}$by $G\left(X_{0}\right)$. If

$$
\begin{equation*}
\left(X_{0}^{\prime} S_{2}^{-1} X_{0}\right)^{-1} \leq\left(X_{0}^{\prime} S_{1}^{-1} X_{0}\right)^{-1} \tag{4.4}
\end{equation*}
$$

then there exists a discrete probability measure $\mu$ on $G\left(X_{0}\right)$ such that

$$
\begin{equation*}
S_{1}=\int A S_{2} A^{\prime} \mu(d A) \tag{4.5}
\end{equation*}
$$

Proof Let

$$
T_{i}=\left(X_{0}^{\prime} S_{i}^{-1} X_{0}\right)^{-1}, \quad i=1,2
$$

From Lemma 3.1, there exists $A_{i} \in G\left(X_{0}\right)$ such that

$$
A_{i} S_{i} A_{i}^{\prime}=\left(\begin{array}{cc}
T_{i} & O \\
O & I_{n-k}
\end{array}\right), \quad i=1,2
$$

By assumption, $\Delta=T_{1}-T_{2}$ is non-negative definite. Write $\Delta=\Sigma_{1}^{k} v_{i} v_{i}^{\prime}$ where $v_{i}, \ldots, v_{k}$ are vectors in $R^{k}$. Fix $u_{0} \in R^{n-k}$ such that $u_{0}^{\prime} u_{0}=1$. Let $B$ be the random $k \times(n-k)$ matrix which takes on the values $\pm(2 k)^{1 / 2} v_{i} u_{0}^{\prime}$ with probabilities $1 / 2 k$. Denote by $\mu_{0}$ the distribution (on $G\left(X_{0}\right)$ ) of the random matrix

$$
A=\left(\begin{array}{cc}
I_{k} & B \\
O & I_{n-k}
\end{array}\right) \in G\left(X_{0}\right)
$$

Because $\mathcal{E} B=0$ and $\mathcal{E} B B^{\prime}=\Delta$, it is easy to verify that

$$
\begin{equation*}
\mathcal{E}_{\mu_{0}} A\left(A_{2} S_{2} A_{2}^{\prime}\right) A^{\prime}=A_{1} S_{1} A_{1}^{\prime} \tag{4.6}
\end{equation*}
$$

Setting $\tilde{A}=A_{1}^{-1} A A_{2}$, let $\mu$ denote the distribution of $\tilde{A}$ on $G\left(X_{0}\right)$. Then (4.6) can be written

$$
\begin{equation*}
\mathcal{E}_{\mu} \tilde{A} S_{2} \tilde{A}^{\prime}=S_{1} \tag{4.7}
\end{equation*}
$$

which is just (4.5).
Of course, (4.5) is just the assertion that $S_{1}$ is in $C\left(S_{2}\right)$ - that is, $S_{1} \leq_{G} S_{2}$ when $G=G\left(X_{0}\right)$. The general case is now easy.

Theorem 4.3 Consider the ordering $\leq_{G}$ induced on $\mathcal{S}_{n}^{+}$by $G(X)$. If

$$
\begin{equation*}
\left(X^{\prime} S_{2}^{-1} X\right)^{-1} \leq\left(X^{\prime} S_{1}^{-1} X\right)^{-1} \tag{4.8}
\end{equation*}
$$

then $S_{1} \leq_{G} S_{2}$.

Proof Using (3.3), write $X=\Gamma X_{0} M$ so (4.8) is equivalent to

$$
\begin{equation*}
\left(X_{0}^{\prime}\left(\Gamma^{\prime} S_{2} \Gamma\right)^{-1} X_{0}\right)^{-1} \leq\left(X_{0}^{\prime}\left(\Gamma^{\prime} S_{1} \Gamma\right)^{-1} X_{0}\right)^{-1} \tag{4.9}
\end{equation*}
$$

From Lemma (4.2), $\Gamma^{\prime} S_{1} \Gamma$ is in the convex hull of the $G\left(X_{0}\right)$-orbit of $\Gamma^{\prime} S_{2} \Gamma$.
Thus, we can write

$$
\Gamma^{\prime} S_{1} \Gamma=\Sigma \alpha_{i} A_{i}\left(\Gamma^{\prime} S_{2} \Gamma\right) A_{i}^{\prime}
$$

where $A_{i} \in G\left(X_{0}\right), \alpha_{i} \geq 0$ and $\Sigma \alpha_{i}=1$. Therefore

$$
S_{1}=\Sigma \alpha_{i}\left(\Gamma A_{i} \Gamma^{\prime}\right) S_{2}\left(\Gamma A_{i} \Gamma^{\prime}\right)^{\prime}
$$

Since $A_{i} \in G\left(X_{0}\right), \Gamma A_{i} \Gamma^{\prime} \in G(X)$ so $S_{1}$ is in the $G(X)$-orbit of $S_{2}$. Thus $S_{1} \leq_{G} S_{2}$.

Now, consider experiments $\mathcal{E}\left(X_{1}, \Sigma_{1}\right)$ and $\mathcal{E}\left(X_{2}, \Sigma_{2}\right)$. To compare these experiments, we can take $X_{1}=X_{2}=X_{0}$ (see Remark 3.1). The results in this section show that $\mathcal{E}\left(X_{0}, \Sigma_{1}\right)$ is sufficient for $\mathcal{E}\left(X_{0}, \Sigma_{2}\right)$ iff $\Sigma_{2} \leq_{G} \Sigma_{1}$ where $G=G\left(X_{0}\right)$. Note that this result is not correct when $k=n$ since in this case $X_{0}=I_{n}$ and $G=\left\{I_{n}\right\}$; so the convex hull of the $G$-orbit of $\Sigma_{1}$ is just $\left\{\Sigma_{1}\right\}$. However, the characterization (1.2) of sufficiency does continue to hold when $X_{1}=X_{2}=X_{0}$ and $k=n$. Thus the assumption that $k<n$ is necessary.

## Appendix I

In this appendix, we establish a result which verifies equation (2.11) of Proposition 2.2. Let $x_{1}, \ldots, x_{r}$ be vectors in $R^{n}$ which satisfy
(i) $x_{i}^{\prime} x_{j}=0 \quad$ if $i \neq j$
(ii) $x_{i}^{\prime} x_{i}=a_{i}^{2} \quad$ with $a_{i}>0$.

Also, let $x=\Sigma_{1}^{r} x_{i}$. For $\alpha \geq 0$ and $\beta \geq 0$, consider the matrix

$$
\begin{equation*}
A=I+\alpha x x^{\prime}+\beta \sum_{1}^{r} x_{i} x_{i}^{\prime} \tag{A.1}
\end{equation*}
$$

The following proposition gives a formula for $x^{\prime} A^{-1} x$.
Proposition A. 1 With $x$ and $A$ as defined above,

$$
\begin{equation*}
x^{\prime} A^{-1} x=\frac{\sum_{1}^{r} a_{i}^{2}\left(1+\beta a_{i}^{2}\right)^{-1}}{1+\alpha \sum_{1}^{r} a_{i}^{2}\left(1+\beta a_{i}^{2}\right)^{-1}} \tag{A.2}
\end{equation*}
$$

Proof Without loss of generality (just make an orthogonal transformation of coordinates), we can assume that $n=r$ and $x_{i}=a_{i} \epsilon_{i}$ where $\epsilon_{i}$ is the $i^{t h}$
standard basis vector in $R^{r}$. Under this assumption, $\sum_{1}^{r} x_{i} x_{i}^{\prime}$ is a diagonal matrix $D$ with diagonal entries $a_{i}^{2}, i=1, \ldots, r$. Further

$$
x=\sum_{1}^{r} x_{i}=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{r}
\end{array}\right)=a \in R^{r}
$$

and

$$
A=I+\alpha a a^{\prime}+\beta D
$$

Therefore,

$$
x^{\prime} A^{-1} x=a^{\prime}\left(I+\beta D+\alpha a a^{\prime}\right)^{-1} a=v^{\prime}\left(I+\alpha v v^{\prime}\right)^{-1} v
$$

where $v$ is given by

$$
v=(I+\beta D)^{-1 / 2} a
$$

But, it is easy to show that

$$
\begin{equation*}
v^{\prime}\left(I+\alpha v v^{\prime}\right)^{-1} v=\frac{v v^{\prime}}{1+\alpha v v^{\prime}} \tag{A.3}
\end{equation*}
$$

From this, we have

$$
x^{\prime} A^{-1} x=\frac{a^{\prime}(I+\beta D)^{-1} a}{1+\alpha a^{\prime}(I+\beta)^{-1} a}
$$

from which the result follows by noting that

$$
a^{\prime}(I+\beta D)^{-1} a=\sum_{1}^{r} a_{i}^{2}\left(1+\beta a_{i}^{2}\right)^{-1}
$$

To apply this result to correlation matrices $R$ satisfying (2.10), first let $n_{1} \geq \cdots \geq n_{r} \geq 1$ be a partition of $n$. Then, let $e^{(i)} \in R^{n}$ be the vector whose first $n_{1}+\cdots+n_{i-1}$ coordinates are zero, whose next $n_{i}$ coordinates are one, and whose remaining coordinates are zero. Then it is clear that

$$
\left\{\begin{array}{l}
\text { (i) } e^{(i)^{\prime}} e^{(j)}=0 \text { if } i \neq j  \tag{A.4}\\
\text { (ii) } e^{(i)^{\prime}} e^{(i)}=n_{i} \\
\text { (iii) } \sum_{1}^{r} e^{(i)}=e
\end{array}\right.
$$

where $e$ is the vector of ones in $R^{n}$. An easy calculation shows that

$$
R=\left(1-\rho_{2}\right) I+\rho_{1} e e^{\prime}+\left(\rho_{2}-\rho_{1}\right) \sum_{1}^{r} e^{(i)} e^{(i)^{\prime}}
$$

A direct application of Proposition A. 1 and a bit of algebra yields Proposition 2.2.
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