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## 1 Introduction

Suppose we are given two samples, that is, two independent sequences $\left\{X_{i}^{\prime}\right\}_{1}^{n_{1}}$ and $\left\{X_{i}^{\prime \prime}\right\}_{1}^{n_{2}}$ of i.i.d. random variables taking values in $m$-dimensional Euclidean space $\mathbb{R}^{m}, m \geq 1$. Denote with $P_{1}$ and $P_{2}$ the probability distributions of each of the $X_{i}^{\prime}$ and $X_{i}^{\prime \prime}$ and write $\widehat{P}_{n_{1}}$ and $P_{n}$ for the empirical distributions of the first sample and of the pooled sample $\left\{X_{i}^{\prime}\right\}_{1}^{n_{1}} \cup\left\{X_{i}^{\prime \prime}\right\}_{1}^{n_{2}}$ respectively, i.e.

$$
\begin{align*}
& \widehat{P}_{n_{1}}(B)=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \mathbb{1}_{B}\left(X_{i}^{\prime}\right),  \tag{1.1}\\
& P_{n}(B)=\frac{1}{n}\left(\sum_{i=1}^{n_{1}} \mathbb{1}_{B}\left(X_{i}^{\prime} i\right)+\sum_{i=1}^{n_{2}} \mathbb{1}_{B}\left(X_{i}^{\prime \prime}\right)\right), \quad n=n_{1}+n_{2},
\end{align*}
$$

[^0]where $B$ is a measurable set in $\mathbb{R}^{m}$ and $\mathbb{1}_{B}$ is its indicator function. Consider the difference
\[

$$
\begin{equation*}
v_{n}(B)=\left(\frac{n_{1} n}{n_{2}}\right)^{\frac{1}{2}}\left(\widehat{P}_{n_{1}}(B)-P_{n}(B)\right), \quad B \in \mathcal{B} \tag{1.2}
\end{equation*}
$$

\]

and call the random measure $v_{n}(\cdot)$ the (classical) two-sample empirical process with the indexing class $\mathcal{B}$. Throughout we avoid the double index $\left(n_{1}, n_{2}\right)$; this can be done without any ambiguity letting $n_{1}=n_{1}(n)$ and $n_{2}=n_{2}(n)$. We will always assume $n_{1}, n_{2} \rightarrow \infty$ as $n \rightarrow \infty$. The indexing class $\mathcal{B}$ is important for functional weak convergence of $v_{n}$ and will be specified in Sections 3-5.

The problem of testing the null hypothesis $H_{0}: P_{1}=P_{2}$, called 'the twosample problem', is one of the classical problems of statistics. The literature on the two-sample problem is enormous. In here we are able to mention only very few of the papers on the subject, namely those in direct relation to the aims of the present work. The specific feature of the two-sample problem is that the under $H_{0}$ presumed common distribution $P\left(=P_{1}=P_{2}\right)$ remains unspecified and can be any within some typically very large class $\mathcal{P}$. Hence, it is important to have some supply of test statistics such that their null distributions, at least asymptotically as $n \rightarrow \infty$, are independent of this common distribution $P \in \mathcal{P}$. Such statistics are called asymptotically distribution free.

The classical solution of the two-sample problem when the dimension $m=1$ is associated with Smirnov (1939) where first the two-sample empirical process

$$
\begin{equation*}
v_{n}(x)=\left(\frac{n_{1} n}{n_{2}}\right)^{1 / 2}\left(\widehat{F}_{n_{1}}(x)-F_{n}(x)\right), \quad x \in \mathbb{R}^{1} \tag{1.3}
\end{equation*}
$$

was introduced, where $\widehat{F}_{n_{1}}$ and $F_{n}$ stand for the empirical distribution functions of the first and the pooled sample respectively, and the limiting distribution of its supremum was derived. This limiting distribution was shown to be free from $P$ provided $P \in \mathcal{P}_{c}$, the class of all distributions on $\mathbb{R}^{1}$ with a continuous distribution function. This classical statement was an early reflection of the now well-known fact that the process

$$
\begin{equation*}
v_{n} \circ F_{n}^{-1}(t), \quad t \in[0,1] \tag{1.4}
\end{equation*}
$$

converges in distribution, for all $P \in \mathcal{P}_{c}$, to a standard Brownian bridge $v$ (see, e.g., Shorack and Wellner (1986)). Then, for a large collection of functionals $\varphi$, the statistics $\varphi\left(v_{n} \circ F_{n}^{-1}\right)$ converge in distribution to $\varphi(v)$ and hence are asymptotically distribution free. Recently Urinov (1992) considered another version of the two-sample empirical process in $\mathbb{R}^{1}$ :

$$
\begin{equation*}
M_{n}(x)=\left(\frac{n_{1} n}{n_{2}}\right)^{1 / 2}\left(\widehat{F}_{n_{1}}(x)-\int_{-\infty}^{x} \frac{1-\widehat{F}_{n_{1}}(y-)}{1-F_{n}(y-)} F_{n}(d y)\right) \tag{1.5}
\end{equation*}
$$

( $x \in \mathbb{R}^{1}$ ), and proved that the process $M_{n} \circ F_{n}^{-1}$ is also asymptotically distribution free: for all $P \in \mathcal{P}_{c}$ it converges to a standard Brownian motion $W$ on $[0,1]$.

The convergence in distribution of the process (1.3) when $x \in \mathbb{R}^{m}, m \geq$ 2, was studied in Bickel (1969). Though asymptotically distribution free processes or statistics were not obtained in that paper, the general approach was well-motivated. Namely, to obtain an asymptotically correct approximation for the distribution of statistics based on $v_{n}$, like, for example, the Smirnov statistic $\sup _{x \in \mathbb{R}^{m}}\left|v_{n}(x)\right|$, he studied the conditional distribution of $v_{n}$ given $F_{n}$. This conditioning, also adopted in Urinov (1992), and being also a part of the approach of the present paper (see Sections 3 and 4), is motivated by the fact that, under $H_{0}$, one can construct the two-sample situation as follows. Let $\left\{X_{i}\right\}_{1}^{n}$ be a sample of size $n$ from a distribution $P \in \mathcal{P}$. Let also $\left\{\delta_{i}\right\}_{1}^{n}$ be $n$ Bernoulli random variables independent of $\left\{X_{i}\right\}_{1}^{n}$ and sampled without replacement from an urn containing $n_{1}$ 'ones' and $n_{2}$ 'zeros'. Now the set of $X_{i}$ 's with $\delta_{i}=1$ is called the first sample and those with $\delta_{i}=0$ is called the second sample. Any permutation of $\left\{\left(X_{i}, \delta_{i}\right)\right\}_{1}^{n}$ independent of $\left\{\delta_{i}\right\}_{1}^{n}$ will not alter the distribution of $\left\{\delta_{i}\right\}_{1}^{n}$. Hence, for statistics $\varphi\left(\left\{X_{i}\right\}_{1}^{n},\left\{\delta_{i}\right\}_{1}^{n}\right)$ their conditional distribution given $F_{n}$ is induced by a distribution free from $P$.

Actually, this is the basic approach of all permutation tests and dates back at least as far as Fisher (1936) and Wald and Wolfowitz (1944). Wellknown permutation tests for the multivariate two-sample (and multi-sample) problem were developed in the mid-60's (see, e.g., Chatterjee and Sen (1964) and Puri and Sen $(1966,1969)$ ). It should be noted, however, that most of the permutation tests are based on asymptotically linear in $\left\{\delta_{i}\right\}_{1}^{n}$, and hence asymptotically normal, statistics. To essentially nonlinear statistics, like the Smirnov statistic, this approach was first applied in Bickel (1969), to the best of our knowledge.

There are several other methods for obtaining statistically important versions or substitutes of the two-sample empirical process, see, e.g., Friedman and Rafsky (1979), Bickel and Breiman (1983), Kim and Foutz (1987), and Henze (1988) for interesting approaches.

Though we just discussed the two-sample problem and its solution, the precise mathematical formulation of the problem has not been given yet. The requirement of asymptotically distribution freeness can not be sufficient to formulate the problem for it can be trivially satisfied. Another condition on 'sensitivity' towards alternatives must be also imposed.

In this paper we propose two related formulations of the problem (Section 2), one of them imposes quite strong requirements. Then in Section 3 we construct a (signed-)measure-valued martingale $M_{n}$, which is a generalization of the process (1.5) of Urinov (1992), and its renormalized versions $u_{n}$ and $w_{n}$. We prove limit theorems for the asymptotically distribution free modifications $u_{n}$ and $w_{n}$ as well as for $M_{n}$, both under the null hypothesis (Section 4) and under alternatives (Section 5) and show that under natural conditions $u_{n}$ and $w_{n}$ are solutions of the two-sample problem.

## 2 General notations; some preliminaries; formulation of the twosample problem

As we remarked in the Introduction, in the classical two-sample problem in $\mathbb{R}^{1}$ it is required that under $H_{0}$ the common distribution $P$ belongs to the class $\mathcal{P}_{c}$ of distributions having continuous distribution functions, and for this class of $P$ 's, the Smirnov process $v_{n} \circ F_{n}^{-1}$ and the Urinov process $M_{n} \circ F_{n}^{-1}$ are asymptotically distribution free. In $\mathbb{R}^{m}$, we also need some requirements under $H_{0}$. Let $\mu$ denote Lebesgue measure and let from now on $\mathcal{P}$ denote the class of all distributions $P$ with the properties
(C1) $P\left([0,1]^{m}\right)=1$;
(C2) $f=d P / d \mu>0$ a.e. on $[0,1]^{m}$.
Condition (C1) is not an essential restriction since it can be satisfied in several ways. For example, if $Y_{1}, \ldots, Y_{m}$ denote the coordinates of some absolutely continuous $m$-dimensional random vector $Y$ and if $G_{1}, \ldots, G_{m}$ are some absolutely continuous distribution functions on $\mathbb{R}$ such that the range of $Y_{k}$ is contained in the support of $G_{k}, k=1, \ldots, m$, then the random vector $X$ with coordinates $X_{k}=G_{k}\left(Y_{k}\right), k=1, \ldots, m$, has an absolutely continuous distribution on $[0,1]^{m}$. Another, perhaps better, possibility is to reduce the pooled sample to the sequence $\left\{R_{i}\right\}_{1}^{n}$, where the coordinates of each $R_{i}$ are the normalized coordinatewise ranks of the corresponding coordinates of the $i$-th observation. (Note that the thus obtained two-sample empirical process is equal to $v_{n} \circ\left(F_{1 n}^{-1}, \ldots, F_{m n}^{-1}\right)$, where $F_{j n}, j=1, \ldots, m$, are the pooled marginal empirical distribution functions.) Though there is definitely no absolute continuity of the distribution of $R_{i}, \quad i=1, \ldots, n$, we will indicate below how the subsequent program can go through for these ranks (see e.g. Lemma 3.5). Condition (C2) represents a certain restriction. Observe, however, that the processes $u_{n}$ and $w_{n}$, defined below, have limiting distributions which depend on $P$ only through its support.

Besides the classical two-sample empirical process $v_{n}$ there can be many other random measures which are also functionals of $\widehat{P}_{n_{1}}$ and $P_{n}$ and could also be called two-sample empirical processes. We will obtain versions of
such processes which will be asymptotically distribution free from $P \in \mathcal{P}$. It is also needed that such a process is sufficiently sensitive to possible alternatives. To formulate both requirements precisely we need to describe the class of alternatives. In fact, it will be the class of all compact contiguous alternatives to the two-sample null hypothesis. Here is the precise condition:
(C3) The distributions $P_{1}$ and $P_{2}$ of each of the $X_{i}^{\prime}$ and $X_{i}^{\prime \prime}$, respectively, depend on $n$ and are, for each $n$, absolutely continuous w.r.t. some $P \in$ $\mathcal{P}$, and the densities $d P_{j} / d P, j=1,2$, admit the following asymptotic representation

$$
\begin{align*}
& \qquad\left(\frac{d P_{1}}{d P}\right)^{\frac{1}{2}}=1+\frac{1}{2 \sqrt{n_{1}}} \sqrt{1-p_{0}} h_{1 n},\left(\frac{d P_{2}}{d P}\right)^{\frac{1}{2}}=1-\frac{1}{2 \sqrt{n_{2}}} \sqrt{p_{0}} h_{2 n},  \tag{2.1}\\
& \text { and } \int\left(h_{j n}-h\right)^{2} d P \rightarrow 0, j=1,2, \text { for some } h \text { with } 0<\|h\|^{2}:= \\
& \int h^{2} d P<\infty, \text { while } n_{1} / n \rightarrow p_{0} \in(0,1)
\end{align*}
$$

The distribution of the pooled sample $\left\{X_{i}^{\prime}\right\}_{1}^{n_{1}} \cup\left\{X_{i}^{\prime \prime}\right\}_{1}^{n_{2}}$ under $P$ is certainly the $n$-fold direct product $P^{n}=P \times \cdots \times P$. It is well-known (Oosterhoff and van Zwet (1979)) that its distribution under the alternative (2.1), which is the direct product $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$, is contiguous with respect to $P^{n}$, and that under $P^{n}$

$$
\begin{equation*}
L_{n}=\ln \frac{d\left(P_{1}^{n_{1}} \times P_{2}^{n_{2}}\right)}{d P^{n}} \rightarrow_{d} N\left(-\frac{1}{2}\|h\|^{2},\|h\|^{2}\right) \tag{2.2}
\end{equation*}
$$

with $N\left(\mu, \sigma^{2}\right)$ denoting a normal random variable with mean $\mu$ and variance $\sigma^{2}$. Hence, under $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$

$$
\begin{equation*}
L_{n} \rightarrow_{d} N\left(\frac{1}{2}\|h\|^{2},\|h\|^{2}\right) \tag{2.3}
\end{equation*}
$$

Note that, in (2.1), it could seem more natural to start with some functions $h_{1 n}$ and $h_{2 n}$ converging to $h_{1}$ and $h_{2}$, instead of converging both to $h$. However it can be shown that this general situation reduces to (2.1) as it stands, when we replace $P$ by a strategically chosen new $P$, namely the one such that $(P, P)$ is 'closest' to $\left(P_{1}, P_{2}\right)$, where this closeness is measured in terms of the distance in variation between $P^{n}$ and $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$ :

$$
\begin{equation*}
d\left(P_{1}^{n_{1}} \times P_{2}^{n_{2}}, P^{n}\right)=P_{1}^{n_{1}} \times P_{2}^{n_{2}}\left(L_{n}>0\right)-P^{n}\left(L_{n}>0\right) \tag{2.4}
\end{equation*}
$$

a very proper distance in a statistical context. Indeed, it is clear that

$$
d\left(P_{1}^{n_{1}} \times P_{2}^{n_{2}}, P^{n}\right)=\max _{0 \leq \alpha \leq 1}\left(\beta_{n}(\alpha)-\alpha\right)
$$

where $\beta_{n}(\alpha)$ is the power of the $\alpha$-level Neyman-Pearson test for $P^{n}$ against $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$. According to (2.2) and (2.3)

$$
\begin{equation*}
d\left(P_{1}^{n_{1}} \times P_{2}^{n_{2}}, P^{n}\right) \rightarrow 2 \Phi\left(\frac{1}{2}\|h\|\right)-1=: \lambda \tag{2.5}
\end{equation*}
$$

where $\Phi$ is the standard normal distribution function.
Now we are prepared to formulate what we mean with a solution of the two-sample problem. In words, we want a 'natural' process, based on the data, that converges in distribution to a limit process not depending on $P$, and that hence is asymptotically distribution free. Moreover, the distributions of the limiting process under null and contiguous alternative hypothesis should be as far apart in distance in variation as the limiting distance in variation under null and contiguous alternative hypothesis of the data themselves. So basically we want a multivariate process which has the same beautiful properties as the transformed univariate empirical process in (1.4). Here follows the precise mathematical formulation.

Let $\mathcal{B} \subset \mathcal{B}_{0}$, where $\mathcal{B}_{0}$ denotes the class of all Borel-measurable subsets of $[0,1]^{m}$, and consider a sequence of random measures $\left\{\xi_{n}\right\}_{n \geq 1}$ restricted to $\mathcal{B}$. The sequence $\left\{\xi_{n}\right\}_{n \geq 1}$ will be called a strong $\mathcal{P}$-solution of the two-sample problem, if there exists a measurable space $\mathcal{X}$ such that
$(\alpha)$ under $P^{n}$, for each $P \in \mathcal{P}, \xi_{n} \rightarrow_{d} \xi$ in $\mathcal{X}$ and the distribution $\mathbf{Q}_{\xi}$ of $\xi$ is the same for all $P \in \mathcal{P}$;
( $\beta$ ) under $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$, for each sequence of alternatives (2.1), $\xi_{n} \rightarrow_{d} \widetilde{\xi}$ in $\mathcal{X}$ and the distribution $\mathbf{Q}_{\tilde{\xi}}$ of $\tilde{\xi}$ is such that $d\left(\mathbf{Q}_{\tilde{\xi}}, \mathbf{Q}_{\xi}\right)=\lambda$.

In order to obtain practically relevant solutions we add as in Khmaladze (1993) the heuristic requirement that the process $\xi_{n}$ (and the subsequent test statistics) are simple enough to make computations feasible. In other words, we want to exclude formally correct solutions, that involve very 'irregular' transformations of the two-sample empirical process $v_{n}$, like, e.g., solutions obtained from bimeasurable bijections from $\mathbb{R}^{m}$ to $\mathbb{R}^{1}$. Any $\xi_{n}$ satisfying $(\alpha),(\beta)$ and this informal requirement provides a proper background for producing two-sample tests. Indeed, not only for any particular sequences $\left\{h_{1 n}\right\}_{n \geq 1},\left\{h_{2 n}\right\}_{n \geq 1}$ in (2.1), we can find a (linear) functional based on $\xi_{n}$ such that it will lead to an asymptotically optimal test against this sequence of alternatives, but also a great variety of good omnibus tests can be constructed in the usual way, e.g., by taking (weighted) Cramér-von Mises-type statistics or (weighted) Kolmogorov-Smirnov-type statistics.

It might be convenient from computational or other points of view to sacrifice a bit of power in favour of, say, computational simplicity: the sequence $\left\{\xi_{n}\right\}_{n \geq 1}$ is called a weak $\mathcal{P}$-solution of the two-sample problem if it possesses property ( $\alpha$ ) and if
$(\gamma)$ under $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$, for each sequence of alternatives (2.1), $\xi_{n} \rightarrow_{d} \widetilde{\xi}$ in $\mathcal{X}$ and $d\left(\mathbf{Q}_{\tilde{\xi}}, \mathbf{Q}_{\xi}\right)>0$.
In the subsequent sections our choice of the space $\mathcal{X}$ will be the space $l_{\infty}(\mathcal{B})$. We will prove that the sequence of random measures $\left\{u_{n}\right\}_{n \geq 1}$ (see (3.15)) is a strong $\mathcal{P}$-solution, and we consider also a sequence of differently normalized random measures $\left\{w_{n}\right\}_{n \geq 1}$ (see (3.16)) and show that under natural assumptions it is a weak $\mathcal{P}$-solution.

In conclusion of this section we give a few remarks which may illuminate the possible nature of strong and weak solutions.

The first remark is that for an appropriate indexing class $\mathcal{B}$ (see Theorem 5.3) the classical two-sample empirical process $v_{n}$ possesses property $(\beta)$, though not property $(\alpha)$. When $m=1$, however, the processes $v_{n} \circ F_{n}^{-1}$ in (1.4) and $M_{n} \circ F_{n}^{-1}$, with $M_{n}$ as in (1.5), do satisfy $(\alpha)$ and ( $\beta$ ), and hence are strong $\mathcal{P}_{c}$-solutions to the two-sample problem. For any $m \geq$ 1 , the process $w_{n}$ below remains in one-to-one correspondence with $v_{n}$ for each $n$ (Lemma 3.1 and definition (3.16)) and therefore contains the same amount of 'information' as $v_{n}$ for each finite $n$. However, as $n \rightarrow \infty$, some 'information' (though not much) is asymptotically 'slipping away' (Theorem 5.3 and following comments).

As the second remark we note one 'obvious' weak solution, which nevertheless is quite interesting for practical purposes: let $\zeta \sim \mathcal{N}(0,1)$ be independent from $v_{n}$ (say, is generated by a computer programme) and consider $\xi_{n}(B)=v_{n}(B)+P_{n}(B) \zeta$. Since $v_{n}$ converges to a $P$-Brownian bridge it is immediate that $\xi_{n}$ converges to a $P$-Brownian motion under $H_{0}$. Then it can be renormalized exactly in the same way as $u_{n}$ below (put $t=1$ in (3.15)) and will become asymptotically distribution free, however, because of the randomization involved, $\xi_{n}$ will loose property $(\beta)$ though it will retain property ( $\gamma$ ). Curiously enough, in many practical situations the loss is not big (Dzaparidze and Nikulin (1979)).

Finally remark, as shown in Schilling (1983), that the asymptotically distribution free process of Bickel and Breiman (1983) though very interesting from some other points of view can not detect (in a goodness-of-fit context) any of $1 / \sqrt{n}$-alternatives. Whether the process of Kim and Foutz (1987) connected with the same initial idea of uniform spacings can detect such alternatives remains formally unclear. However we believe that the phenomena discovered in Chibisov (1961) explain why it may not be likely. For the omnibus statistic of Friedman and Rafsky (1979) the recent result of Henze and Penrose (1999), Theorem 2, leaves little hope that it can detect any of $1 / \sqrt{n}$-alternatives. So, to the best of our knowledge, the two-sample problem, as described in this section, is essentially still open when $m \geq 2$.

## 3 Two-sample scanning martingales

The main object of this section if not of the whole paper is the set-indexed process $M_{n}$ - see (3.2) below. Though its proper asymptotic analysis requires certain mathematical tools, nothing really is required for the basic idea behind it. Suppose we agreed on some order in which we 'visit' or 'inspect' the elements of pooled sample $\left\{X_{i}\right\}_{1}^{n}$, so that we first visit $X_{(1)}$, then $X_{(2)}$ and so on. Suppose this order is independent from the indicators $\left\{\delta_{i}\right\}_{1}^{n}$. (This order is formalized by the scanning family $\mathcal{A}$ below.) Then the classical empirical process (1.2) can be written as

$$
\begin{equation*}
v_{n}(B)=\left(\frac{n}{n_{1} n_{2}}\right)^{\frac{1}{2}} \sum_{i=1}^{n} \mathbb{1}_{B}\left(X_{(i)}\right)\left(\delta_{i}-\frac{n_{1}}{n}\right) \tag{3.1}
\end{equation*}
$$

where $n_{1} / n$ is, obviously, the unconditional probability of drawing 'one' on the $i$-th draw (see (3.4)), while the process $M_{n}$ is defined as

$$
\begin{equation*}
M_{n}(B)=\left(\frac{n}{n_{1} n_{2}}\right)^{\frac{1}{2}} \sum_{i=1}^{n} \mathbb{1}_{B}\left(X_{(i)}\right)\left(\delta_{i}-\widehat{p}_{i}\right) \tag{3.2}
\end{equation*}
$$

where $\widehat{p}_{i}$ is the conditional probability of drawing 'one' given that many 'ones' were found before the draw: $\widehat{p}_{i}=$ number of remaining 'ones' $/(n-i+1)$ - see (3.5). This is the only difference between $M_{n}$ and $v_{n}$. Observe in particular that the processes $M_{n}$, and $u_{n}$ and $w_{n}$ in the sequel, are indexed by the same multivariate $B$ 's as $v_{n}$, and hence that the, in general, univariate scanning family $\mathcal{A}$ does not lead to 'univariate' processes. In several aspects the behaviour of $M_{n}$ seems simpler and more convenient than that of $v_{n}$. At least, we know now how to standardize $M_{n}$. At the same time, like $v_{n}$, $M_{n}$ preserves 'all information' that is contained in the samples themselves (Lemma 3.1 and Theorem 5.2. Our final processes $u_{n}$ and $w_{n}$ are simply weighted versions of $M_{n}$.

Now, let $\mathcal{A}=\left\{A_{t}, t \in[0,1]\right\}$ be a family of closed subsets of $[0,1]^{m}$ with the following properties:

1) $A_{0}=\emptyset, A_{1}=[0,1]^{m}, \quad$ 2) $A_{t} \subset A_{t^{\prime}}$ if $t \leq t^{\prime}$,
2) $\mu\left(A_{t}\right)$ is continuous and strictly increasing in $t$.

This family will be called a scanning family. Denote with $X_{i}$ an element of the pooled sample $\left\{X_{i}^{\prime}\right\}_{1}^{n_{1}} \cup\left\{X_{i}^{\prime \prime}\right\}_{1}^{n_{2}}$, with $X_{i}^{\prime}$ and $X_{i}^{\prime \prime}$ reordered in some arbitrary and for us unimportant way. Under the two-sample null hypothesis this pooled sample $\left\{X_{i}\right\}_{1}^{n}$ is simply a sequence of i.i.d. random variables with distribution $P \in \mathcal{P}$ each. Let

$$
\begin{equation*}
t\left(X_{i}\right)=\min \left\{t: X_{i} \in A_{t}\right\} \tag{3.3}
\end{equation*}
$$

denote with $\left\{t_{i}\right\}_{1}^{n}$ the order statistics based on $\left\{t\left(X_{i}\right)\right\}_{1}^{n}$ and let $\left\{X_{(i)}\right\}_{1}^{n}$ be the correspondingly reordered $X_{i}$ 's. Put also $t_{0}=0$ and $t_{n+1}=1$ when needed. Later it will be useful to have in mind that absolute continuity of $P$ (condition (C2)) implies that all the $t_{i}$ are different a.s. Under $H_{0}$ the sequence of Bernoulli random variables $\left\{\delta_{i}\right\}_{1}^{n}$,

$$
\delta_{i}=\mathbb{1}\left\{X_{(i)} \in \text { first sample }\right\}
$$

is independent of the $\left\{X_{(i)}\right\}_{1}^{n}$ and the distribution of the $\left\{\delta_{i}\right\}_{1}^{n}$ is that of sampling without replacement from an urn containing $n_{1}$ 'ones' and $n_{2}$ 'zeros' (see Section 1).

Now we define the filtration based on the scanning family $\mathcal{A}$. Let

$$
\begin{aligned}
& \mathcal{F}_{0}=\sigma\left\{P_{n}(B), B \in \mathcal{B}_{0}\right\} \\
& \mathcal{F}_{t}=\sigma\left\{\widehat{P}_{n_{1}}\left(B \cap A_{t}\right), B \in \mathcal{B}_{0}\right\} \vee \mathcal{F}_{0}, \quad t \in(0,1] \\
& \mathcal{F}_{(i)}=\sigma\left\{\delta_{j}: j \leq i\right\} \vee \mathcal{F}_{0}
\end{aligned}
$$

If $P$ is continuous, then the conditional distribution of $\widehat{P}_{n_{1}}$ given $\mathcal{F}_{0}$ is free from $P$, but conditioning on $\mathcal{F}_{(j)}$ also produces a simple distribution for $\widehat{P}_{n_{1}}$ free from $P$ :

$$
\begin{equation*}
\mathbb{P}\left\{X_{(i)} \in \text { first sample } \mid \mathcal{F}_{0}\right\}=\mathbb{P}\left\{\left.\widehat{P}_{n_{1}}\left(X_{(i)}\right)=\frac{1}{n_{1}} \right\rvert\, \mathcal{F}_{0}\right\}=\frac{n_{1}}{n} \tag{3.4}
\end{equation*}
$$

and, for $j \leq i-1$,

$$
\begin{equation*}
\mathbb{P}\left\{X_{(i)} \in \text { first sample } \mid \mathcal{F}_{(j)}\right\}=\frac{n_{1} \widehat{P}_{n_{1}}\left(A_{t_{j}}^{c}\right)}{n P_{n}\left(A_{t_{j}}^{c}\right)} \tag{3.5}
\end{equation*}
$$

where $A^{c}=[0,1]^{m} \backslash A$; note that $n P_{n}\left(A_{t_{j}}^{c}\right)=n-j$ a.s. We will write

$$
\widehat{p}(t)=\frac{n_{1} \widehat{P}_{n_{1}}\left(A_{t-}^{c}\right)}{n P_{n}\left(A_{t-}^{c}\right)}, 0 \leq t \leq t_{n} ; \widehat{p}_{i}=\frac{n_{1} \widehat{P}_{n_{1}}\left(A_{t_{i-1}}^{c}\right)}{n P_{n}\left(A_{t_{i-1}}^{c}\right)}, i=1, \ldots, n
$$

Consider now $v_{n}$ along with the filtration $\left\{\mathcal{F}_{t}, t \in[0,1]\right\}$ in a way similar to the construction introduced in Khmaladze (1993), i.e. for each $B$ consider $v_{n}\left(B \cap A_{t}\right)$, or, equivalently, consider $\widehat{P}_{n_{1}}\left(B \cap A_{t}\right)$, as $P_{n}$ is $\mathcal{F}_{0}$-measurable.

By doing this we obtain a new object in the two-sample theory, which is for each $B$ a semimartingale with respect to $\left\{\mathcal{F}_{t}, t \in[0,1]\right\}$ and for each $t$ a random measure on $\mathcal{B}_{0}$. Hence we gain the possibility to apply to $v_{n}$ and $\widehat{P}_{n_{1}}$ the well-developed theory of martingales and of marked point processes; see e.g., Brémaud (1981)and Jacod and Shiryayev (1987). More specifically, for given $B$ consider the (normalized) martingale part of the submartingale $\left\{\widehat{P}_{n_{1}}\left(B \cap A_{t}\right), \mathcal{F}_{t}, t \in[0,1]\right\}$. We obtain

$$
\mathbb{E}\left(\widehat{P}_{n_{1}}\left(B \cap A_{d s}\right) \mid \mathcal{F}_{s}\right)=\frac{n}{n_{1}} \widehat{p}(s) P_{n}\left(B \cap A_{d s}\right),
$$

so that

$$
\begin{equation*}
M_{n}(B, t)=\left(\frac{n_{1} n}{n_{2}}\right)^{\frac{1}{2}}\left(\widehat{P}_{n_{1}}\left(B \cap A_{t}\right)-\frac{n}{n_{1}} \int_{0}^{t} \widehat{p}(s) P_{n}\left(B \cap A_{d s}\right)\right) \tag{3.6}
\end{equation*}
$$

is a martingale in $t$. For a class $\mathcal{B} \subset \mathcal{B}_{0}$ let

$$
\begin{equation*}
a(\mathcal{B})=\left\{B \cap A_{t}: B \in \mathcal{B}, A_{t} \in \mathcal{A}\right\} \tag{3.7}
\end{equation*}
$$

It is clear that $M_{n}(B, t)=M_{n}\left(B \cap A_{t}, 1\right)$ for any $B \in a(\mathcal{B})$. Therefore most of the time we will consider the random measure $M_{n}(\cdot, 1)$ on $a(\mathcal{B})$ and denote it simply $M_{n}(\cdot)$. However, because the classes $\mathcal{B}$ and $\mathcal{A}$ will play an asymmetric role we will keep also the notation $M_{n}(B, t)$.

It is easily seen that $M_{n}(B, t)$ can be rewritten as

$$
\begin{equation*}
M_{n}(B, t)=v_{n}\left(B \cap A_{t}\right)+\int_{0}^{t} \frac{v_{n}\left(A_{s-}\right)}{P_{n}\left(A_{s-}^{c}\right)} P_{n}\left(B \cap A_{d s}\right) \tag{3.8}
\end{equation*}
$$

and for $t=1$ both (3.6) and (3.8) lead to the expression (3.2) which we started with.

Among the first properties of $M_{n}$ let us mention one: denote $A_{\Delta t}=$ $A_{t+\Delta t}-A_{t}$, then $M_{n}\left(B \cap A_{\Delta t}\right)=0$ if $P_{n}\left(B \cap A_{\Delta t}\right)=0$. The next property is stated in the following

Lemma 3.1 Let the class $\mathcal{B} \subset \mathcal{B}_{0}$ be such that $[0,1]^{m} \in \mathcal{B}$. Given $\mathcal{F}_{0}$, the restriction of the random measure $v_{n}$ to a $(\mathcal{B})$ defines the restriction of the random measure $M_{n}$ to $a(\mathcal{B})$ in a one-to-one way

The proof of Lemma 3.1 is rather easy, but the lemma itself is important for justification of inference based on $M_{n}$, for it says, heuristically, that what can be achieved in testing based on $v_{n}$ can also be achieved based on $M_{n}$ and vice versa.

Proof For each $C=B \cap A_{\tau}$ the value of $M_{n}(C)$ can be derived using (3.8), since all $A_{t} \in a(\mathcal{B})$. Now the other way around. Choose $B=[0,1]^{m}$ and consider the equation

$$
\begin{equation*}
M_{n}\left(A_{t}\right)=v_{n}\left(A_{t}\right)+\int_{0}^{t} \frac{v_{n}\left(A_{s-}\right)}{P_{n}\left(A_{s-}^{c}\right)} P_{n}\left(A_{d s}\right) \tag{3.9}
\end{equation*}
$$

It is well-known that it has the unique solution $v_{n}\left(A_{t-}\right)=P_{n}\left(A_{t-}^{c}\right)$ $\cdot \int_{0}^{t-} M_{n}\left(A_{d s}\right) / P_{n}\left(A_{s}^{c}\right)$. Hence, for any $B$, the unique inverse of (3.8) is

$$
\begin{align*}
& v_{n}\left(B \cap A_{t}\right)=M_{n}\left(B \cap A_{t}\right)-\int_{0}^{t} P_{n}\left(B \cap A_{d \tau}\right) \int_{0}^{\tau-} \frac{M_{n}\left(A_{d s}\right)}{P_{n}\left(A_{s}^{c}\right)}  \tag{3.10}\\
& =M_{n}\left(B \cap A_{t}\right)-\int_{0}^{t} \frac{P_{n}\left(B \cap A_{t}\right)-P_{n}\left(B \cap A_{s}\right)}{P_{n}\left(A_{s}^{c}\right)} M_{n}\left(A_{d s}\right)
\end{align*}
$$

This concludes the proof.
Not only the properties of $M_{n}(B, t)$ are convenient in $t$, but also the properties of it in $B$ are substantially simpler than those of $v_{n}(B)$ as the next lemma will show. The two martingales $M_{n}(B, \cdot)$ and $M_{n}(C, \cdot)$ are called orthogonal if the process

$$
\left\langle M_{n}(B, \cdot), M_{n}(C, \cdot)\right\rangle(t)=\sum_{t_{i} \leq t} \mathbb{E}\left(M_{n}\left(B, \Delta t_{i}\right) M_{n}\left(C, \Delta t_{i}\right) \mid \mathcal{F}_{t_{i-1}}\right)
$$

is identically 0 . For $C=B$ the process $\left\langle M_{n}(B, \cdot), M_{n}(B, \cdot)\right\rangle=\left\langle M_{n}(B, \cdot)\right\rangle$ is called the quadratic variation process. In words, $\left\langle M_{n}(B, \cdot), M_{n}(C, \cdot)\right\rangle$ is a partial sum process of conditional covariances, whereas $\left\langle M_{n}(B, \cdot)\right\rangle$ is a partial sum process of conditional variances. According to (3.5) and (3.2)

$$
\begin{align*}
& \left\langle M_{n}(B, \cdot), M_{n}(C, \cdot)\right\rangle(t)=\frac{n}{n_{1} n_{2}} \sum_{t_{i} \leq t} \mathbb{1}_{B \cap C}\left(X_{(i)}\right) \widehat{p}_{i}\left(1-\widehat{p}_{i}\right),  \tag{3.11}\\
& \left\langle M_{n}(B, \cdot)-M_{n}(C, \cdot)\right\rangle(t)=\frac{n}{n_{1} n_{2}} \sum_{t_{i} \leq t} \mathbb{1}_{B \Delta C}\left(X_{(i)}\right) \widehat{p}_{i}\left(1-\widehat{p}_{i}\right) .
\end{align*}
$$

This leads to the aforementioned lemma.
Lemma 3.2 If $B$ and $C$ are disjoint, then $M_{n}(B, \cdot)$ and $M_{n}(C, \cdot)$ are orthogonal. Therefore, given $\mathcal{F}_{0}, M_{n}(\cdot)$ is a random measure with uncorrelated increments: for $B, C \in a(\mathcal{B})$ with $P_{n}(B \cap C)=0$

$$
\mathbb{E}\left(M_{n}(B) M_{n}(C) \mid \mathcal{F}_{0}\right)=0
$$

Note that this is certainly not the case for $v_{n}$, since

$$
\mathbb{E}\left(v_{n}(B) v_{n}(C) \mid \mathcal{F}_{0}\right)=\frac{n}{n-1}\left(P_{n}(B \cap C)-P_{n}(B) P_{n}(C)\right)
$$

The process $M_{n}(B, t)$ is essentially an analogue in $\mathbb{R}^{m}$ of the process in (1.5), studied in Urinov (1992) in $\mathbb{R}^{1}$; see also Cabaña and Cabaña (1994), Section 3, where 'wave components' of a Wiener process are studied in $\mathbb{R}^{2}$.

The quadratic variation describes the 'intrinsic' time of a martingale. As formula (3.11) suggests $\left\langle M_{n}(B, \cdot)\right\rangle(t) \approx P_{n}\left(B \cap A_{t}\right)$. Indeed we have, with $a^{\prime}(\mathcal{B})=\left\{C_{1} \cap C_{2}: C_{1}, C_{2} \in a(\mathcal{B})\right\}$,

Lemma 3.3 Assume $P \in \mathcal{P}$ and $n_{1} / n \rightarrow p_{0} \in(0,1)$.
i) For a.a. sequences $\left\{P_{n}\right\}_{n \geq 1}$, conditionally on $\mathcal{F}_{0}$,

$$
\begin{equation*}
\sup _{B \in B_{0}}\left|\left\langle M_{n}(B, \cdot)\right\rangle(1)-P_{n}(B)\right| \rightarrow 0 \quad \text { a.s. } \quad(n \rightarrow \infty), \tag{3.12}
\end{equation*}
$$

and hence in particular for any $B \in \mathcal{B}_{0}$, conditionally on $\mathcal{F}_{0}$,

$$
\left\langle M_{n}(B, \cdot)\right\rangle(t) \rightarrow P\left(B \cap A_{t}\right) \quad \text { a.s. } \quad(n \rightarrow \infty) .
$$

ii) Suppose the class $\mathcal{B}$ is a Vapnik-Chervonenkis (VC) class. Then

$$
\sup _{C \in a^{r}(\mathcal{B})}\left|P_{n}(C)-P(C)\right| \rightarrow 0 \quad \text { a.s. } \quad(n \rightarrow \infty)
$$

The proof of this lemma is essentially contained in the proof of Lemma 3.4 below and will hence be omitted. Observe that (ii) is just a version of the Glivenko-Cantelli theorem; it is stated here under the above explicit condition to stay in line with Lemma 3.4 and Theorem 4.1.

It follows that the provisional limit, under $H_{0}$, for $M_{n}(B)$ is the restriction to $a(\mathcal{B})$ of a mean zero Gaussian random measure $W_{P}(B)$ with covariance function

$$
\begin{equation*}
\mathbb{E} W_{P}(B) W_{P}(C)=P(B \cap C) \tag{3.13}
\end{equation*}
$$

(i.e. Wiener random measure with 'time' $P$ ) and apparently, $M_{n}(B)$ is not asymptotically distribution free. Therefore we will renormalize it in two different ways, see $u_{n}$ and $w_{n}$ below. The idea of both these normalizations is inspired by the following simple result (see, e.g., Khmaladze (1988)): If $W_{P}$ is a Wiener random measure on $\mathcal{B}_{0}$ with covariance function (3.13) and $P \in \mathcal{P}$, then (cf. (C2))

$$
\begin{equation*}
W(B)=\int_{B} \frac{1}{f^{\frac{1}{2}}(x)} W_{P}(d x), \quad B \in \mathcal{B}_{0} \tag{3.14}
\end{equation*}
$$

is a standard Wiener random measure, i.e. it has covariance function

$$
\mathbb{E} W(B) W(C)=\mu(B \cap C)
$$

An empirical version of this transformation will be applied to $M_{n}$. Suppose
(C4) there exists an $\mathcal{F}_{0}$-measurable density estimator $\widehat{f}_{n}\left(0 \leq \widehat{f}_{n}<\infty\right)$, such that if each $X_{i}$ has distribution $P \in \mathcal{P}$, then for all $c^{\prime}$

$$
\limsup _{n \rightarrow \infty} c_{n} \sup _{x: f(x) \leq c^{\prime}}\left|\widehat{f}_{n}(x)-f(x)\right| \leq c \text { a.s. }
$$

with $c=c\left(c^{\prime}\right), c_{n}$ known and $c_{n} \rightarrow \infty(n \rightarrow \infty)$; moreover for all sufficiently large $c^{\prime}>1$

$$
\liminf _{n \rightarrow \infty} \inf _{x: f(x) \geq c^{\prime}} \widehat{f}_{n}(x)>1 \text { a.s. }
$$

It is not difficult to see that such an $\widehat{f}_{n}$ exists under mild smoothness conditions on $f$ (see, e.g., Silverman (1986) and Scott (1992)). Set $f_{n}(x)=$ $\widehat{f}_{n}(x) \vee c_{n}^{-1}, x \in[0,1]^{m}$, and introduce the random measure $u_{n}$ by

$$
\begin{align*}
& u_{n}\left(B \cap A_{t}\right) \equiv u_{n}(B, t)=\int_{B \cap A_{t}} \frac{1}{f_{n}^{\frac{1}{2}}(x)} M_{n}(d x)  \tag{3.15}\\
& =\left(\frac{n}{n_{1} n_{2}}\right)^{\frac{1}{2}} \sum_{i=1}^{n} \frac{1}{f_{n}^{\frac{1}{2}}\left(X_{(i)}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{(i)}\right)\left(\delta_{i}-\widehat{p}_{i}\right)
\end{align*}
$$

Since $f_{n}$ is $\mathcal{F}_{0}$-measurable $u_{n}(B, \cdot)$ is a martingale indeed, and

$$
\left\langle u_{n}(B, \cdot)\right\rangle(t)=\frac{n}{n_{1} n_{2}} \sum_{i=1}^{n} \frac{1}{f_{n}\left(X_{(i)}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{(i)}\right) \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)
$$

Eventually we will prove that $u_{n}$ is a strong $\mathcal{P}$-solution of the two-sample problem. To prove convergence in distribution of $u_{n}$ we will need the following result. Set

$$
\mu_{n}(C)=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f_{n}\left(X_{i}\right)} \mathbb{l}_{C}\left(X_{i}\right)
$$

Lemma 3.4 Assume $P \in \mathcal{P}$, (C4) holds and $n_{1} / n \rightarrow p_{0} \in(0,1)$.
(i) For a.a. sequences $\left\{P_{n}\right\}_{n \geq 1}$, we have conditionally on $\mathcal{F}_{0}$, for all $B \in \mathcal{B}_{0}$

$$
\left\langle u_{n}(B, \cdot)\right\rangle(t) \rightarrow \mu\left(B \cap A_{t}\right) \text { a.s. }(n \rightarrow \infty)
$$

(ii) Suppose the class $\mathcal{B}$ is a VC class. Then

$$
\sup _{C \in a^{\prime}(\mathcal{B})}\left|\mu_{n}(C)-\mu(C)\right| \rightarrow 0 \text { a.s. }(n \rightarrow \infty)
$$

It could be noted that the initial observation behind the proof of the lemma is that, according to the Kolmogorov strong law of large numbers (SLLN), for each $B \in \mathcal{B}_{0}$

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f\left(X_{i}\right)} \mathbb{1}_{B}\left(X_{i}\right) \rightarrow \mu(B)\left(=\int_{B} \frac{1}{f} d P\right) \text { a.s. }(n \rightarrow \infty) .
$$

Before we prove this lemma let us introduce another normalization of $M_{n}$. Consider the Dirichlet (or Voronoi) tessellation of $[0,1]^{m}$ associated with the sequence $\left\{X_{i}\right\}_{1}^{n}$ : for each $X_{i}$ let

$$
\Delta\left(X_{i}\right)=\left\{x \in[0,1]^{m}:\left\|x-X_{i}\right\|=\min _{1 \leq j \leq n}\left\|x-X_{j}\right\|\right\}
$$

and let for each $C$

$$
\widetilde{C}_{n}=\bigcup_{X_{i} \in C} \Delta\left(X_{i}\right), \tilde{\mu}_{n}(C)=\mu\left(\widetilde{C}_{n}\right) \stackrel{\text { a.s. }}{=} \sum_{i=1}^{n} \mu\left(\Delta\left(X_{i}\right)\right) \mathbb{1}_{C}\left(X_{i}\right)
$$

Now introduce

$$
\begin{equation*}
w_{n}(C)=\frac{n}{\left(n_{1} n_{2}\right)^{\frac{1}{2}}} \sum_{i=1}^{n}\left(\mu\left(\Delta\left(X_{(i)}\right)\right)\right)^{\frac{1}{2}} \mathbb{1}_{C}\left(X_{(i)}\right)\left(\delta_{i}-\widehat{p}_{i}\right) \tag{3.16}
\end{equation*}
$$

Then again, since the sequence $\left\{\mu\left(\Delta\left(X_{(i)}\right)\right)\right\}_{1}^{n}$ is $\mathcal{F}_{0}$-measurable, $w_{n}\left(B \cap A_{t}\right)$ is for each $t$ a random measure in $B$ and for each $B$ a martingale in $t$, and, in the obvious notation,

$$
\left\langle w_{n}(B, \cdot)\right\rangle(t)=\frac{n^{2}}{n_{1} n_{2}} \sum_{i=1}^{n} \mu\left(\Delta\left(X_{(i)}\right)\right) \mathbb{1}_{B \cap A_{t}}\left(X_{(i)}\right) \widehat{p}_{i}\left(1-\widehat{p}_{i}\right) .
$$

The expression in (3.16) also can be viewed as another empirical analogue of (3.14):

$$
w_{n}(C)=\int_{C} \frac{1}{\tilde{f}_{n}^{\frac{1}{2}}(x)} M_{n}(d x)
$$

since the step-function $\widetilde{f}_{n}(x)=\left(n \mu\left(\Delta\left(X_{i}\right)\right)\right)^{-1}$ for all inner points $x \in \Delta\left(X_{i}\right)$ (and let it be 1 on the boundaries $\Delta\left(X_{i}\right) \cap \Delta\left(X_{j}\right)$ ) can be considered as a density estimator, though an inconsistent one. Its analogue on $\mathbb{R}$ is essentially the 1-nearest neighbour estimator. Denote

$$
\rho\left(X_{i}\right)=\max _{x \in \Delta\left(X_{i}\right)}\left\|x-X_{i}\right\|
$$

We shall consider $\left\{X_{i}\right\}_{1}^{n}$ that do not necessarily form a random sample, in order to justify to some extent the possibility of using the normalized ranks $\left\{R_{i}\right\}_{1}^{n}$ as mentioned in Section 2. For these more general $X_{i}$, the $\delta_{i}$ which determine first and second sample are as in Section 1.

Lemma 3.5 Suppose that the $X_{i}, 1 \leq i \leq n$, are random vectors in $[0,1]^{m}$ with $X_{i} \neq X_{j}$ a.s. for $i \neq j$, such that for their empirical distribution $P_{n}$ we have $P_{n} \rightarrow_{w} P$ a.s. $(n \rightarrow \infty)$, for some $P \in \mathcal{P}$.
(i) Then

$$
\rho_{n}^{*}=\max _{1 \leq i \leq n} \rho\left(X_{i}\right) \rightarrow 0 \text { a.s. }(n \rightarrow \infty)
$$

(ii) For $C \subset \mathcal{B}_{0}$, set $C^{\varepsilon}=\left\{x \in[0,1]^{m}:\|x-C\|<\varepsilon\right\}$ and $C_{\varepsilon}=\left(\left(C^{c}\right)^{\varepsilon}\right)^{c}$. Suppose $\mathcal{C} \subset \mathcal{B}_{0}$ is such that $\mathcal{A} \subset \mathcal{C}$ and

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \sup _{C \in \mathcal{C}} \mu\left(C^{\varepsilon} \backslash C_{\varepsilon}\right) \rightarrow 0 \tag{3.17}
\end{equation*}
$$

If $n_{1} / n \rightarrow p_{0} \in(0,1)$, then for a.a. sequences $\left\{P_{n}\right\}_{n \geq 1}$, conditionally on $\mathcal{F}_{0}$,

$$
\sup _{C \in \mathcal{C}}\left|\left\langle w_{n}(C, \cdot)\right\rangle(1)-\mu(C)\right| \rightarrow 0 \text { a.s. }(n \rightarrow \infty)
$$

(iii) Also, under (3.17)

$$
\sup _{C \in \mathcal{C}}\left|\widetilde{\mu}_{n}(C)-\mu(C)\right| \rightarrow 0 \text { a.s. }(n \rightarrow \infty)
$$

Proof of Lemma 3.4 Consider

$$
\begin{aligned}
& \mid\left\langle u_{n}(B, \cdot)\right\rangle(t)-\mu\left(B \cap A_{t}\right)\left|\leq\left|\left\langle u_{n}(B, \cdot)\right\rangle(t)-\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f\left(X_{(i)}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{(i)}\right)\right|\right. \\
&+\left|\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f\left(X_{i}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{i}\right)-\mu\left(B \cap A_{t}\right)\right|
\end{aligned}
$$

By the SLLN, as $n \rightarrow \infty$,

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f\left(X_{i}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{i}\right) \rightarrow \int \frac{1}{f} \mathbb{1}_{B \cap A_{t}} d P=\mu\left(B \cap A_{t}\right) \text { a.s. }
$$

So it suffices to consider

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n}\left\{\frac{1}{f_{n}\left(X_{(i)}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{(i)}\right) \frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)-\frac{1}{f\left(X_{(i)}\right)} \mathbb{1}_{B \cap A_{t}}\left(X_{(i)}\right)\right\}\right| \\
& \leq \frac{1}{n} \sum_{i=1}^{n}\left|\frac{1}{f_{n}\left(X_{i}\right)}-\frac{1}{f\left(X_{i}\right)}\right| \frac{n^{2}}{4 n_{1} n_{2}}+\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f\left(X_{(i)}\right)}\left|\frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)-1\right|
\end{aligned}
$$

First we show that the last term above converges to 0 a.s. We will split this sum in the sum involving the $X_{(i)}$ 's for which $X_{(i)} \in A_{1-\varepsilon}$ and the sum involving the $X_{(i)}$ 's for which $X_{(i)} \notin A_{1-\varepsilon}$. Since $P \in \mathcal{P}$, we have $P\left(A_{1-\varepsilon}\right)<1$ and hence it follows from a kind of conditional GlivenkoCantelli theorem that

$$
\max _{X_{(i)} \in A_{1-\varepsilon}}\left|\widehat{p}_{i}-\frac{n_{1}}{n}\right| \leq \sup _{t \leq 1-\varepsilon}\left|\widehat{p}(t)-\frac{n_{1}}{n}\right| \rightarrow 0 \text { a.s. }(n \rightarrow \infty) .
$$

(Actually this conditional Glivenko-Cantelli theorem is well-known and is essentially proved in a version of the proof of the ordinary Glivenko-Cantelli theorem for VC classes, see Gaenssler (1983, pp. 28-34).) This yields in combination with the SLLN that

$$
\frac{1}{n} \sum_{X_{(i)} \in A_{1-\varepsilon}} \frac{1}{f\left(X_{(i)}\right)}\left|\frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)-1\right| \rightarrow 0 \text { a.s. }
$$

The sum dealing with the $X_{(i)}$ 's for which $X_{(i)} \notin A_{1-\varepsilon}$ is not greater than

$$
\frac{n^{2}}{4 n_{1} n_{2}} \frac{1}{n} \sum_{X_{i} \notin A_{1-\varepsilon}} \frac{1}{f\left(X_{i}\right)} \rightarrow \frac{1}{4 p_{0}\left(1-p_{0}\right)} \mu\left(A_{1-\varepsilon}^{c}\right) \text { a.s. }
$$

For arbitrary $\delta>0$, this last expression is less than $\delta$ for $\varepsilon$ sufficiently small.
Gathering everything we see that the proof of part (i) is complete if we show that

$$
\frac{1}{n} \sum_{i=1}^{n}\left|\frac{1}{f_{n}\left(X_{i}\right)}-\frac{1}{f\left(X_{i}\right)}\right|=\int_{[0,1]^{m}}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n} \rightarrow 0 \text { a.s. }
$$

Define for $0<\eta<1<c^{\prime}, D_{1}=\left\{x \in[0,1]^{m}: f(x)<\eta\right\}, D_{2}=\left\{x \in[0,1]^{m}\right.$, $\left.\eta \leq f(x) \leq c^{\prime}\right\}$, and $D_{3}=\left\{x \in[0,1]^{m}: f(x)>c^{\prime}\right\}$. Then for large enough $c^{\prime}$, we have by (C4)

$$
\limsup _{n \rightarrow \infty} \int_{D_{3}}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n} \leq \limsup _{n \rightarrow \infty} \int_{D_{3}} d P_{n}=P\left(D_{3}\right)<\delta \text { a.s. }
$$

Also for small enough $\eta$ we have from the definition of $f_{n}$

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \int_{D_{1}}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n} \leq \limsup _{n \rightarrow \infty} \int_{D_{1}} \frac{\left|f_{n}-f\right|}{f_{n} f} d P_{n}  \tag{3.18}\\
& \leq c \lim _{n \rightarrow \infty} \int_{D_{1}} \frac{1}{f} d P_{n}=c \mu\left(D_{1}\right)<\delta \text { a.s. }
\end{align*}
$$

Finally by (C4)

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \int_{D_{2}}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n}=\limsup _{n \rightarrow \infty} \int_{D_{2}} \frac{\left|f_{n}-f\right|}{f_{n} f} d P_{n} \\
& \leq \frac{1}{\eta^{2}} \limsup _{n \rightarrow \infty} \int_{D_{2}}\left|f_{n}-f\right| d P_{n} \leq \frac{1}{\eta^{2}} \lim _{n \rightarrow \infty} \sup _{x \in D_{2}}\left|f_{n}(x)-f(x)\right|=0
\end{aligned}
$$

almost surely. Since $\delta$ is arbitrary this completes the proof of part (i).
Now we will prove part (ii). We have

$$
\begin{aligned}
& \sup _{C \in a^{\prime}(\mathcal{B})}\left|\mu_{n}(C)-\mu(C)\right|=\sup _{C \in a^{\prime}(\mathcal{B})}\left|\int_{C} \frac{1}{f_{n}} d P_{n}-\int_{C} \frac{1}{f} d P\right| \\
& \leq \sup _{C \in a^{\prime}(\mathcal{B})} \int_{C}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n}+\sup _{C \in a^{\prime}(\mathcal{B})}\left|\int_{C} \frac{1}{f}\left(d P_{n}-d P\right)\right| .
\end{aligned}
$$

But

$$
\sup _{C \in a^{\prime}(\mathcal{B})} \int_{C}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n}=\int_{[0,1]^{m}}\left|\frac{1}{f_{n}}-\frac{1}{f}\right| d P_{n}
$$

which converges to 0 a.s. as we just showed. So finally we have to prove

$$
\sup _{C \in a^{\prime}(\mathcal{B})}\left|\int_{C} \frac{1}{f}\left(d P_{n}-d P\right)\right| \rightarrow 0 \text { a.s. }(n \rightarrow \infty)
$$

This is, however, a routine matter: since $\mathcal{B}$ is a VC class and $\int_{[0,1]^{m}} f^{-1} d P=$ $1<\infty$, the class of functions $\left\{f^{-1} \mathbb{1}_{C}: C \in a^{\prime}(\mathcal{B})\right\}$ is a Glivenko-Cantelli class.

Proof of Lemma 3.5 (i) For $k \in \mathbb{N}$, let $\mathcal{H}_{k}$ be the finite set of hypercubes of the form $\Pi_{j=1}^{m}\left[r_{j} / k,\left(r_{j}+1\right) / k\right], r_{j} \in\{0,1, \ldots, k-1\}$. Since $P_{n} \rightarrow_{w} P$ a.s. and $P \in \mathcal{P}$, we see that for all $k \in \mathbb{N}$, $\sup _{H \in \mathcal{H}_{k}}\left|P_{n}(H)-P(H)\right| \rightarrow 0$ a.s. But since $\inf _{H \in \mathcal{H}_{k}} P(H)>0$, this easily implies that $\rho_{n}^{*} \rightarrow 0$ a.s.

We now prove part (iii). Let $\varepsilon>0$. Since $\rho_{n}^{*} \rightarrow 0$ a.s. and for all $C \in \mathcal{C}$, $\widetilde{C}_{n} \subset C^{\varepsilon}$ and $\left(\widetilde{C}_{n}\right)^{c} \subset\left(C^{c}\right)^{\varepsilon}$, that is $C_{\varepsilon} \subset C_{n} \subset C^{\varepsilon}$, as soon as $\rho_{n}^{*}<\varepsilon$, we have

$$
\limsup _{n \rightarrow \infty} \sup _{C \in \mathcal{C}}\left|\widetilde{\mu}_{n}(C)-\mu(C)\right| \leq \sup _{C \in \mathcal{C}} \mu\left(C^{\varepsilon} \backslash C_{\varepsilon}\right) \text { a.s. }
$$

Now (3.17) proves part (iii).
Finally we consider part (ii). Because of part (iii), it is sufficient to show that

$$
\begin{aligned}
& \sup _{C \in \mathcal{C}}\left|\left\langle w_{n}(C, \cdot)\right\rangle(1)-\widetilde{\mu}_{n}(C)\right| \\
= & \sup _{C \in \mathcal{C}}\left|\sum_{i=1}^{n} \mu\left(\Delta\left(X_{(i)}\right)\right) \mathbb{1}_{C}\left(X_{(i)}\right)\left\{\frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)-1\right\}\right| \\
\leq & \sum_{i=1}^{n} \mu\left(\Delta\left(X_{(i)}\right)\right)\left|\frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)-1\right| \rightarrow 0 \text { a.s. }
\end{aligned}
$$

This last expression, however, can be treated in much the same way as

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{f\left(X_{(i)}\right)}\left|\frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)-1\right|
$$

in the proof of Lemma 3.4.

## 4 Weak convergence under $H_{0}$ : property ( $\alpha$ )

Let $\mathcal{B} \subset \mathcal{B}_{0}$ be the indexing class for the random measures $M_{n}, u_{n}$ and $w_{n}$ defined by (3.2), (3.15) and (3.16) respectively, and consider the space $\ell_{\infty}(\mathcal{B})$ as the space of trajectories of these measures. To prove the convergence in distribution in $\ell_{\infty}(\mathcal{B})$ one needs the convergence of the finite-dimensional distributions and the asymptotic equicontinuity property, studied in the empirical process context, e.g., in Pollard (1990), see Theorem 10.2, and Sheehy and Wellner (1992). This property follows from Lemma 4.2 below (in combination with Lemmas 3.3-3.5), which in turn follows from appropriate exponential inequalities.

The first lemma of this section provides these inequalities. Consider the process

$$
\begin{equation*}
\xi(t)=\sum_{t_{i} \leq t} \gamma_{i}\left(\delta_{i}-\widehat{p}_{i}\right) \tag{4.1}
\end{equation*}
$$

with $\mathcal{F}_{0}$-measurable coefficients $\gamma_{i}, i=1, \ldots, n$. The process $\xi$ is a martingale and

$$
\langle\xi\rangle(t)=\sum_{t_{i} \leq t} \gamma_{i}^{2} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right) \leq \Gamma(t) / 4 \text { with } \Gamma(t)=\sum_{t_{i} \leq t} \gamma_{i}^{2}
$$

Lemma 4.1 (i) The process $\left\{\exp \left(\lambda \xi(t)-\frac{\lambda^{2}}{8} \Gamma(t)\right), 0 \leq t \leq 1\right\}$ is a supermartingale and $\mathbb{E}\left[\left.\exp \left(\lambda \xi(t)-\frac{\lambda^{2}}{8} \Gamma(t)\right) \right\rvert\, \mathcal{F}_{0}\right] \leq 1$.
(ii) We have for $z \geq 0$

$$
\begin{equation*}
\mathbb{P}\left\{|\xi(1)|>z \mid \mathcal{F}_{0}\right\} \leq 2 e^{-2 z^{2} / \Gamma(1)} \tag{4.2}
\end{equation*}
$$

Corollary 4.1 For $z \geq 0$

$$
\begin{aligned}
& \mathbb{P}\left\{\left.\left|M_{n}(B)-M_{n}(C)\right|>z\left(\frac{n^{2}}{n_{1} n_{2}}\right)^{1 / 2} \right\rvert\, \mathcal{F}_{0}\right\} \leq 2 \exp \left(-2 z^{2} / P_{n}(B \Delta C)\right) \\
& \mathbb{P}\left\{\left.\left|u_{n}(B)-u_{n}(C)\right|>z\left(\frac{n^{2}}{n_{1} n_{2}}\right)^{1 / 2} \right\rvert\, \mathcal{F}_{0}\right\} \leq 2 \exp \left(-2 z^{2} / \mu_{n}(B \Delta C)\right) \\
& \mathbb{P}\left\{\left.\left|w_{n}(B)-w_{n}(C)\right|>z\left(\frac{n^{2}}{n_{1} n_{2}}\right)^{1 / 2} \right\rvert\, \mathcal{F}_{0}\right\} \leq 2 \exp \left(-2 z^{2} / \widetilde{\mu}_{n}(B \Delta C)\right)
\end{aligned}
$$

Proof Take in inequality (4.2), $\gamma_{i}$ equal to $\mathbb{1}_{B}\left(X_{(i)}\right)-\mathbb{1}_{C}\left(X_{(i)}\right)$ multiplied by $n^{-1 / 2},\left(n f_{n}\left(X_{(i)}\right)\right)^{-1 / 2}$ and $\left(\mu\left(\Delta\left(X_{(i)}\right)\right)\right)^{1 / 2}$, respectively.

Proof of Lemma 4.1 The proof follows the well-known pattern. We give it here, though briefly, because the references we know about, represent the exponential inequality for a martingale in Bennett's form (see, e.g., Freedman (1975) or Shorack and Wellner (1986, pp. 899-900) rather than in Hoeffding's form (4.2). Observe that

$$
\mathbb{E}\left[e^{\lambda \gamma_{i}\left(\delta_{i}-\widehat{p}_{i}\right)} \mid \mathcal{F}_{i-1}\right]=e^{-\lambda \gamma_{i} \widehat{p}_{i}} e^{\ln \left(e^{\lambda \gamma_{i}} \widehat{p}_{i}+1-\widehat{p}_{i}\right)} \leq e^{\frac{\lambda^{2} \gamma_{i}^{2}}{8}}
$$

which can be found by expanding the $\ln$, as a function of $\lambda \gamma_{i}$, up to the second term and observing that the second derivative is bounded by $1 / 4$. Therefore

$$
\mathbb{E}\left[\left.e^{\lambda \gamma_{i}\left(\delta_{i}-\widehat{p}_{i}\right)-\frac{\lambda^{2}}{8} \gamma_{i}^{2}} \right\rvert\, \mathcal{F}_{i-1}\right] \leq 1
$$

which proves (i). Now

$$
\begin{aligned}
\mathbb{P}\{|\xi(1)| & \left.>z \mid \mathcal{F}_{0}\right\}=\mathbb{P}\left\{\left.e^{\lambda \xi(1)-\frac{\lambda^{2}}{8} \Gamma(1)}>e^{\lambda z-\frac{\lambda^{2}}{8} \Gamma(1)} \right\rvert\, \mathcal{F}_{0}\right\} \\
& +\mathbb{P}\left\{\left.e^{-\lambda \xi(1)-\frac{\lambda^{2}}{8} \Gamma(1)}>e^{\lambda z-\frac{\lambda^{2}}{8} \Gamma(1)} \right\rvert\, \mathcal{F}_{0}\right\} \leq 2 e^{\frac{\lambda^{2}}{8} \Gamma(1)-\lambda z}
\end{aligned}
$$

Minimization of this bound in $\lambda$ leads to (4.2).
The next lemma is the main step towards the asymptotic equicontinuity property of our random measures. For the rest of this section we assume our indexing class to be a Vapnik-Chervonenkis (VC) class (see, e.g., Dudley (1978)). Before we proceed formally let us remind again under what distributions this asymptotic equicontinuity will be obtained. All the three random measures considered are functions of $\left\{X_{(i)}\right\}_{1}^{n}$ (or of $P_{n}$ ) and of $\left\{\delta_{i}\right\}_{1}^{n}$ which is independent of $P_{n}$ and has distribution described in Section 3 - see (3.4) and (3.5). We consider the distributions of $M_{n}, u_{n}$ and $w_{n}$ induced in $\ell_{\infty}(\mathcal{B})$ by the distribution of $\left\{\delta_{i}\right\}_{1}^{n}$ with $P_{n}$ fixed and call them conditional distributions given $P_{n}$, or given $\mathcal{F}_{0}$. Observe that with this construction there is no need to care about possible non-measurability of $P_{n}$ as a random element in $\ell_{\infty}(\mathcal{B})$ nor to require 'enough measurability' of $\mathcal{B}$. So, in most of the cases $\mathcal{B}$ will be required to be just a VC class.

There are two further reasons, specific for the two-sample problem, to use indexing classes no wider than a VC class. The first is, that though we have to study weak convergence under a fairly simple sequence of distributions there are several different distances induced by different distributions on $[0,1]^{m}$ which occur in the inequalities of the above corollary. We would need to make assumptions on covering numbers $N(\cdot, Q)$ of $\mathcal{B}$ in each of these distances, that is, for $Q$ being $P_{n}, \mu_{n}$ or $\widetilde{\mu}_{n}, n \in \mathbb{N}$, which would be, from the point of view of applications, inconvenient. However, for VC classes we have a uniform-in- $Q$ bound for $\ln N(\cdot, Q)$ - see Dudley (1978), Lemma 7.13, or van der Vaart and Wellner (1996), p. 86, or the proof of Lemma 4.2.
below - and this makes any VC class an appropriate indexing class for each of $M_{n}, u_{n}$ and $w_{n}$. The second reason is this: though $M_{n}$ is not the process of eventual interest for the two-sample problem since it is not asymptotically distribution free, we want it to have a limit in distribution for each $P \in \mathcal{P}$. Therefore the indexing class $\mathcal{B}$ should be $P$-pregaussian for each $P \in \mathcal{P}$ (see, e.g., Sheehy and Wellner (1992)). However, if the class is pregaussian for all $P$ then it must be a VC class (Dudley, 1984, Theorem 11.4.1). Though our $\mathcal{P}$ is more narrow than the class of all distributions (on $[0,1]^{m}$ ), still it seems wide enough to motivate the choice of $\mathcal{B}$ being a VC class.

Let us formulate now the next lemma. For a finite (non-negative) measure $Q$ on $\mathcal{B}_{0}$ and some subclass $\mathcal{B} \subset \mathcal{B}_{0}$, let $\mathcal{B}^{\prime}(\varepsilon, Q)=\{(A, B) \in \mathcal{B} \times \mathcal{B}$ : $Q(A \triangle B) \leq \varepsilon\}$. Call $\left\{M_{n}\right\}_{n \geq 1}$ conditionally asymptotically equicontinuous, uniformly over the discrete distributions, $\left(\mathrm{CAEC}_{u d}\right)$ if for any $\delta>0$
(4.3) $\lim _{\varepsilon \downarrow 0} \limsup _{n \rightarrow \infty} \sup _{P_{n}} \mathbb{P}\left\{\sup _{(A, B) \in \mathcal{B}^{\prime}\left(\varepsilon, P_{n}\right)}\left|M_{n}(A)-M_{n}(B)\right|>\delta \mid \mathcal{F}_{0}\right\}=0$,
where $P_{n}$ runs over all discrete distributions on $[0,1]^{m}$, concentrated on at most $n$ points. Call $\left\{u_{n}\right\}_{n \geq 1}$ and $\left\{w_{n}\right\}_{n \geq 1} C A E C_{u d}$ if for these sequences a property similar to (4.3) holds with $\mathcal{B}^{\prime}\left(\varepsilon, P_{n}\right)$ replaced by $\mathcal{B}^{\prime}\left(\varepsilon, \mu_{n}\right)$ and $\mathcal{B}^{\prime}\left(\varepsilon, \widetilde{\mu}_{n}\right)$, respectively. See Sheehy and Wellner (1992).

Lemma 4.2 Let $\mathcal{B} \subset \mathcal{B}_{0}$ be a VC class. Then under the null hypothesis $P_{1}=P_{2}$, all three sequences $\left\{M_{n}\right\}_{n \geq 1},\left\{u_{n}\right\}_{n \geq 1}$ and $\left\{w_{n}\right\}_{n \geq 1}$ are $C A E C_{u d}$.

Proof As above, let $N(\varepsilon, Q)$ denote the covering number of the class $\mathcal{B}$ in the pseudo-metric $d(A, B)=Q(A \triangle B)$ and let $\alpha$ denote the index of the VC class $\mathcal{B}$. Then for all $Q$ and some constant $K$ depending on $\alpha$, and depending on $Q$ only through $Q\left([0,1]^{m}\right)$

$$
N(\varepsilon, Q) \leq K\left(\frac{1}{\varepsilon}\right)^{\alpha-1}, 0<\varepsilon<1
$$

(see, e.g., van der Vaart and Wellner (1996), pp. 85-86 and Theorem 2.6.4, and Dudley (1978) Lemma 7.13). Now we can apply this bound to $N\left(\varepsilon, P_{n}\right)$, $N\left(\varepsilon, \mu_{n}\right)$ and $N\left(\varepsilon, \tilde{\mu}_{n}\right)$ and use the inequalities of Corollary 4.1 and the classical chaining argument, see Dudley (1978) Section 5, but chain down to $\infty$. We present the proof for $M_{n}$; that for $u_{n}$ and $w_{n}$ is similar and will be omitted. (In the proof for $u_{n}$ we will assume that $\mu_{n}\left([0,1]^{m}\right) \leq 2$, say. This is sufficient for our needs.)

Take $0<\varepsilon_{0}<1$, to be specified later on and set $\varepsilon_{i+1}=\varepsilon_{i}^{2}, i=0,1,2, \ldots$. For $B \in \mathcal{B}$, denote approximating sets corresponding to $\varepsilon_{i}$ with $B_{i}$, so $P_{n}\left(B \triangle B_{i}\right)<\varepsilon_{i}$. Then

$$
\begin{equation*}
\mathbb{P}\left\{\sup _{(A, B) \in \mathcal{B}^{\prime}\left(\varepsilon_{0}, P_{n}\right)}\left|M_{n}(A)-M_{n}(B)\right|>\delta \mid \mathcal{F}_{0}\right\} \tag{4.4}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \mathbb{P}\left\{\left.\sup _{(A, B) \in \mathcal{B}^{\prime}\left(\varepsilon_{0}, P_{n}\right)}\left|M_{n}\left(A_{0}\right)-M_{n}\left(B_{0}\right)\right|>\frac{\delta}{2} \right\rvert\, \mathcal{F}_{0}\right\} \\
&+2 \mathbb{P}\left\{\left.\sup _{B \in \mathcal{B}}\left|M_{n}\left(B_{0}\right)-M_{n}(B)\right|>\frac{\delta}{4} \right\rvert\, \mathcal{F}_{0}\right\}
\end{aligned}
$$

Using Corollary 4.1 the first term on the right in (4.4) can be bounded from above by

$$
\begin{aligned}
& 2 N^{2}\left(\varepsilon_{0}, P_{n}\right) \exp \left(\frac{-2 \delta^{2}}{4} \frac{n_{1} n_{2}}{n^{2}} \frac{1}{3 \varepsilon_{0}}\right) \\
& =2 \exp \left(2 \ln N\left(\varepsilon_{0}, P_{n}\right)-\frac{\delta^{2}}{6 \varepsilon_{0}} \frac{n_{1} n_{2}}{n^{2}}\right) \\
& \leq 2 \exp \left(2 \ln N\left(\varepsilon_{0}, P_{n}\right)-\frac{\delta^{2}}{12 \varepsilon_{0}} p_{0}\left(1-p_{0}\right)\right)
\end{aligned}
$$

where for the last inequality $n$ is taken large enough. Now taking $\varepsilon_{0}$ small enough, this last expression is not larger than

$$
2 \exp \left(2 \alpha \ln \frac{1}{\varepsilon_{0}}-\frac{\delta^{2}}{12 \varepsilon_{0}} p_{0}\left(1-p_{0}\right)\right)<\frac{\delta}{2} .
$$

Now consider the probability in the second term on the right in (4.4). We have for small enough $\varepsilon_{0}$ and large enough $n$

$$
\begin{aligned}
& \mathbb{P}\left\{\left.\sup _{B \in \mathcal{B}}\left|M_{n}\left(B_{0}\right)-M_{n}(B)\right|>\frac{\delta}{4} \right\rvert\, \mathcal{F}_{0}\right\} \\
\leq & \sum_{j=0}^{\infty} \mathbb{P}\left\{\left.\sup _{B \in \mathcal{B}}\left|M_{n}\left(B_{j}\right)-M_{n}\left(B_{j+1}\right)\right|>2\left(\frac{\alpha \varepsilon_{j} \ln \left(1 / \varepsilon_{j+1}\right)}{p_{0}\left(1-p_{0}\right)}\right)^{1 / 2} \right\rvert\, \mathcal{F}_{0}\right\} \\
\leq & \sum_{j=0}^{\infty} N^{2}\left(\varepsilon_{j+1}, P_{n}\right) \times \\
& \sup _{B \in \mathcal{B}} \mathbb{P}\left\{\left.\left|M_{n}\left(B_{j}\right)-M_{n}\left(B_{j+1}\right)\right|>2\left(\frac{\alpha \varepsilon_{j} \ln \left(1 / \varepsilon_{j+1}\right)}{p_{0}\left(1-p_{0}\right)}\right)^{1 / 2} \right\rvert\, \mathcal{F}_{0}\right\} \\
\leq & 2 \sum_{j=0}^{\infty} N^{2}\left(\varepsilon_{j+1}, P_{n}\right) \exp \left(\frac{-2 \cdot 4 \alpha \varepsilon_{j} \ln \left(1 / \varepsilon_{j+1}\right) \frac{n_{1} n_{2}}{n}}{2 p_{0}\left(1-p_{o}\right) \varepsilon_{j}}\right) \\
\leq & 2 \sum_{j=0}^{\infty} \exp \left(2 \ln N\left(\varepsilon_{j+1}, P_{n}\right)-3 \alpha \ln \left(1 / \varepsilon_{j+1}\right)\right) \\
\leq & 2 \sum_{j=0}^{\infty} \exp \left(-\alpha \ln \left(1 / \varepsilon_{j+1}\right)\right)=2 \sum_{j=0}^{\infty} \varepsilon_{j+1}^{\alpha}<\varepsilon_{0}<\frac{\delta}{4} .
\end{aligned}
$$

Hence, since the ' $n$ large enough' requirements do not depend on $P_{n}$,

$$
\left.\limsup _{n \rightarrow \infty} \sup _{P_{n}} \mathbb{P} \sup _{(A, B) \in \mathcal{B}^{\prime}\left(\varepsilon_{0}, P_{n}\right)}\left|M_{n}(A)-M_{n}(B)\right|>\delta \mid \mathcal{F}_{0}\right\} \leq \delta,
$$

which gives (4.3).
We are now prepared to formulate the statement on weak convergence of $M_{n}, u_{n}$ and $w_{n}$ under the null hypothesis. What mainly remains to be proved is the finite-dimensional convergence in distribution, which we will obtain via the martingale central limit theorem. Let ${ }^{\text {( }} \xrightarrow{\left(P_{n}\right)}$, denote convergence in distribution under the sequence of conditional distributions, given $P_{n}$.

Theorem 4.1 Let $n_{1} / n \rightarrow p_{0} \in(0,1)$. For any $V C$ class $\mathcal{B} \subset \mathcal{B}_{0}$ and any $P \in \mathcal{P}$ we have for a.a. sequences $\left\{P_{n}\right\}_{n \geq 1}$

$$
M_{n} \xrightarrow{\mathcal{D}\left(P_{n}\right)} W_{P} \quad(n \rightarrow \infty)
$$

in the space $\ell_{\infty}(\mathcal{B})$.
If condition ( C 4 ) holds, then also

$$
u_{n} \xrightarrow{\mathcal{D}\left(P_{n}\right)} W \quad(n \rightarrow \infty)
$$

in $\ell_{\infty}(\mathcal{B})$; and, if condition (3.17) of Lemma 3.5 holds for $\mathcal{C}=a(\mathcal{B})$, then also

$$
w_{n} \xrightarrow{\mathcal{D}\left(P_{n}\right)} W \quad(n \rightarrow \infty)
$$

in $\ell_{\infty}(\mathcal{B})$. Moreover, since $\mathcal{B}$ is a $V C$ class the limiting processes $W_{P}$ and $W$ are bounded and uniformly continuous with respect to $Q(\cdot \Delta \cdot)$, for $Q$ being $P$ and $\mu$, respectively.

Proof First note that Lemma 4.2 in conjunction with Lemma 3.3 yields that for any $\delta>0$ and a.a. sequences $\left\{P_{n}\right\}_{n \geq 1}$

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{\sup _{(A, B) \in \mathcal{B}^{\prime}(\varepsilon, P)}\left|M_{n}(A)-M_{n}(B)\right|>\delta \mid \mathcal{F}_{0}\right\}=0 . \tag{4.5}
\end{equation*}
$$

Similarly Lemmas 4.2 and 3.4 lead to (4.5) with $P$ replaced by $\mu$ and $M_{n}$ by $u_{n}$; also Lemmas 4.2 and 3.5 give (4.5) with $P$ replaced by $\mu$ and $M_{n}$ by $w_{n}$ (note that the conditions of Lemma 3.5 also hold for $\mathcal{C}=a^{\prime}(\mathcal{B})$ ). This settles the proper asymptotic equicontinuity for the three processes.

Now we turn to the convergence of the finite dimensional distributions. For a sequence of martingales $\xi_{n}(t)=\sum_{t_{i} \leq t} \gamma_{i n}\left(\delta_{i}-\widehat{p}_{i}\right)$, the convergence $\xi_{n} \xrightarrow{\mathcal{D}} \xi$ in $D[0,1]$ to a Brownian motion with covariance $F(s \wedge t)$ is equivalent to the conditions:

1) $\left\langle\xi_{n}\right\rangle(t) \xrightarrow{\mathbb{P}} F(t)$ for all $t \in[0,1]$, and
2) $\quad \sum_{i=1}^{n} \gamma_{i n}^{2} \mathbb{1}\left\{\gamma_{i n}^{2}>\varepsilon\right\} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right) \xrightarrow{\mathbb{P}} 0$ for all $\varepsilon>0$
(the Lindeberg condition), see, e.g., Liptser and Shiryayev (1981) or Shorack and Wellner (1986, pp. 894 and 895). To obtain the finite-dimensional convergence for $M_{n}\left(B_{1}, \cdot\right), \cdots, M_{n}\left(B_{k}, \cdot\right)$, according the Cramér-Wold device, it is sufficient to prove the convergence for all linear combinations $\lambda_{1} M_{n}\left(B_{1}, \cdot\right)+\cdots+\lambda_{k} M_{n}\left(B_{k}, \cdot\right)$, which leads to the choice

$$
\gamma_{i n}=\left(\frac{n}{n_{1} n_{2}}\right)^{1 / 2} \sum_{j=1}^{k} \lambda_{j} \mathbb{1}_{B_{j}}\left(X_{(i)}\right)
$$

but since $\mathbb{1}_{B} \cdot \mathbb{1}_{C}=\mathbb{1}_{B \cap C}$ the choice of just one indicator is sufficient.
Now according to Lemma 3.3 condition 1 ) is satisfied (even almost surely) with $F(t)=E W_{P}^{2}\left(B \cap A_{t}\right)=P\left(B \cap A_{t}\right)$, whereas condition 2) is trivially satisfied. For $u_{n}$, according to Lemma 3.4, condition 1) holds also a.s., with $F(t)=E W^{2}\left(B \cap A_{t}\right)=\mu\left(B \cap A_{t}\right)$ and condition 2) as well (see (3.18)), while for $w_{n}$, again, a.s.-versions of both conditions follow from Lemma 3.5 with the same $F$ as for $u_{n}$. This completes the proof of the finite-dimensional convergence of $M_{n}, u_{n}$ and $w_{n}$ and hence of the theorem.

## 5 Weak convergence under alternatives: properties $(\beta)$ and $(\gamma)$

According to Theorem 4.1 the processes $u_{n}$ and $w_{n}$ have property ( $\alpha$ ) (see Section 2). In this section we need to study if they also have the properties $(\beta)$ or $(\gamma)$; that is, we will study the weak convergence of $u_{n}$ and $w_{n}$, as well as $M_{n}$, under alternatives (C3). Since these are contiguous alternatives the asymptotic equicontinuity follows and we need only to study the finitedimensional convergence of these processes. The usual way to do this is to study the joint weak convergence of each of our processes with the logarithm of the likelihood ratio

$$
L_{n}=\sum_{i=1}^{n}\left[\delta_{i} \ln \frac{d P_{1}}{d P}\left(X_{(i)}\right)+\left(1-\delta_{i}\right) \ln \frac{d P_{2}}{d P}\left(X_{(i)}\right)\right]
$$

and then to apply LeCam's Third Lemma, see e.g., Shorack and Wellner (1986, p. 156). It is well known that

$$
\begin{equation*}
Z_{n}=L_{n}-\sqrt{\frac{n}{n_{1} n_{2}}} \sum_{i=1}^{n}\left(\delta_{i}-\frac{n_{1}}{n}\right) h\left(X_{(i)}\right) \tag{5.1}
\end{equation*}
$$

converges in probability to a constant $c$ under the distribution $P^{n}$.
It would be, however, more consistent with the presentation in Section 4 if we consider, instead of $L_{n}$, the logarithm of the likelihood ratio of the conditional distributions, given $\mathcal{F}_{0}$, which is

$$
L_{n}^{\prime}=L_{n}-\ln \mathbb{E}\left[e^{L_{n}} \mid \mathcal{F}_{0}\right]
$$

and to study the joint convergence of our processes and $L_{n}^{\prime}$ under a.a. sequences of the conditional hypothetical distribution $\mathbb{P}\left\{\cdot \mid \mathcal{F}_{0}\right\}$. As shown in Urinov (1992), for $L_{n}^{\prime}$ it is again true that

$$
Z_{n}^{\prime}=L_{n}^{\prime}-\sqrt{\frac{n}{n_{1} n_{2}}} \sum_{i=1}^{n}\left(\delta_{i}-\frac{n_{1}}{n}\right) h\left(X_{(i)}\right)
$$

satisfies $Z_{n}^{\prime} \xrightarrow{\mathbb{P}} c$, still under $P^{n}$. However, it is not true, as far as we understand it, that condition (C3) implies convergence of $z_{n}^{\prime}$ to a constant in $\mathbb{P}\left\{\cdot \mid \mathcal{F}_{0}\right\}$ for a.a. sequences $\left\{P_{n}\right\}_{n \geq 1}$. Hence, though it is possible to show the convergence in this sense to the appropriate limits if $L_{n}^{\prime}$ is replaced by its leading first term (see the proof of Theorem 5.1 below), the eventual statement of convergence is true under the unconditional distributions $P^{n}$ and $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$ only.

Write $H(t)=\int_{A_{t}^{c}} h d P$ and let

$$
g(x)=h(x)-\frac{H(t(x))}{P\left(A_{t(x)}^{c}\right)}
$$

where $t(x)$ is defined as in (3.3). Remark that the linear operator that maps $h$ into $g$ is norm preserving (though not one-to-one since it annihilates constant functions):

$$
\begin{equation*}
\int g^{2} d P=\int\left(h-\int h d P\right)^{2} d P=\int h^{2} d P\left(=\|h\|^{2}\right) \tag{5.2}
\end{equation*}
$$

Now denote with $Z$ a $N\left(0,\|h\|^{2}\right.$ ) random variable ( $Z$ will be the limit of $L_{n}-z_{n}$; cf. also (2.2)) such that $\left(W_{P}, Z\right)$ is jointly Gaussian, that is, for any finite collection of $B_{1}, \cdots, B_{k} \in \mathcal{B}$ the vector $\left(W_{P}\left(B_{1}\right), \cdots, W_{P}\left(B_{k}\right), Z\right)$ is Gaussian, and let $\operatorname{Cov}\left(W_{P}(B), Z\right)=\int_{B} g d P$. Similarly, let $(W, Z)$ be jointly Gaussian with $\operatorname{Cov}(W(B), Z)=\int_{B} g f^{1 / 2} d \mu$. Let ${ }^{\prime} \xrightarrow{\mathcal{D}}$, and ${ }^{\sim} \xrightarrow{\tilde{\mathcal{D}}}$, denote convergence in distribution under $P^{n}$ and $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$, respectively.

Theorem 5.1 If the class $\mathcal{B} \subset \mathcal{B}_{0}$ is such that $M_{n} \xrightarrow{\mathcal{D}} W_{P}$ and/or $u_{n} \xrightarrow{\mathcal{D}} W$ $(n \rightarrow \infty)$ in $\ell_{\infty}(\mathcal{B})$, then

$$
\begin{equation*}
M_{n} \stackrel{\tilde{\mathcal{D}}}{\rightarrow} W_{P}+\int g d P \quad(n \rightarrow \infty) \tag{5.3}
\end{equation*}
$$

and/or

$$
\begin{equation*}
u_{n} \stackrel{\tilde{\mathcal{D}}}{\rightarrow} W+\int g f^{1 / 2} d \mu \quad(n \rightarrow \infty) \tag{5.4}
\end{equation*}
$$

in $\ell_{\infty}(\mathcal{B})$.
The proof of this theorem is deferred to the second half of this section, but to explain the nature of the function $g$ already here, let us remark that the leading term of $L_{n}$ and $L_{n}^{\prime}$ has the following explicit representation (see (4.1)):

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\delta_{i}-\frac{n_{1}}{n}\right) h\left(X_{(i)}\right)=\sum_{i=1}^{n}\left(\delta_{i}-\widehat{p}_{i}\right) g_{n}\left(X_{(i)}\right) \tag{5.5}
\end{equation*}
$$

where $g_{n}(x)=h(x)-\left(\int_{A_{t(x)}^{c}} h d P_{n}\right) / P_{n}\left(A_{t(x)}^{c}\right)$ has the same form as the function $g$ only with $P$ replaced by the empirical distribution $P_{n}$. The equality (5.5) can be derived from (3.8) or verified directly.

Now let us consider whether it follows from this theorem that $u_{n}$ has property $(\beta)$. Let $\mathbf{Q}_{u_{n}}$ and $\widetilde{\mathbf{Q}}_{u_{n}}$ denote the distributions of $u_{n}$ under $P^{n}$ and $P_{1}^{n_{1}} \times P_{2}^{n_{2}}$ respectively, and let $\mathbf{Q}$ and $\widetilde{\mathbf{Q}}$ denote the distributions of $W$ and $W+\int . g f^{1 / 2} d \mu$ respectively.

Theorem 5.2 If the indexing class $\mathcal{B}$ generates $\mathcal{B}_{0}$, then for each sequence of alternatives satisfying (C3)

$$
d\left(\mathbf{Q}_{u_{n}}, \widetilde{\mathbf{Q}}_{u_{n}}\right) \rightarrow d(\mathbf{Q}, \widetilde{\mathbf{Q}})=\lambda \quad(n \rightarrow \infty)
$$

Hence, Theorems 4.1 and 5.2 show, that if $\mathcal{B}$ is a VC class generating $\mathcal{B}_{0}$ and (C4) holds, then $u_{n}$ is a strong $\mathcal{P}$-solution of the two-sample problem.

Remark that the process $M_{n}$ also possesses property ( $\beta$ ). It only lacks property ( $\alpha$ ).

Let us now consider $w_{n}$. To find out what is the limiting covariance between $w_{n}(B)$ and $L_{n}$ we need to study the limit of the expression

$$
\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{B}\left(X_{(i)}\right) g_{n}\left(X_{(i)}\right) \sqrt{n \mu\left(\Delta\left(X_{(i)}\right)\right)} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)
$$

where the multipliers $\widehat{p}_{i}\left(1-\widehat{p}_{i}\right)$ are not essential from the point of view of convergence. On the unit interval, i.e. $m=1$, it can be proved that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}_{B}\left(X_{i}\right) g\left(X_{i}\right) \sqrt{n \mu\left(\Delta\left(X_{i}\right)\right)} \mathbb{P} \rightarrow k \int_{B} g f^{-1 / 2} d P \tag{5.6}
\end{equation*}
$$

$$
\begin{equation*}
=k \int_{B} g f^{1 / 2} d \mu \tag{5.7}
\end{equation*}
$$

with $k=\frac{3}{4} \frac{\sqrt{\pi}}{2}$, using, e.g., the general method presented in Borovikov (1987). It follows, heuristically speaking, from the fact that the $n \mu\left(\Delta\left(X_{i}\right)\right)$ behave 'almost' as independent random variables each with a Gamma(2) distribution with scale parameter $2 f\left(X_{i}\right)$, and so $k$ stands for the moment of order $\frac{1}{2}$ of a Gamma(2) distribution with scale parameter 2 . However, in the unit cube, $[0,1]^{m}$, we will need to keep (5.6) for some $k<1$ as an assumption.

Let ( $W^{\prime}, Z^{\prime}$ ) be again jointly Gaussian with the same marginal distributions as that of $W$ and $Z$, but with covariance $\operatorname{Cov}\left(W^{\prime}(B), Z^{\prime}\right)=$ $k \int_{B} g f^{1 / 2} d \mu$.

Theorem 5.3 If the class $\mathcal{B} \subset \mathcal{B}_{0}$ is such that $w_{n} \xrightarrow{D} W$ in $\ell_{\infty}(\mathcal{B})$ and if (5.6) is true, then

$$
\begin{equation*}
w_{n} \stackrel{\widetilde{D}}{\rightarrow} W+k \int g f^{1 / 2} d \mu \tag{5.7}
\end{equation*}
$$

Let $\widetilde{\mathbf{Q}}^{(k)}$ be the distribution of the right hand side of (5.7). If $\mathcal{B}$ generates $\mathcal{B}_{0}$ then

$$
\begin{equation*}
d\left(\mathbf{Q}_{w_{n}}, \widetilde{\mathbf{Q}}_{w_{n}}\right) \rightarrow d\left(\mathbf{Q}, \widetilde{\mathbf{Q}}^{(k)}\right)=2 \Phi\left(\frac{1}{2} k\|h\|\right)-1 \tag{5.8}
\end{equation*}
$$

From (5.8) it follows that under the conditions of Theorem 5.3 the process $w_{n}$ certainly possesses property ( $\gamma$ ) although not property $(\beta)$ because $\Phi\left(\frac{1}{2} k\|h\|\right)<\Phi\left(\frac{1}{2}\|h\|\right)$. So, $w_{n}$ is a weak $\mathcal{P}$-solution of the two-sample problem.

Finally, we present the postponed proofs of Theorems 5.1 and 5.2. The proof of Theorem 5.3 is much the same and will therefore be omitted.

Proof of Theorem 5.1 Since the sequence of alternative distributions $\left\{P_{1}^{n_{1}} \times P_{2}^{n_{2}}\right\}_{n \geq 1}$ is contiguous to the sequence $\left\{P^{n}\right\}_{n \geq 1}$, the CAEC ${ }_{u d}$ property of $M_{n}$ and/or $u_{n}$ will be true under the alternative distributions as well. Hence (5.3) and (5.4) will follow if we show the convergence of the finite dimensional distributions of $M_{n}$ and/or $u_{n}$ to the proper limits. Let us focus on $u_{n}$ - the proof for $M_{n}$ is similar and simpler. The convergence

$$
\left\{u_{n}\left(B_{j}\right)\right\}_{j=1}^{k} \xrightarrow{\tilde{\mathcal{D}}}\left\{W\left(B_{j}\right)+\int_{B_{j}} g f^{1 / 2} d \mu\right\}_{j=1}^{k}
$$

will follow from the Cramer-Wold device, the convergence

$$
\begin{equation*}
\sum_{j=1}^{k} \alpha_{j} u_{n}\left(B_{j}\right)+\beta Z_{n} \xrightarrow{\mathcal{D}} \sum_{j=1}^{k} \alpha_{j} W\left(B_{j}\right)+\beta Z \tag{5.9}
\end{equation*}
$$

where $\left\{\alpha_{j}\right\}_{j=1}^{k}$ and $\beta$ are any constants and

$$
Z_{n}=\sqrt{\frac{n}{n_{1} n_{2}}} \sum_{i=1}^{n} h\left(X_{(i)}\right)\left(\delta_{i}-\frac{n_{1}}{n}\right)
$$

and from LeCam's Third Lemma. To see that (5.9) is true observe that, given $P_{n}$, the left hand side is the value of a martingale in $t$

$$
\sqrt{\frac{n}{n_{1} n_{2}}} \sum_{i=1}^{t}\left[\frac{1}{f_{n}^{1 / 2}\left(X_{(i)}\right)} \sum_{j=1}^{k} \alpha_{j} \mathbb{1}_{B_{j}}\left(X_{(i)}\right)+\beta g_{n}\left(X_{(i)}\right)\right]\left(\delta_{i}-\widehat{p}_{i}\right)
$$

(cf. (4.1)) at the last point $t=n$. Hence if we verify that

$$
\begin{gather*}
\frac{1}{n} \sum_{i=1}^{n}\left[\frac{1}{f_{n}^{1 / 2}\left(X_{(i)}\right)} \sum_{j=1}^{k} \alpha_{j} \mathbb{1}_{B_{j}}\left(X_{(i)}\right)+\beta g_{n}\left(X_{(i)}\right)\right]^{2} \frac{n^{2}}{n_{1} n_{2}} \widehat{p}_{i}\left(1-\widehat{p}_{i}\right)  \tag{5.10}\\
\\
\rightarrow \int_{[0,1]^{m}}\left[\frac{1}{f^{1 / 2}} \sum_{j=1}^{k} \alpha_{j} \mathbb{1}_{B_{j}}+\beta g\right]^{2} d P \text { a.s. }(n \rightarrow \infty)
\end{gather*}
$$

for a.a. $\left\{P_{n}\right\}_{n \geq 1}$, then actually $\stackrel{\mathcal{D}\left(P_{n}\right)}{\rightarrow}$ a.s.' will be proved and hence ${ }^{\text {' }} \xrightarrow{\mathcal{D}}$, as well. However, (5.10) will follow from the SLLN if we show that the functions $f_{n}$ and $g_{n}$ can be replaced by $f$ and $g$ respectively and use the truncation applied in the proof of Lemma 3.4. We have

$$
\sup _{0 \leq t \leq 1}\left|\int_{A_{t}^{c}} h d P_{n}-\int_{A_{t}^{c}} h d P\right| \rightarrow 0 \text { and } \sup _{0 \leq t \leq 1}\left|P_{n}\left(A_{t}^{c}\right)-P\left(A_{t}^{c}\right)\right| \rightarrow 0
$$

a.s. and hence

$$
\sup _{x \in A_{1-\varepsilon}}\left|g_{n}(x)-g(x)\right| \rightarrow 0 \text { a.s. } \quad(n \rightarrow \infty)
$$

while on $A_{1-\varepsilon}^{c}$ we have, according to (5.5),

$$
\begin{aligned}
& \frac{n}{n_{1} n_{2}} \sum_{i=1}^{n} g_{n}^{2}\left(X_{(i)}\right) \mathbb{1}_{A_{1-\varepsilon}^{c}}\left(X_{(i)}\right) \widehat{p}_{i}\left(1-\widehat{p}_{i}\right) \\
& \leq \frac{1}{n-1} \sum_{i=1}^{n} h^{2}\left(X_{(i)}\right) \mathbb{1}_{A_{1-\varepsilon}^{c}}\left(X_{(i)}\right) \rightarrow \int_{A_{1-\varepsilon}^{c}} h^{2} d P<\delta \text { a.s. }
\end{aligned}
$$

The proof of

$$
\int\left|\frac{1}{f_{n}^{1 / 2}}-\frac{1}{f^{1 / 2}}\right|^{2} d P \rightarrow 0 \text { a.s. }
$$

is similar to the one used in Lemma 3.4 and is omitted here.

Proof of Theorem 5.2 If $\mathcal{B}$ generates $\mathcal{B}_{0}$, then $L_{n}$ is a linear functional of $u_{n}$ and, hence, the following two distances in variation are equal:

$$
d\left(P_{1}^{n_{1}} \times P_{2}^{n_{2}}, P^{n}\right)=d\left(\widetilde{\mathbf{Q}}_{u_{n}}, \mathbf{Q}_{u_{n}}\right)
$$

Hence $d\left(\widetilde{\mathbf{Q}}_{u_{n}}, \mathbf{Q}_{u_{n}}\right) \rightarrow 2 \Phi\left(\frac{1}{2}\|h\|\right)-1$. Again since $\mathcal{B}$ generates $\mathcal{B}_{0}$, the distance in variation between the distributions of $W$ and $W+\int . g f^{1 / 2} d \mu$ on $\mathcal{B}$ coincides with the one on the whole $\mathcal{B}_{0}$. Therefore the log-likelihood statistics of these two Gaussian processes on $\mathcal{B}$ and $\mathcal{B}_{0}$ coincide and are equal to

$$
\int g f^{1 / 2} d V-\frac{1}{2} \int g^{2} d P
$$

which, because of (5.2), is $N\left(-\frac{1}{2}\|h\|^{2},\|h\|^{2}\right)$ when $V=W$ and which is $N\left(\frac{1}{2}\|h\|^{2},\|h\|^{2}\right)$ when $V=W+\int . g f^{1 / 2} d \mu$. The distance in variation between these two normal distributions is, obviously, $\lambda=2 \Phi\left(\frac{1}{2}\|h\|\right)-1$.
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