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There are three interrelated topics to be treated in this paper:
I. Monomial relations between the periods of abelian varieties with complex multiplication;
II. The derivatives of automorphic forms of arithmetic type;
III. The non-vanishing of the first cohomology group of a discrete subgroup of $S U(n, 1)$.

To describe our results, let $A$ be an abelian variety of dimension $g$ defined over $\overline{\boldsymbol{Q}}$, whose endomorphism-algebra contains a totally imaginary quadratic extension $K$ of a totally real algebraic number field $F$ such that $[F: \boldsymbol{Q}]=g$. Throughout the paper, we denote by $\overline{\boldsymbol{Q}}$ the algebraic closure of the rational number field $\boldsymbol{Q}$ embedded in the complex number field $\boldsymbol{C}$. Let $\Phi$ be the representation of $K$ on the space of holomorphic 1 -forms on $A$. Then $\Phi$ consists of $g$ injections $\tau$ of $K$ into $\boldsymbol{C}$, and for each $\tau$, there is a $\overline{\boldsymbol{Q}}$-rational 1 -form $\omega_{\tau}$ on $A$ on which an element $x$ of $K$ acts as a scalar $x^{\tau}$. As shown in [13], there is a constant $p(\tau, \Phi)$ such that

$$
\begin{equation*}
\int_{c} \omega_{\tau} \sim \pi \cdot p(\tau, \Phi) \quad \text { for all 1-cycles } c \text { on } A . \tag{0.1}
\end{equation*}
$$

Here and henceforth, we write $a \sim b$ for two complex numbers $a$ and $b$ if $a / b \in \overline{\boldsymbol{Q}}$. The first principal aim of this paper is to prove monomial relations between $p(\tau, \Phi)$ for various $\Phi$ with the same $K$, as well as relations between such " periods" for a given $K$ and those for an extension of $K$. The constant $p(\tau, \Phi)$ can be obtained from a Hilbert modular function $f$ with respect to a congruence subgroup of $G L_{2}(F)$ as follows. Take the variable $z=\left(z_{1}, \cdots, z_{g}\right)$ on the product $\mathfrak{\delta}_{1}^{g}$ of $g$ copies of the upper half plane $\mathfrak{K}_{1}$. Let $\Phi=\sum_{\nu=1}^{g} \tau_{\nu}$ and $w_{0}=\left(w^{\tau_{1}}, \cdots, w^{\tau_{g}}\right)$ with an element $w$ of $K$ such that $\operatorname{Im}\left(w^{\tau_{\nu}}\right)>0$ for all $\nu$. Then

$$
\begin{equation*}
\left(\partial f / \partial z_{\nu}\right)\left(w_{0}\right) \sim \pi \cdot p\left(\tau_{\nu}, \Phi\right)^{2} \quad(\nu=1, \cdots, g), \tag{0.2}
\end{equation*}
$$

if $f$ is $\overline{\boldsymbol{Q}}$-rational, i. e., if $f$ is the quotient of two Hilbert modular forms with

[^0]Fourier coefficients in $\overline{\boldsymbol{Q}}$ (see [13]). Now we can speak of $\overline{\boldsymbol{Q}}$-rational automorphic functions on $\mathfrak{\xi}_{1}^{g}$ for a more general type of algebraic groups of which $G L_{2}(F)$ is a special case. The generalization of (0.2) to such functions will be our second main subject.

As the third topic, which is a sort of by-product, we show the existence of a discrete subgroup $\Gamma$ of $S U(n, 1)$ such that $H^{1}\left(\Gamma \backslash \mathfrak{D}_{n}, \boldsymbol{R}\right) \neq\{0\}$, where

$$
\mathfrak{D}_{n}=\left\{\left.\left(z_{1}, \cdots, z_{n}\right) \in \boldsymbol{C}^{n}\left|\sum_{k=1}^{n}\right| z_{k}\right|^{2}<1\right\} .
$$

Such a non-vanishing was first proved by Kazhdan in [3]. Subsequently Wallach obtained more general results for $\operatorname{SU}(p, q)$ in the case of compact quotient [1, Ch. VIII]. ${ }^{1)}$

Our results will be obtained by considering a family of abelian varieties of dimension $m g$ with the above $K$ as a subalgebra of the endomorphismalgebra. This is parametrized by the points of a symmetric domain $\mathfrak{D}$ of which $\mathfrak{D}_{n}$ is a special case. We embed $\mathfrak{D}$ into the Siegel upper half space $\mathfrak{S}_{m g}$ of degree $m g$, and pull back a certain modular form on $\mathscr{S}_{m g}$ to $\mathfrak{D}$, which gives rise to a non-vanishing holomorphic 1-form on $\Gamma \backslash \mathfrak{D}_{m-1}$ when $\mathfrak{D}=\mathfrak{D}_{m-1}$. The study of the first two topics are made by analysing the pull-back of another type of (meromorphic) modular form at $C M$-points. This combined with our previous results concerning 1 -forms on $A$ in [13] yields the main theorems on the monomial relations of $p(\tau, \Phi)$ as well as those on the generalization of (0.2),

Obviously our investigation of the second topic admits of a further extension to the algebraic groups of a more general type; even for the groups in the present paper, no effort is expended to make the sharpest statement. The author believes, however, that our theorems and propositions are given to such an extent as to explain the basic ideas and indicate what their generalizations or analogues in other cases should be.

## 1. The main theorems on monomial relations between the periods.

We let an isomorphism $\sigma$ of a field act on the right; thus $x^{\sigma}$ denotes the image under $\sigma$ of an element $x$ of the field. Throughout the paper, we denote by $\rho$ the complex conjugation. By a $C M$-field, we understand an algebraic number field $K$ of finite degree with an automorphism $\sigma$ of order 2 such that $\sigma \tau=\tau \rho$ for every injection $\tau$ of $K$ into $\boldsymbol{C}$. Such a $\sigma$ is obviously unique for $K$; therefore we use the same letter $\rho$ for $\sigma$; we also denote by $K_{0}$ the fixed subfield of $K$ by $\rho$. Then $K_{0}$ is totally real and $K$ is a totally

[^1]imaginary quadratic extension of $K_{0}$. Conversely, such an extension is a $C M$-field.

Given an algebraic number field $K$ of finite degree, we denote by $I_{K}$ (resp. $\left.I_{K}(\boldsymbol{Q})\right)$ the module of all formal linear combinations $\Phi=\Sigma_{\tau} c_{\tau} \tau$ with $c_{\tau} \in \boldsymbol{Z}$ (resp. $c_{\tau} \in \boldsymbol{Q}$ ) of the injections $\tau$ of $K$ into $\boldsymbol{C}$. If $c_{\tau} \geqq 0$ for all $\tau, \Phi$ may be considered an equivalence class of representations of $K$ by complex matrices; we then put $\operatorname{tr} \Phi(a)=\Sigma_{\tau} c_{\tau} a^{\tau}$ for $a \in K$. We call $(K, \Phi)$ a CM-type if $K$ is a $C M$-field and the sum of $\Phi$ and its complex conjugate $\Phi \rho$ is the class of regular representations of $K$ over $\boldsymbol{Q}$. We shall also say that $\Phi$ is a CM-type of $K$.

Let $A$ be an abelian variety defined over $C$, and $\iota$ an injection of $K$ into $\operatorname{End}(A) \otimes \boldsymbol{Q}$. We say that $(A, \iota)$ is of type $(K, \Phi)$ if the representation of $K$ through c on the space of holomorphic 1-forms on $A$ belongs to $\Phi$. Suppose $(K, \Phi)$ is a $C M$-type and $(A, \iota)$ is of type $(K, \Phi)$ and defined over $\overline{\boldsymbol{Q}}$. Let $[K: \boldsymbol{Q}]=2 g$ and $\Phi=\sum^{g}=1 \tau_{\nu}$. For each $\nu$, there is a $\overline{\boldsymbol{Q}}$-rational holomorphic 1 -form $\omega_{\nu}$ on $A$ satisfying $\omega_{\nu} \circ \iota(a)=a^{\tau} \nu \omega_{\nu}$ for all $a \in K$ such that $\iota(a) \in \operatorname{End}(A)$; $\omega_{\nu}$ is unique up to algebraic factors. In [13, Remark 3.4], we have proved:

Proposition 1.1. There exists a non-zero complex number $p\left(\tau_{\nu}, \Phi\right)$ depending only on $K, \Phi$, and $\tau_{\nu}$ such that $\int_{c} \omega_{\nu} \sim \pi \cdot p\left(\tau_{\nu}, \Phi\right)$ for all 1-cycles $c$ on $A$.

The constant $p\left(\tau_{\nu}, \Phi\right)$ is determined up to algebraic factors. If the multiplicity of $\tau$ in $\Phi$ is 0 , (i. e., if $\tau \notin\left\{\tau_{1}, \cdots, \tau_{g}\right\}$,) we simply define $p(\tau, \Phi)$ to be 1 . Now our first main result, in a (seemingly) weaker form, can be stated as

Theorem 1.2. Let $\Phi_{1}, \cdots, \Phi_{m}$ be CM-types of a CM-field $K$, and $\tau$ an injection of $K$ into $\boldsymbol{C}$. Then the number

$$
\begin{equation*}
\Pi_{j=1}^{m}\left[p\left(\tau, \Phi_{j}\right) / p\left(\tau \rho, \Phi_{j}\right)\right] \tag{1.1}
\end{equation*}
$$

$u p$ to algebraic factors, depends only on $\tau$ and $\Phi_{1}+\cdots+\Phi_{m}$. Moreover, let $(L, \Psi)$ be a CM-type such that $K \subset L$ and the restriction of $\Psi$ to $K$ is $\Phi_{1}+\cdots+\Phi_{m}$. Let $q_{K}(\tau, \Psi)$ denote the product of $p(\sigma, \Psi)$ for all injections $\sigma$ of $L$ into $\boldsymbol{C}$ which coincide with $\tau$ on $K$. Then $q_{K}(\tau, \Psi) / q_{K}(\tau \rho, \Psi)$ differs from (1.1) by an algebraic factor.

The proof will be given in $\S 5$.
Let $I_{K}^{0}\left(\right.$ resp. $\left.I_{K}^{0}(\boldsymbol{Q})\right)$ denote the submodule of $I_{K}$ (resp. $I_{K}(\boldsymbol{Q})$ ) consisting of all $\sum_{\tau} c_{\tau} \tau$ such that $c_{\tau}+c_{\tau \rho}$ does not depend on $\tau$. Notice that if $\Psi$ is a $C M$-type of an extension of $K$, the restriction of $\Psi$ to $K$ belongs to $I_{K}^{0}$. Now we state the stronger form of the above theorem as

Theorem 1.3. Let $\Phi_{1}, \cdots, \Phi_{m}$ be CM-types of $K$ and suppose $\sum_{i=1}^{m} r_{i} \Phi_{i}=0$ with $r_{i} \in \boldsymbol{Q}$. Then, for every injection $\tau$ of $K$ into $\boldsymbol{C}$, we have

$$
\Pi_{i=1}^{m}\left[p\left(\tau, \Phi_{i}\right) / p\left(\tau \rho, \Phi_{i}\right)\right]^{r_{i}} \sim 1
$$

Moreover, let $\Psi$ be a CM-type of an extension $L$ of $K$. Suppose the restriction of $\Psi$ to $K$ can be written $\sum_{i=1}^{m} s_{i} \Phi_{i}$ with $s_{i} \in \boldsymbol{Q}$. Then, for every injection $\tau$ of $K$ into $C$, we have

$$
q_{k}(\tau, \Psi) / q_{K}(\tau \rho, \Psi) \sim \prod_{i=1}^{m}\left[p\left(\tau, \Phi_{i}\right) / p\left(\tau \rho, \Phi_{i}\right)\right]^{s_{i}},
$$

where $q_{K}(\tau, \Psi)$ is defined as in Theorem 1.2.
Proof. The first assertion can be derived from Theorem 1.2 by expressing the equality $\sum_{i} r_{i} \Phi_{i}=0$ as $\sum_{i} a_{i} \Phi_{i}=\sum_{i} b_{i} \Phi_{i}$ with positive integers $a_{i}$ and $b_{i}$. To prove the second assertion, observe that the restriction of $\Psi$ to $K$ can be written $\sum_{k=1}^{n} \Phi_{k}^{\prime}$ with $C M$-types $\Phi_{k}^{\prime}$ of $K$. Take positive integers $f, c_{i}$ and $d_{i}$ so that $f s_{i}=c_{i}-d_{i}$. Then $f \Sigma_{k} \Phi_{k}^{\prime}+\Sigma_{i} d_{i} \Phi_{i}=\Sigma_{i} c_{i} \Phi_{i}$, so that the desired result follows from Theorem 1.2.

Let us now insert here a few propositions which can easily be derived from our definition.

Proposition 1.4. Let $(K, \Phi)$ and $(L, \Psi)$ be $C M$-types such that $K \subset L$ and the restriction of $\Psi$ to $K$ is $[L: K]$ times $\Phi$. Then $p(\tau, \Phi) \sim p(\sigma, \Psi)$ if $\tau$ is the restriction of $\sigma$ to $K$.

Proof. Let $(A, \iota)$ and $\left(A^{\prime}, \iota^{\prime}\right)$ be of type $(K, \Phi)$ and ( $L, \Psi$ ), respectively. By [7, Proposition 14], $A^{\prime}$ is isogenous to the product of [ $L: K$ ] copies of A. Our assertion follows immediately from this fact.

Proposition 1.5. Let $(K, \Phi)$ be a CM-type, and $\sigma$ an isomorphism of a field $K_{1}$ onto $K$. Then $p(\sigma \tau, \sigma \Phi) \sim p(\tau, \Phi)$, where we let $\sigma$ act on $I_{K}$ on the left in an obvious way.

This is obvious.
The nature of the periods of the anti-holomorphic 1-forms $\bar{\omega}_{\nu}$ can be seen from

Proposition 1.6. $p(\tau, \Phi)^{\rho} \sim p(\tau, \Phi)$.
Proof. As shown in [13, pp. 381-383], the number $p(\tau, \Phi)$ can be obtained as the value $h\left(w_{0}\right)$ of a quotient $h=f_{1} / f_{2}$ of two Hilbert modular forms $f_{1}$ and $f_{2}$, with Fourier coefficients in $K_{0}^{\tau}$, at a point $w_{0}=\left(w^{\tau_{1}}, \cdots, w^{\tau} g\right)$ with $w \in K$ such that $\operatorname{Im}\left(w^{\tau_{\nu}}\right)>0$ for all $\tau_{\nu}$. We can take $w$ to be pure imaginary. Then $h\left(w_{0}\right)$ is real.

We have so far been interested in $p(\tau, \Phi)$ only up to algebraic factors. Let us now refine this point by considering them and their products up to factors belonging to smaller fields. For simplicity, let us assume that all number fields in the following discussion are subfields of $\boldsymbol{C}$, and denote by $K_{a b}$ the maximal abelian extension of a number field $K$. For each $\Phi \in I_{K}$, let $K^{\Phi}$ denote the field generated over $\boldsymbol{Q}$ by $\operatorname{tr} \Phi(a)$ for all $a \in K$. Let $M$ be the Galois closure of $K$ over $\boldsymbol{Q}$, and let $G=\operatorname{Gal}(M / \boldsymbol{Q})$ and $H=\operatorname{Gal}(M / K)$. Then $I_{K}$
can be identified with the $Z$-module generated by the cosets $H \alpha$ with $\alpha \in G$; $G$ acts on $I_{K}$ on the right. It is easy to see that

$$
\operatorname{Gal}\left(M / K^{\Phi}\right)=\{\gamma \in G \mid \Phi \gamma=\Phi\} \quad(\text { cf. }[15, \S 8.3]) .
$$

Conjecture 1.7. Let $\tau$ be an injection of a $C M$-field $K$ into $\boldsymbol{C}$, and $\Phi \in I_{K}^{0}$. Then we can specify a non-zero complex number $P(\tau, \Phi)$, up to factors belonging to $\left(K^{\Phi}\right)_{a b} K_{0}^{\tau}$, with the property that if $\Phi=\sum_{i=1}^{m} s_{i} \Phi_{i}$ with CM-types $\Phi_{i}$ of $K$ and $s_{i} \in \boldsymbol{Z}$, then

$$
P(\tau, \Phi) \sim \prod_{i=1}^{m}\left[p\left(\tau, \Phi_{i}\right) / p\left(\tau \rho, \Phi_{i}\right)\right]^{s_{i}} .
$$

We now show that this conjecture can be reduced to a certain special case. Let $[K: Q]=2 g$ and let $\Omega$ denote the sum of all injections of $K$ into C. Every element $\Phi$ of $I_{K}^{0}$ can be expressed as $\Phi=a \Omega+\Xi$ with $a \in \boldsymbol{Z}$ and

$$
\Xi=\Sigma_{\nu=1}^{g}\left[a_{\nu} \tau_{\nu}+\left(n-a_{\nu}\right) \tau_{\nu} \rho\right],
$$

where the $\tau_{\nu}$ are $g$ injections which form a $C M$-type of $K$, and the $a_{\nu}$ are non-negative integers such that $n-a_{g} \leqq a_{g} \leqq \cdots \leqq a_{1}=n$. Such $n$ is uniquely determined by $\Phi$. In view of Proposition 1.5, we can put $P(\tau, \Phi)=P(\tau, \boldsymbol{\Xi})$. Let us prove:
(1.2) Conjecture 1.7 is trase if either $n$ is odd or $n=0$;
(1.3) Conjecture 1.7 is true if it is true for $n=2$.

First if $n=0$, we can put $P(\tau, \boldsymbol{\Xi})=1$. If $n=1, \boldsymbol{\Xi}$ is a $C M$-type, and $P(\tau, \boldsymbol{\Xi})$ must be $\sim p\left(\tau_{\nu}, \boldsymbol{\Xi}\right)$ or $p\left(\tau_{\nu}, \boldsymbol{\Xi}\right)^{-1}$ according as $\tau=\tau_{\nu}$ or $\tau=\tau_{\nu} \rho$. Now $p\left(\tau_{\nu}, \boldsymbol{\Xi}\right)$ can be given as the value $h(w)$ as explained in the proof of Proposition 1.6, which settles the problem, since the quotient of two such values belong to $\left(K^{\Xi}\right)_{a b} K_{0}^{\tau}$. If $n=2, \Xi$ has the form

$$
\begin{equation*}
\Xi=\sum_{\nu=1}^{r} 2 \tau_{\nu}+\sum^{g} g_{=r+1}\left(\tau_{\nu}+\tau_{\nu} \rho\right) \tag{1.4}
\end{equation*}
$$

with $0<r \leqq g$. Let us assume that one can specify $P(\tau, \Xi)$ for such $\Xi$ as in our conjecture. Suppose $n>2$. If $a_{g}>n / 2$ (which is the case when $n$ is odd), $E$ can be written

$$
\Xi=\sum_{j=1}^{t}\left[b_{j} \xi_{j}+\left(n-b_{j}\right) \xi_{j} \rho\right]
$$

with partial sums $\xi_{1}, \cdots, \xi_{t}$ of $\sum^{g}=1 \tau_{\nu}$ such that $\sum_{j=1}^{t} \xi_{j}=\sum_{\nu=1}^{g} \tau_{\nu}$ and positive integers $b_{j}$ such that $n-b_{t}<b_{t}<\cdots<b_{1}=n$. Then we can find $C M$-types $\Phi_{1}, \cdots, \Phi_{n}$ such that $\Xi=\sum_{i=1}^{n} \Phi_{i}$ and each $\Phi_{i}$ has an expression $\Phi_{i}=\xi_{1}+\cdots+$ $\xi_{s}+\xi_{s+1} \rho+\cdots+\xi_{t} \rho$. Observe that if $\Xi \gamma=\Xi$ for an element $\gamma \in G$, then $\xi_{j} \gamma=\xi_{j}$ for every $j$, and hence $\Phi_{i} \gamma=\Phi_{i}$ for every $i$. This implies that $K^{\Phi_{i}} \subset K^{\Xi}$. Therefore we can put $P(\tau, \boldsymbol{\Xi})=\prod_{i=1}^{n} P\left(\tau, \Phi_{i}\right)$. Next suppose $a_{g}=n / 2$; then $n \geqq 4$. We are going to define $P(\tau, \boldsymbol{\Xi})$ by induction on $n$. We observe that

$$
\Xi=\sum_{\nu=1}^{r}\left[a_{\nu} \tau_{\nu}+\left(n-a_{\nu}\right) \tau_{\nu} \rho\right]+(n / 2) \sum_{\nu=r+1}^{g}\left(\tau_{\nu}+\tau_{\nu} \rho\right)
$$

with the integer $r$ such that $a_{r-1}>a_{r}=\cdots=a_{g}$. Put

$$
\Psi=\sum_{\nu=1}^{r} 2 \tau_{\nu}+\sum_{\nu=r+1}\left(\tau_{\nu}+\tau_{\nu} \rho\right)
$$

and $\Xi=\Psi+\Xi^{\prime}$. Then $\Xi \gamma=\Xi$ implies $\Psi \gamma=\Psi$ and $\Xi^{\prime} \gamma=\Xi^{\prime}$, and hence $K^{\Psi} K^{\Xi^{\prime}}$ $\subset K^{\Xi}$. By induction, $P(\tau, \Psi)$ and $P\left(\tau, \Xi^{\prime}\right)$ are meaningful. Therefore we can put $P(\tau, \boldsymbol{\Xi})=P(\tau, \Psi) P\left(\tau, \Xi^{\prime}\right)$.

We shall prove in $\S 7$ that if $\Xi$ is given by (1.4), $P\left(\tau_{\nu}, \boldsymbol{\Xi}\right)$ can be specified as in our conjecture at least for $\nu \leqq r$. Thus the conjecture is reduced to the problem of finding $P\left(\tau_{\nu}, \boldsymbol{\Xi}\right)$ for such $\boldsymbol{E}$ and for $\nu>r$.

## 2. Applications and examples.

The above theorems imply various interesting relations between the periods $p(\tau, \Phi)$. For simplicity, we assume in this section that all fields are subfields of $\boldsymbol{C}$. Let us begin with the simplest case where $K$ is an imaginary quadratic field. There are two $C M$-types ( $K, \varphi$ ) and ( $K, \rho$ ) with the identity map of $K$ as $\varphi$. The period in these cases is given by means of an elliptic modular form $h$ of weight 1 with algebraic Fourier coefficients. In fact, if $w$ is an element of $K$ such that $\operatorname{Im}(w)>0$ and $h(w) \neq 0$, we have $p(\varphi, \varphi) \sim$ $p(\rho, \rho) \sim h(w)$ by [13, Remark 3.4]. As a special case of Theorem 1.2, we obtain

Proposition 2.1. Let $(L, \Psi)$ be a CM-type. Suppose that $L$ contains an imaginary quadratic field $K$ and the restriction of $\Psi$ to $K$ is $r \varphi+s \rho$ with nonnegative integers $r$ and $s$, where $\varphi$ denotes the identity map of $K$. Then $q_{K}(\varphi, \Psi) / q_{K}(\rho, \Psi) \sim h(w)^{r-s}$.

A similar but somewhat different result has been obtained by Gross [2] with no mention of $p(\tau, \Phi)$ in the higher-dimensional case.

Example 2.2. Suppose in particular $r=s$ in Proposition 2.1. Then we have $q_{K}(\varphi, \Psi) \sim q_{K}(\rho, \Psi)$ which is a non-trivial relation between the periods; this happens even when $(L, \Psi)$ is primitive. For instance, let $L_{0}$ be a totally real extension of $\boldsymbol{Q}$ of degree 4 with no subfields of degree 2, and let $L=L_{0} K$ with an imaginary quadratic field $K$. We can define a $C M$-type $\Psi=\sum_{\nu=1}^{4} \tau_{\nu}$ of $L$ so that $\tau_{1}=\tau_{2}=\varphi$ and $\tau_{3}=\tau_{4}=\rho$ on $K$. Then $(L, \Psi)$ is primitive and

$$
\begin{equation*}
p\left(\tau_{1}, \Psi\right) p\left(\tau_{2}, \Psi\right) \sim p\left(\tau_{3}, \Psi^{\prime}\right) p\left(\tau_{4}, \Psi\right) . \tag{2.1}
\end{equation*}
$$

Similar examples can be obtained for fields of higher degree.
We now study the periods in connection with the reflex of a given $C M$ type. First, for a fixed $C M$-field $K$ of degree $2 g$, take a pair of $C M$-types $\Phi_{0}$ and $\Phi_{1}$ of the forms

$$
\Phi_{0}=\tau_{1}+\tau_{2}+\cdots+\tau_{g}, \quad \Phi_{1}=\tau_{1}+\left(\tau_{2}+\cdots+\tau_{g}\right) \rho,
$$

where $\tau_{1}$ is the identity map of $K$, and for each injection $\tau$ of $K$ into $\boldsymbol{C}$, define an element $\boldsymbol{p}_{K}(\tau)$ of $\boldsymbol{C}^{\times} / \overline{\boldsymbol{Q}}^{\times}$by

$$
\boldsymbol{p}_{K}(\tau) \sim\left\{\begin{array}{lll}
p\left(\tau_{1}, \Phi_{0}\right) p\left(\tau_{1}, \Phi_{1}\right) & \text { if } & \tau=\tau_{1},  \tag{2.2}\\
1 /\left[p\left[\tau_{1}, \Phi_{0}\right) p\left(\tau_{1}, \Phi_{1}\right)\right] & \text { if } & \tau=\rho, \\
p\left(\tau_{i}, \Phi_{0}\right) / p\left(\tau_{i} \rho, \Phi_{1}\right) & \text { if } & \tau=\tau_{i}, \\
p\left(\tau_{i} \rho, \Phi_{1}\right) / p\left(\tau_{i}, \Phi_{0}\right) & \text { if } & \tau=\tau_{i} \rho .
\end{array}\right.
$$

By Theorem 1.2, this definition does not depend on the choice of $\tau_{2}, \cdots, \tau_{g}$. Let $\Phi$ be an arbitrary $C M$-type of $K$, and ( $J, \Psi$ ) the reflex of ( $K, \Phi$ ) in the sense of [11, 1.3] (i.e., the dual defined in [9,5.1] and [15, 8.3]). Then $J=K^{\Phi}$. Let $M$ be the Galois closure of $K$ over $\boldsymbol{Q}$ and let $G=\operatorname{Gal}(M / \boldsymbol{Q})$. Consider $\Phi$ and $\Psi$ as the sets of injections of $K$ and $J$ into $M$. For each $\sigma \in \Psi$ take $\gamma \in G$ which gives $\sigma$ on $J$. Observe that $\Phi \gamma$ is a $C M$-type of $K$ depending only on $\sigma$, since $\Phi \alpha=\Phi$ for $\alpha \in \operatorname{Gal}(M / J)$; therefore we write $\Phi_{\gamma}$ also $\Phi_{\sigma}$.

Theorem 2.3. If $(J, \Psi)$ is the reflex of $(K, \Phi)$ and $\sigma \in \Psi$, we have

$$
p(\sigma, \Psi)^{2} \sim \prod_{\tau \in \Phi_{\sigma}} \boldsymbol{p}_{K}(\tau) .
$$

Proof. Observe that $\left(J^{\sigma}, \sigma^{-1} \Psi\right)$ is the reflex of $(K, \Phi \sigma)$. By Proposition 1.5, we have $p(\sigma, \Psi) \sim p\left(1, \sigma^{-1} \Psi\right)$. Therefore, taking $\Phi_{\sigma}$ and $\sigma^{-1} \Psi$ in place of $\Phi$ and $\Psi$, it is sufficient to prove

$$
\begin{equation*}
p(1, \Psi)^{2} \sim \prod_{\tau \in \Phi} \boldsymbol{p}_{K}(\tau) \tag{2.3}
\end{equation*}
$$

when $1 \in \Phi$ and $1 \in \Psi$. Since $M$ is a $C M$-field, we can define $\boldsymbol{p}_{M}(\alpha)$ for each $\alpha \in G$. We consider $\rho$ an element of $G$, which is actually contained in the center. For a subset $X$ of $G$, we use the same letter $X$ for the element of $I_{M}$ which is the sum of the elements of $X$. Let us now prove

$$
\begin{equation*}
\Pi_{\alpha \in X} \boldsymbol{p}_{M}(\alpha) \sim p\left(1,1+X^{-1}+Y\right) / p\left(1,1+X^{-1} \rho+Y\right) \tag{2.4}
\end{equation*}
$$

if $X$ and $Y$ are subsets of $G$ such that $1+X^{-1}+Y$ is a $C M$-type of $M$, where $X^{-1}=\left\{\gamma^{-1} \mid \gamma \in X\right\}$. This is obvious if $X$ is empty. Assume (2.4) is true for $X$ and let $W=X \cup\{\beta\}$; suppose $1+W^{-1}+Z$ is a $C M$-type. Then we have

$$
\begin{aligned}
\boldsymbol{p}_{M}(\beta) & \sim p\left(\beta, 1+\beta+\beta X^{-1}+\beta Z\right) / p\left(\beta \rho, 1+\beta \rho+\beta X^{-1} \rho+\beta Z \rho\right) \\
& \sim p\left(1,1+W^{-1}+Z\right) / p\left(1,1+X^{-1}+\beta^{-1} \rho+Z\right) .
\end{aligned}
$$

This multiplied by (2.4) with $Y=Z+\beta^{-1} \rho$ proves the case of $X \cup\{\beta\}$; thus the proof of (2.4) is completed by induction. Let $H=\operatorname{Gal}(M / K)$. Then $\boldsymbol{p}_{K}(H \beta)$ for $\beta \in G$ is meaningful. Now we have

$$
\begin{equation*}
\boldsymbol{p}_{K}(H \beta) \sim \prod_{\alpha \in H \beta} \boldsymbol{p}_{M}(\alpha) . \tag{2.5}
\end{equation*}
$$

In fact, if $\beta \notin H$, we take a $C M$-type $\sum_{\nu=1}^{g} \tau_{\nu}$ of $K$ so that $\tau_{1}=\operatorname{id}_{K}$ and $\tau_{2}$ is represented by $H \beta$. Let $H \beta_{\nu}$ represent $\tau_{\nu}$ for $\nu>1$ with $\beta=\beta_{2}$. Then

$$
\begin{aligned}
\boldsymbol{p}_{K}\left(\tau_{2}\right) & \sim p\left(\tau_{2}, \tau_{1}+\tau_{2}+\cdots+\tau_{g}\right) / p\left(\tau_{2} \rho, \tau_{1}+\tau_{2} \rho+\cdots+\tau_{g} \rho\right) \\
& \sim p\left(\beta, H+H \beta_{2}+\cdots+H \beta_{g}\right) / p\left(\beta \rho, H+H \beta_{2} \rho+\cdots+H \beta_{g} \rho\right)
\end{aligned}
$$

by Proposition 1.4. Define $Y$ by $\beta Y+\beta=H \beta_{2}+\cdots+H \beta_{g}$. Then

$$
\begin{aligned}
\boldsymbol{p}_{K}\left(\tau_{2}\right) & \sim p(\beta, H+\beta+\beta Y) / p(\beta \rho, H+\beta \rho+\beta Y \rho) \\
& \sim p\left(1,1+\beta^{-1} H+Y\right) / p\left(1,1+\beta^{-1} H \rho+Y\right) \sim \prod_{\alpha \in H \beta} \boldsymbol{p}_{M}(\alpha)
\end{aligned}
$$

by (2.4); this proves (2.5) in the case $\beta \notin H$. To prove the case $H \beta=H$, put $A=H-1$ and $B=H \beta_{2}+\cdots+H \beta_{g}$. Then

$$
\begin{aligned}
& \Pi_{\alpha \in H} \boldsymbol{p}_{M}(\alpha) \sim \boldsymbol{p}_{M}(1) \Pi_{\alpha \in A} \boldsymbol{p}_{M}(\alpha) \\
\sim & p(1,1+A+B \rho) p(1,1+A \rho+B) p(1,1+A+B) / p(1,1+A \rho+B) \quad(\text { by (2.4)) }) \\
\sim & p(1, H+B) p(1, H+B \rho) \\
\sim & p\left(\tau_{1}, \tau_{1}+\cdots+\tau_{g}\right) p\left(\tau_{1}, \tau_{1}+\left(\tau_{2}+\cdots+\tau_{g}\right) \rho\right) \quad \text { (by Proposition 1.4) } \\
\sim & \boldsymbol{p}_{K}\left(\tau_{1}\right) .
\end{aligned}
$$

This completes the proof of (2.5). Now let $\Phi$ be represented by $H \gamma_{1}, \cdots, H \gamma_{g}$, and let $S=H \gamma_{1}+\cdots+H r_{g}=1+X$. By (2.4) and (2.5),

$$
\begin{aligned}
& \Pi_{\tau \in \Phi} \boldsymbol{p}_{K}(\tau) \sim \prod_{\alpha \in S} \boldsymbol{p}_{M}(\alpha) \sim \boldsymbol{p}_{M}(1) \Pi_{\alpha \in X} \boldsymbol{p}_{M}(\alpha) \\
\sim & p\left(1,1+X^{-1}\right) p\left(1,1+X^{-1} \rho\right) p\left(1,1+X^{-1}\right) / p\left(1,1+X^{-1} \rho\right) \\
\sim & p\left(1,1+X^{-1}\right)^{2} \sim p\left(1, S^{-1}\right)^{2} .
\end{aligned}
$$

Now the restriction of $S^{-1}$ to $J$ is exactly $[M: J] \Psi$ according to the definition of the reflex. Thus $p\left(1, S^{-1}\right) \sim p(1, \Psi)$ by Proposition 1.4, and we obtain (2.2), This completes the proof.

Remark 2.4. Let $\mathfrak{F}_{K}$ denote the set of all $C M$-types of $K$. Then $\mathfrak{F}_{K}$ has $2^{g}$ elements and $G$ acts on $\mathfrak{F}_{K}$ on the right. Let $\left\{\Phi_{1}, \cdots, \Phi_{s}\right\}$ be a complete set of representatives for $\mathfrak{F}_{K} / G$, and let $\left(J_{i}, \Psi_{i}\right)$ be the reflex of $\left(K, \Phi_{i}\right)$. Then $\left\{\Phi_{i} \gamma \mid \gamma \in G\right\}$ contains exactly $\left[J_{i}: \boldsymbol{Q}\right]$ elements, so that $\sum_{i=1}^{s}\left[J_{i}: \boldsymbol{Q}\right]=2^{g}$. Since the reflex of ( $K, \Phi_{i} r$ ) is ( $J_{i}{ }^{r}, \gamma^{-1} \Psi_{i}$ ), the CM-types ( $J_{i}, \Psi_{i}$ ), for $i=1, \cdots, s$, "represents" the reflexes of all the $C M$-types of $K$. Observe that $\boldsymbol{p}_{K}(\tau \rho)$ $=\boldsymbol{p}_{K}(\tau)^{-1}$. Therefore the above theorem shows that the $2^{g-1}$ numbers $p\left(\sigma, \Psi_{i}\right)^{2}$ are monomials of $g$ numbers $\boldsymbol{p}_{K}\left(\tau_{1}\right), \cdots, \boldsymbol{p}_{K}\left(\tau_{g}\right)$ and their inverses. As shown in $[11,1.9,1.10]$, it can happen that $s=1$ and $\left[J_{1}: \boldsymbol{Q}\right]=2^{g}$. In any case, at most $g$ of the numbers $p\left(\sigma, \Psi_{i}\right)$ can be algebraically independent. We can refine this point as follows.

Theorem 2.5. Let $\Psi=\sum_{\lambda=1}^{h} \sigma_{\lambda}$ be a CM-type of a CM-field $J$ of degree $2 h$, and $M$ the Galois closure of $J$ over $\boldsymbol{Q}$. Further let $t(\Psi)$ be the dimension of the subspace of $I_{J}^{0}(\boldsymbol{Q})$ generated over $\boldsymbol{Q}$ by $\Psi \gamma$ for all $\gamma \in \operatorname{Gal}(M / \boldsymbol{Q})$, and let $\delta(\Psi)$ $=h+1-t(\Psi)$. Then the module

$$
\left\{\left(x_{1}, \cdots, x_{h}\right) \in \boldsymbol{Z}^{h} \mid \prod_{\lambda=1}^{h} p\left(\sigma_{\lambda}, \Psi\right)^{x} \lambda \sim 1\right\}
$$

has rank at least $\delta(\Psi)$.
Proof. We note that $\delta(\Psi) \geqq 0$, since $I_{J}^{0}(\boldsymbol{Q})$ has dimension $h+1$. Let $(K, \Phi)$ be the reflex of $(J, \Psi)$, and $\left(J^{\prime}, \Psi^{\prime}\right)$ the reflex of $(K, \Phi)$. Then the restriction of $\Psi$ to $J^{\prime}$ is $\left[J: J^{\prime}\right] \Psi^{\prime}$. Obviously $t\left(\Psi^{\prime}\right)=t\left(\Psi^{\prime}\right)$; therefore Proposition 1.4 reduces the problem to ( $J^{\prime}, \Psi^{\prime}$ ) ; so we assume $J=J^{\prime}$. Now by Kubota [17], we have

$$
\begin{equation*}
t(\Psi)=t(\Phi) . \tag{2.6}
\end{equation*}
$$

(This is non-trivial, but can be proved in an elementary way.) Changing $\Phi$ for $\Phi \rho$ if necessary, we may assume that $\rho \nsubseteq \Phi$. Let $W$ be the subspace of $I_{\bar{K}}^{0}(\boldsymbol{Q})$ generated by $\Phi_{\sigma}$ for all $\sigma \in \Psi$. Since $\Phi \gamma+\Phi \gamma \rho=\Phi+\Phi \rho$, we see that $\Phi \gamma \in W+\boldsymbol{Q} \Phi \rho$ for all $\gamma \in G$. Observe that $\Phi \rho \notin W$. Therefore $W$ has dimension $t(\Phi)-1$. If $\sum_{\lambda=1}^{h} x_{\lambda} \Phi_{\sigma_{\lambda}}=0$, then Theorem 2.3 implies that

$$
\prod_{\lambda=1}^{h} p\left(\sigma_{\lambda}, \Psi\right)^{2 x} \lambda \sim 1
$$

This proves our theorem.
Remark 2.6. (a) Since $t(\Psi)=t\left(\Psi^{\prime}\right) \leqq \frac{1}{2}\left[J^{\prime}: \boldsymbol{Q}\right]+1$, we have $\delta(\Psi)=0$ only when $\Psi$ is primitive. The converse is not true, however.
(b) If $J$ is a Galois extension of $\boldsymbol{Q}$, it can easily be seen that $t(\Psi)$ is the dimension of the space generated over $\boldsymbol{Q}$ by $\gamma \Psi$ for all $\gamma \in \operatorname{Gal}(J / \boldsymbol{Q})$.

Proposition 2.7. Let $(K, \Phi)$ and $(L, \Psi)$ be CM-types. Suppose that $K \subset L$, $\delta(\Psi)=0$, and $L$ is a Galois extension of $\boldsymbol{Q}$. Then, for each injection $\tau$ of $K$ into $\boldsymbol{C}$, we have

$$
\begin{equation*}
p(\tau, \Phi) \sim \prod_{\alpha \in G} p(\alpha, \Psi)^{b_{\alpha}} \tag{2.7}
\end{equation*}
$$

with $b_{\alpha} \in \boldsymbol{Q}$, where $G=\operatorname{Gal}(L / \boldsymbol{Q})$.
Proof. There is a $C M$-type $\Psi_{1}$ of $L$ whose restriction to $K$ is $[L: K] \Phi$. Take $\beta \in G$ which gives $\tau$ on $K$. If $\delta(\Psi)=0, I_{L}^{0}(\boldsymbol{Q})$ is generated by $\alpha \Psi$ for all $\alpha \in G$, so that $\Psi_{1}=\Sigma_{\alpha \in G} c_{\alpha} \alpha \Psi$ with $c_{\alpha} \in \boldsymbol{Q}$. Then, for $\tau \in \Phi$,

$$
\begin{aligned}
p(\tau, \Phi) & \sim p\left(\beta, \Psi_{1}\right) \sim \prod_{\alpha \in G}[p(\beta, \alpha \Psi) / p(\beta \rho, \alpha \Psi)]^{c_{\alpha}} \\
& \sim \prod_{\alpha \in G}\left[p\left(\alpha^{-1} \beta, \Psi\right) / p\left(\alpha^{-1} \beta \rho, \Psi\right)\right]^{c_{\alpha}}
\end{aligned}
$$

by Theorem 1.3 and Proposition 1.5, This proves our assertion.
Remark 2.8. (a) It of ten happens that $I_{L}^{\circ}$ is generated over $\boldsymbol{Z}$ by $\alpha \Psi$ for
all $\alpha \in G$. In such a case, we have (2.7) with $b_{\alpha} \in \boldsymbol{Z}$.
(b) The above proposition includes the case $K=L$. Therefore, when $L$ is normal over $\boldsymbol{Q}$ and $\delta(\Psi)=0$, the quantities $\boldsymbol{p}_{L}(\alpha)$ are algebraically dependent on $p(\alpha, \Psi)$ and vice versa.

Let us now assume that $K$ is an imaginary cyclic extension of $\boldsymbol{Q}$ of degree $2 g$. It can easily be seen that if $\Phi=\Sigma^{\boldsymbol{g}=0} \boldsymbol{\sigma}^{-1} \sigma^{\nu}$ with a generator $\sigma$ of $\operatorname{Gal}(K / Q)$, we have $\delta(\Phi)=0$, and $\sigma^{\nu} \Phi$ for $\nu=0,1, \cdots, g$ form a basis of $I_{K}^{0}$ over $Z$. Let $(L, \Psi)$ be a $C M$-type such that $K \subset L$. Then the restriction of $\Psi$ to $K$ belongs to $I_{K}^{0}$, and hence can be written $\sum_{\nu=0}^{g} s_{\nu} \sigma^{\nu} \Phi$ with $s_{\nu} \in Z$. By Theorem 1.3 and Proposition 1.5, we have

$$
\begin{array}{r}
q_{K}\left(\sigma^{\lambda}, \Psi\right) / q_{K}\left(\sigma^{\lambda+g}, \Psi\right) \sim \prod_{\nu=0}^{g}\left[p\left(\sigma^{\lambda-\nu}, \Phi\right) / p\left(\sigma^{\lambda+g-\nu}, \Phi\right)\right]^{s_{\nu}}  \tag{2.8}\\
\quad(\lambda=0,1, \cdots, g-1) .
\end{array}
$$

If the restriction of $\Psi$ to $K$ is $\sum_{\nu=0}^{2 g-1} r_{\nu} \sigma^{\nu}$ with $0 \leqq r_{\nu} \in \boldsymbol{Z}$, we have $s_{0}=r_{0}, s_{1}=$ $r_{1}-r_{0}, \cdots, s_{g-1}=r_{g-1}-r_{g-2}$, and $s_{g}=r_{g}-r_{g-1}+r_{0}$. Consider (2.8) as "linear equations" in the variables $p\left(\sigma^{\mu}, \Phi\right)$ for $\mu=0,1, \cdots, g-1$. The determinant of the coefficients can be given in terms of $r_{\nu}$; if it is non-vanishing, we can express $p\left(\sigma^{\mu}, \Phi\right)$ by means of $q_{K}\left(\sigma^{\lambda}, \Psi\right)$. For example, if $g=2$, we obtain

Proposition 2.9. Let $K$ be an imaginary cyclic extension of $\boldsymbol{Q}$ of degree 4, and $\Phi=1+\sigma$ with a generator $\sigma$ of $\operatorname{Gal}(K / Q)$. Let $(L, \Psi)$ be a CM-type such that $K \subset L$, and let the restriction of $\Psi$ to $K$ be $\sum_{\nu=0}^{3} r_{\nu} \sigma^{\nu}$ with $0 \leqq r_{\nu} \in \boldsymbol{Z}$. Suppose $r_{0} \neq r_{1}$ or $r_{1} \neq r_{2}$, and let

$$
a=\left(r_{1}-r_{2}\right) /\left[\left(r_{1}-r_{2}\right)^{2}+\left(r_{0}-r_{1}\right)^{2}\right], \quad b=\left(r_{0}-r_{1}\right) /\left[\left(r_{1}-r_{2}\right)^{2}+\left(r_{0}-r_{1}\right)^{2}\right] .
$$

Then we have

$$
\begin{aligned}
& p(1, \Phi) \sim q_{K}(1, \Psi)^{a} q_{K}\left(\sigma^{2}, \Psi\right)^{-a} q_{K}(\sigma, \Psi)^{-b} q_{K}\left(\sigma^{3}, \Psi\right)^{b}, \\
& p(\sigma, \Phi) \sim q_{K}(1, \Psi)^{b} q_{K}\left(\sigma^{2}, \Psi\right)^{-b} q_{K}(\sigma, \Psi)^{a} q_{K}\left(\sigma^{3}, \Psi\right)^{-a} .
\end{aligned}
$$

Observe that $r_{0}+r_{2}=r_{1}+r_{3}=[L: K]$. Therefore if $[L: K]$ is odd, we have $r_{0} \neq r_{1}$ or $r_{1} \neq r_{2}$.

Coming back to the case of an arbitrary degree, if equations (2.8) are not independent, we obtain non-trivial relations among $p(\tau, \Psi)$.

Example 2.10. Suppose that $L$ is a cyclic extension of $\boldsymbol{Q}$ of degree 18, $[L: K]=3$, and $\tau$ a generator of $\operatorname{Gal}(L / \boldsymbol{Q})$ which coincides with $\sigma$ on $K$. Put $\Psi=1+\tau^{10}+\sum_{\nu=2}^{8} \tau^{\nu}$. Then $(L, \Psi)$ is primitive. In this case, the right-hand sides of (2.8) for $\lambda=0$ and $\lambda=2$ are the same; for $\lambda=1$, we obtain its inverse. Therefore

$$
\begin{aligned}
& p(1, \Psi) p\left(\tau^{6}, \Psi\right) / p\left(\tau^{3}, \Psi\right) \sim p\left(\tau^{4}, \Psi\right) p\left(\tau^{10}, \Psi\right) / p\left(\tau^{7}, \Psi\right) \\
& \quad \sim p\left(\tau^{2}, \Psi\right) p\left(\tau^{8}, \Psi\right) / p\left(\tau^{5}, \Psi\right) \sim p(1, \Phi) p\left(\sigma^{2}, \Phi\right) / p(\sigma, \Phi) .
\end{aligned}
$$

In fact, we can easily verify that $\delta(\Psi)=2$, and these relations are those guaranteed by Theorem 2.5 and its proof.

The relations given by Proposition 2.7 can be used to express the periods in terms of the values of the gamma-function. For example, let $L=\boldsymbol{Q}(\zeta)$, $\zeta=\exp (2 \pi i / l)$ with an odd prime $l$. As shown by Weil [16], if $\Psi$ is the $C M$-type of $L$ obtained from a curve of the form $y^{l}=x^{a}(1-x), p(\alpha, \Psi)$ is the product of an algebraic number, a power of $\pi$, and a monomial of $\Gamma(t / l)$ for $t=1, \cdots, l-1$. It was shown by Kubota [17] that $\delta(\Psi)=0$ for $a=1$. Therefore Proposition 2.7 guarantees an expression for $p(\tau, \Phi)$ in terms of $\Gamma(t / l)$ for every $C M$-type $\Phi$ of every imaginary subfield of $\boldsymbol{Q}(\zeta)$.

More $C M$-types of cyclotomic fields can be obtained from the factors of the jacobian of the curve $x^{d}+y^{e}=1$ with arbitrary positive integers $d$ and $e$. The periods of abelian integrals in the case $d=e$ have been computed by Rohrlich in [2, Appendix]. It seems that Theorem 1.3 and the idea in the proof of Proposition 2.7, together with a careful analysis of these $C M$-types, will lead to a general result about an expression of $p(\tau, \Phi)$ as a monomial of the values of $\Gamma$ for an arbitrary $C M$-type $\Phi$ of an arbitrary imaginary cyclotomic field, which will give a generalization of the formula of Chowla and Selberg in [6]. In the cases in which the periods are expressed by $\Gamma(t / l)$, our monomial relations can often be checked directly by means of the known relations of $\Gamma$ such as $\Gamma(s) \Gamma(1-s) \sim \pi$ for $s \in \boldsymbol{Q}$. Probably this is always so in such cyclotomic cases. In other words, it is unlikely that our relations produce new algebraic relations between the values of $\Gamma$.

Finally we mention that $p(\tau, \Phi)$ is closely connected with the values of $L$-functions of a $C M$-field with Hecke characters, as shown by [12, Theorem 2].

## 3. The symmetric domain of a unitary group.

To simplify our notation, we denote by $\operatorname{diag}\left[X_{1}, \cdots, X_{m}\right]$ the square matrix with square matrices $X_{1}, \cdots, X_{m}$ on the diagonal blocks and with 0 in all other blocks. If $S$ is a ring, we let $S_{q}^{p}$ denote the module of all $p \times q$ matrices with entries in $S$; we put $S^{p}=S_{1}^{p}$ and $M_{p}(S)=S_{p}^{p}$. For a complex hermitian matrix $H$, we write $H>0$ if $H$ is positive definite. Given two non-negative integers $r$ and $s$, put $J_{r, s}=\operatorname{diag}\left[1_{r},-1_{s}\right], m=r+s$, where $1_{r}$ denotes the identity matrix of degree $r$, and define a unitary group $U(r, s)$ by

$$
\begin{equation*}
U(r, s)=\left\{\left.\alpha \in G L_{m}(\boldsymbol{C})\right|^{t} \bar{\alpha} J_{r, s} \alpha=J_{r, s}\right\} ; \tag{3.1}
\end{equation*}
$$

we understand that $J_{r, s}=1_{m}$ if $r s=0$. The quotient of $U(r, s)$ modulo a maximal compact subgroup is isomorphic to a bounded symmetric domain $\mathfrak{D}(r, s)$ defined by

$$
\begin{equation*}
\mathfrak{D}(r, s)=\left\{z \in \boldsymbol{C}_{s}^{r} \mid 1_{r}-z^{\cdot} \cdot \bar{z}>0\right\} . \tag{3.2}
\end{equation*}
$$

To define the action of $U(r, s)$ on $\mathfrak{D}(r, s)$, let $\mathfrak{X}$ be the set of all elements $Y$ of $G L_{m}(\boldsymbol{C})$ such that ${ }^{t} \bar{Y} J_{r, s} Y=\operatorname{diag}[A,-B]$ with $0<A={ }^{t} \bar{A} \in \boldsymbol{C}_{r}^{r}$ and $0<B=$ ${ }^{t} \bar{B} \in \boldsymbol{C}_{s}^{s}$. Put

$$
Y(z)=\left[\begin{array}{ll}
1_{r} & z  \tag{3.3}\\
t \bar{z} & 1_{s}
\end{array}\right] \quad(z \in \mathfrak{D}(r, s)) .
$$

It can easily be seen that

$$
(z, u, v) \mapsto Y(z)\left(\begin{array}{ll}
u & 0 \\
0 & v
\end{array}\right)
$$

gives a bijective map of $\mathfrak{D}(r, s) \times G L_{r}(\boldsymbol{C}) \times G L_{s}(\boldsymbol{C})$ onto $\mathfrak{X}$. Obviously $\alpha Y \in \mathfrak{X}$ if $\alpha \in U(r, s)$ and $Y \in \mathfrak{X}$. Therefore, if $z \in \mathfrak{D}(r, s)$, we can define a point $\alpha(z)$ of $\mathfrak{D}(r, s)$ by

$$
\begin{equation*}
\alpha \cdot Y(z)=Y(\alpha(z)) \cdot \operatorname{diag}[\overline{\lambda(\alpha, z)}, \mu(\alpha, z)] \tag{3.4}
\end{equation*}
$$

with $\lambda(\alpha, z) \in G L_{r}(\boldsymbol{C})$ and $\mu(\alpha, z) \in G L_{s}(\boldsymbol{C})$. Notice that both $\lambda$ and $\mu$ are holomorphic factors of automorphy. Put

$$
R(z, w)={ }^{t} \overline{Y(z)} J_{r, s} Y(w)=\left[\begin{array}{cc}
1_{r}-z \cdot{ }^{t} \bar{w} & w-z  \tag{3.5}\\
{ }^{t} \bar{z}-{ }^{t} \bar{w} & { }^{t} \bar{z} w-1_{s}
\end{array}\right]
$$

Substituting $\alpha(z)$ and $\alpha(w)$ for $z$ and $w$, we find

$$
R(z, w)=\left[\begin{array}{cc}
t \lambda(\alpha, z) & 0  \tag{3.6}\\
0 & { }^{t} \mu(\alpha, z)
\end{array}\right] R(\alpha(z), \alpha(w))\left[\begin{array}{cc}
\overline{\lambda(\alpha, w)} & 0 \\
0 & \mu(\alpha, w)
\end{array}\right]
$$

Comparing the upper right blocks of both sides, we obtain

$$
\begin{equation*}
d z^{\circ} \alpha==^{t} \lambda(\alpha, z)^{-1} d z \mu(\alpha, z)^{-1} \quad(\alpha \in U(r, s)) . \tag{3.7}
\end{equation*}
$$

Put $\xi(z)=1_{r}-z \cdot{ }^{t} \bar{z}$ and $\eta(z)=1_{s}-^{t} \bar{z} z$. Since $R(z, z)=\operatorname{diag}[\xi(z),-\eta(z)]$, (3.6) yields

$$
\begin{equation*}
\xi(z)={ }^{t} \lambda(\alpha, z) \xi(\alpha(z)) \overline{\lambda(\alpha, z)}, \quad \eta(z)={ }^{t} \overline{\mu(\alpha, z)} \eta(\alpha(z)) \mu(\alpha, z) . \tag{3.8}
\end{equation*}
$$

Now we can easily verify that $\operatorname{det}(Y(z))=\operatorname{det}(\xi(z))=\operatorname{det}(\eta(z))$. Taking the determinant of (3.4) and using (3.8), we find

$$
\begin{equation*}
\operatorname{det}(\mu(\alpha, z))=\operatorname{det}(\alpha) \operatorname{det}(\lambda(\alpha, z)) \quad(\alpha \in U(r, s)) \tag{3.9}
\end{equation*}
$$

If $r=0$ or $s=0$, the group $U(r, s)$ is compact. In this case, we denote by $\mathfrak{D}(r, s)$ the space consisting of a single point, say $z_{0}$, and put $Y\left(z_{0}\right)=1_{m}$; the action of $U(r, s)$ on $\mathfrak{D}(r, s)$ is trivial.

## 4. A family of abelian varieties.

Let $K$ be a $C M$-field, and $\Phi$ an element of $I_{K}$ which represents a class of representations of $K$. We consider a structure $(A, c, C)$ such that: (i) $(A, \iota)$ is of type $(K, \Phi)$; (ii) $\mathcal{C}$ is a polarization of $A$; and (iii) the involution of $\operatorname{End}(A) \otimes \boldsymbol{Q}$ determined by $\mathcal{C}$ sends $\iota(a)$ to $\iota\left(a^{\rho}\right)$. Take an isomorphism of $A$ onto a complex torus $\boldsymbol{C}^{n} / D$ with a lattice $D$ in $\boldsymbol{C}^{n}$ so that $\Phi(a)$ corresponds to $\iota(a)$, where we use $\Phi$ for a matrix representation in the given class. Then $K$ acts on $\boldsymbol{Q} D$ through $\Phi$, and hence there is an isomorphism $p$ of $K_{m}^{1}$ onto $\boldsymbol{Q} D$ such that $p(a x)=\Phi(a) p(x)$ for $a \in K$ and $x \in K_{m}^{1}$, where $m=2 n /[K: \boldsymbol{Q}]$. Put $\mathbb{N}_{\mathcal{C}}=p^{-1}(D)$. Then $\mathfrak{N}_{\mathbb{C}}$ is a lattice in $K_{m}^{1}$. Let $E(x, y)$ be the Riemann (alternating) form of a basic divisor in $\mathcal{C}$. As shown in [7], there is an element $T$ of $G L_{m}(K)$ such that ${ }^{t} T^{o}=-T$ and

$$
E(p(x), p(y))=\operatorname{Tr}_{K / Q}\left(x T^{\cdot} y^{o}\right) \quad\left((x, y) \in K_{m}^{1} \times K_{n n}^{1}\right) .
$$

In this situation, we say that $(A, \iota, \mathcal{C})$ is of type ( $K, \Phi, T, \mathfrak{M}$ ), or simply of type ( $K, \Phi, T$ ) if only the isogeny-class is the question. Let $[K: \boldsymbol{Q}]=2 g$ and take $g$ injections $\tau_{1}, \cdots, \tau_{g}$ of $K$ into $C$ which form a $C M$-type of $K$; put $\Phi=\sum_{\nu=1}^{g}\left(r_{\nu} \tau_{\nu}+s_{\nu} \tau_{\nu} \rho\right)$ with integers $r_{\nu}$ and $s_{\nu}$. Then a structure of type ( $K, \Phi, T$ ) exists if and only if $-i T^{\tau_{\nu}}$ has signature ( $r_{\nu}, s_{\nu}$ ) for every $\nu$ (see [7]) ; especially $r_{1}+s_{1}=\cdots=r_{g}+s_{g}=m$, and hence $\Phi \in I_{K}^{0}$. Suppose in particular $\Phi$ is a $C M$-type and $\Phi=\sum_{\nu=1}^{g} \tau_{\nu}$. Then $m=1$ and $T$ is an element of $K$ such that $T^{\rho}=-T$ and $-i T^{\tau} \nu>0$ for all $\nu$. If $m>1$, the structures of a given type can be parametrized by the points of a symmetric domain $\mathfrak{D}$, as proved in [7]. Let us now recall this explicit parametrization.

With a fixed element $T$ of $G L_{m}(K)$ such that ${ }^{t} T^{\rho}=-T$, define a group $G_{Q}$ by

$$
\begin{equation*}
G_{Q}=\left\{\alpha \in G L_{m}(K) \mid \alpha T \cdot{ }^{t} \alpha^{\rho}=T\right\} . \tag{4.1}
\end{equation*}
$$

Assuming the signature of $-i T^{\tau_{\nu}}$ to be ( $r_{\nu}, s_{\nu}$ ), take an element $Q_{\nu}$ of $G L_{m}(\overline{\boldsymbol{Q}})$ so that

$$
\begin{equation*}
-i T^{\tau_{\nu}}=Q_{\nu}^{\rho} J_{r_{\nu}, s_{\nu}} \cdot{ }^{t} Q_{\nu} . \tag{4.2}
\end{equation*}
$$

Then $G_{\boldsymbol{Q}}$ can be embedded into $\prod_{r=1}^{s} U\left(r_{\nu}, s_{\nu}\right)$ by the map

$$
\begin{equation*}
\alpha \mapsto\left(Q_{1}^{-1} \alpha^{\tau_{1} \rho} Q_{1}, \cdots, Q_{g}{ }^{-1} \alpha^{\tau}{ }^{\tau} \rho Q_{g}\right) \tag{4.3}
\end{equation*}
$$

We let $G_{\boldsymbol{Q}}$ act on the domain

$$
\begin{equation*}
\mathfrak{D}=\mathfrak{D}\left(r_{1}, s_{1}\right) \times \cdots \times \mathfrak{D}\left(r_{g}, s_{g}\right) \tag{4.4}
\end{equation*}
$$

through the map (4.3), Notice that $r_{\nu} s_{\nu}=0$ may happen for some $\nu$. For $\alpha \in G_{Q}$ and $z=\left(z_{1}, \cdots, z_{g}\right) \in \mathfrak{D}$ with $z_{\nu} \in \mathfrak{D}\left(r_{\nu}, s_{\nu}\right)$, we put $\lambda_{\nu}(\alpha, z)=\lambda\left(Q_{\nu}{ }^{-1} \alpha_{\nu}^{\tau_{\nu}} Q_{\nu}, z_{\nu}\right)$,
$\mu_{\nu}(\alpha, z)=\mu\left(Q_{\nu}{ }^{-1} \alpha^{\tau} \nu^{\rho} Q_{\nu}, z_{\nu}\right)$,

$$
Y_{\nu}(z)=Y\left(z_{\nu}\right)=\left\{\begin{array}{cc}
{\left[\begin{array}{ll}
1_{r_{\nu}} & z_{\nu} \\
t \bar{z}_{\nu} & 1_{s_{\nu}}
\end{array}\right]} & \left(r_{\nu} s_{\nu}>0\right) \\
1_{m} & \left(r_{\nu} s_{\nu}=0\right)
\end{array}\right.
$$

Each point $z$ of $\mathfrak{D}$ determines a structure of type $(K, \Phi, T, \mathfrak{M})$ as follows. First put

$$
Y_{\nu}(z) \cdot{ }^{t} Q_{\nu}^{\rho}=\left[\begin{array}{c}
u_{1}^{\nu} \cdots u_{m}^{\nu} \\
\bar{v}_{1}^{\nu} \cdots \bar{v}_{m}^{\nu}
\end{array}\right] \quad(\nu=1, \cdots, g)
$$

with $u_{k}^{\nu} \in \boldsymbol{C}^{r_{\nu}}$ and $\nu_{k}^{\nu} \in \boldsymbol{C}^{s_{\nu}}$, and define $\mathfrak{x}_{k}(z) \in \boldsymbol{C}^{m \boldsymbol{g}}$ by

$$
{ }^{t} \mathfrak{x}_{k}(z)=\left({ }^{t} u_{k}^{1},{ }^{t} v_{k}^{1}, \cdots,{ }^{t} u_{k}^{g},{ }^{t} v_{k}^{g}\right)
$$

Put $n=m g$, and define an $n$-dimensional diagonal representation $\Phi$ of $K$ by

$$
\Phi(a)=\operatorname{diag}\left[a^{\tau_{1}} 1_{r_{1}}, a^{\tau_{1} \rho} 1_{s_{1}}, \cdots, a^{\tau} 1_{r_{g}}, a^{\tau}{ }^{\tau} 1_{s_{g}}\right] \quad(a \in K)
$$

For $a=\left(a_{1}, \cdots, a_{m}\right) \in K_{m}^{1}$ and $z \in \mathfrak{D}$, put

$$
p_{z}(a)=p(a, z)=\sum_{k=1}^{m} \Phi\left(a_{k}\right) \mathfrak{x}_{k}(z)
$$

Then $p_{z}$ can be extended to an $\boldsymbol{R}$-linear isomorphism of $\left(K \otimes_{\boldsymbol{Q}} \boldsymbol{R}\right)_{m}^{1}$ onto $\boldsymbol{C}^{n}$. Therefore, if $\mathfrak{P}$ is a lattice in $K_{m}^{1}, C^{n} / p_{z}(\mathfrak{M})$ is a complex torus. Define an $\boldsymbol{R}$-valued alternating form $E_{z}$ on $\boldsymbol{C}^{n}$ by

$$
E_{z}\left(p_{z}(a), p_{z}(b)\right)=\operatorname{Tr}_{K / Q}\left(a T \cdot{ }^{t} b^{o}\right) \quad\left(a, b \in K_{m}^{1}\right)
$$

This defines a Riemann form on $\boldsymbol{C}^{n}$, so that the torus has a structure of abelian variety; the action of $\Phi(a)$ defines an endomorphism. In this way we obtain a structure $\left(A_{z}, \iota_{z}, \mathcal{C}_{z}\right)$ of type ( $K, \Phi, T, \mathfrak{M}$ i) for each $z \in \mathfrak{D}$. Conversely, every structure of type $(K, \Phi, T, \mathfrak{M})$ can be obtained in this fashion. For details, see [7].

We now define an embedding $\varepsilon$ of $\mathfrak{D}$ into the Siegel upper space

$$
\mathfrak{S}_{n}=\left\{\left.z \in \boldsymbol{C}_{n}^{n}\right|^{t} z=z, \operatorname{Im}(z)>0\right\}
$$

First take a basis $\left\{h_{1}, \cdots, h_{2 n}\right\}$ of $K_{m}^{1}$ over $\boldsymbol{Q}$ so that

$$
\left(\operatorname{Tr}_{K / Q}\left(h_{i} T \cdot t h_{j}^{\rho}\right)\right)_{i, j=1, \ldots, 2 n}=\left[\begin{array}{cc}
0 & -1_{n}  \tag{4.5}\\
1_{n} & 0
\end{array}\right]
$$

and define the period matrix $\left(\omega_{1}(z), \omega_{2}(z)\right)$ by

$$
\begin{equation*}
\omega_{1}(z)=\left(p_{z}\left(h_{1}\right) \cdots p_{z}\left(h_{n}\right)\right), \quad \omega_{2}(z)=\left(p_{z}\left(h_{n+1}\right) \cdots p_{z}\left(h_{2 n}\right)\right) \tag{4.6}
\end{equation*}
$$

As is well known, $\omega_{2}(z)$ is invertible, and $\omega_{2}(z)^{-1} \omega_{1}(z) \in \mathscr{S}_{n}$. Thus we obtain an embedding

$$
\begin{equation*}
\varepsilon: \mathfrak{D} \rightarrow \mathfrak{S}_{n}, \quad \varepsilon(z)=\omega_{2}(z)^{-1} \omega_{1}(z) \quad(z \in \mathfrak{D}) . \tag{4.7}
\end{equation*}
$$

This is holomorphic, since $\mathfrak{x}_{k}(z)$ is holomorphic in $z$. Every $\beta=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right) \in \operatorname{Sp}(n, \boldsymbol{R})$ acts on $\mathscr{S}_{n}$ as usual under the rule $\beta(Z)=(A Z+B)(C Z+D)^{-1}$ for $Z \in \mathscr{S}_{n}$. Now, for every $\alpha \in G_{\boldsymbol{q}}$, define an element $\alpha^{*}=\left(a_{i j}\right)$ of $G L_{2 n}(\boldsymbol{Q})$ by $h_{i} \alpha=\sum_{j=1}^{2 n} a_{i j} h_{j}$. Obviously $\alpha^{*} \in \operatorname{Sp}(n, \boldsymbol{Q})$. Moreover we have

$$
\begin{equation*}
\varepsilon \circ \alpha=\alpha^{*} \circ \varepsilon . \tag{4.8}
\end{equation*}
$$

To show this, we first observe that, for $\alpha \in G_{q}$,

$$
\begin{equation*}
Y_{\nu}(z) \cdot{ }^{t} Q_{\nu}^{\rho} \cdot{ }^{t} \alpha_{\nu}^{\tau}=\Lambda_{\nu}^{\prime}(\alpha, z) Y_{\nu}(\alpha(z)) \cdot{ }^{t} Q_{\nu}^{\rho}, \tag{4.9}
\end{equation*}
$$

where

$$
A_{\nu}^{\prime}(\alpha, z)= \begin{cases}\operatorname{diag}\left[\lambda_{\nu}(\alpha, z),{ }^{t} \mu_{\nu}(\alpha, z)^{\rho}\right] & \left(r_{\nu} s_{\nu}>0\right), \\ { }^{t}\left(Q_{\nu}^{-1} \alpha_{\nu}^{\tau_{\nu}} Q_{\nu}\right)^{\rho} & \left(r_{\nu} s_{\nu}=0\right) .\end{cases}
$$

Define $\Lambda(\alpha, z)$ and $\Lambda_{\nu}(\alpha, z)$ by

$$
\begin{gather*}
\Lambda(\alpha, z)=\operatorname{diag}\left[\Lambda_{1}(\alpha, z), \cdots, \Lambda_{g}(\alpha, z)\right],  \tag{a}\\
\Lambda_{\nu}(\alpha, z)= \begin{cases}\operatorname{diag}\left[\lambda_{\nu}(\alpha, z), \mu_{\nu}(\alpha, z)\right] & \left(r_{\nu} s_{\nu}>0\right), \\
\left(Q_{\nu}^{-1} \alpha_{\nu}^{\tau} Q_{\nu}\right)^{\rho} & \left(s_{\nu}=0\right), \\
Q_{\nu}^{-1} \alpha_{\nu}^{\tau} \rho_{\nu} Q_{\nu} & \left(r_{\nu}=0\right) .\end{cases} \tag{b}
\end{gather*}
$$

Then (4.9) implies that

$$
\begin{equation*}
p(x \alpha, z)=^{t} \Lambda(\alpha, z) p(x, \alpha(z)) \quad\left(x \in K_{m}^{1}, z \in \mathfrak{D}\right) . \tag{4.11}
\end{equation*}
$$

Therefore we have

$$
\left(\omega_{1}(z), \omega_{2}(z)\right) \cdot{ }^{t} \alpha^{*}={ }^{t} \Lambda(\alpha, z)\left(\omega_{1}(\alpha(z)), \omega_{2}(\alpha(z))\right),
$$

which proves (4.8), At the same time we see that

$$
{ }^{t} \omega_{2}(\alpha(z)) \Lambda(\alpha, z) \cdot{ }^{t} \omega_{2}(z)^{-1}=C \cdot \varepsilon(z)+D \quad \text { if } \quad \alpha^{*}=\left(\begin{array}{ll}
A & B  \tag{4.12}\\
C & D
\end{array}\right) .
$$

Let $\eta: G L_{n}(\boldsymbol{C}) \rightarrow G L_{p}(\boldsymbol{C})$ be a rational representation. Given a $\boldsymbol{C}_{q}^{p}$-valued function $f$ on $\mathscr{S}_{n}$, an element $\beta=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ of $\operatorname{Sp}(n, \boldsymbol{Q})$, and $k \in \boldsymbol{Z}$, define a $\boldsymbol{C}_{q}^{p}$-valued function $\left.f\right|_{\eta, k} \beta$ by

$$
\left(\left.f\right|_{\eta, k} \beta\right)(Z)=\operatorname{det}(C Z+D)^{-k} \eta(C Z+D)^{-1} f(\beta(Z)) \quad\left(Z \in \mathfrak{夕}_{n}\right),
$$

and also a function $f^{c}$ on $\mathfrak{D}$ by

$$
\begin{equation*}
\left.f^{\varepsilon}(z)=\operatorname{det}\left(\omega_{2}(z)\right)^{-k} \eta{ }^{t} \omega_{2}(z)^{-1}\right) f(\varepsilon(z)) \quad(z \in \mathfrak{T}) . \tag{4.13}
\end{equation*}
$$

For every $\alpha \in G_{\boldsymbol{Q}}$, we have, by (4.11),

$$
f^{\varepsilon}(\alpha(z))=\operatorname{det}(\Lambda(\alpha, z))^{k} \eta(\Lambda(\alpha, z))\left(\left.f\right|_{\eta, k} \alpha^{*}\right)^{z}(z)
$$

Now define a congruence subgroup $\Gamma_{N}$ of $G_{Q}$ by

$$
\begin{equation*}
\Gamma_{N}=\left\{\gamma \in G_{\boldsymbol{Q}} \mid \operatorname{det}(\gamma)=1, \mathfrak{n} \gamma=\mathfrak{n t}, \mathfrak{m}(1-\gamma) \subset N \mathfrak{n}\right\}, \tag{4.14}
\end{equation*}
$$

where $N$ is a positive integer and $\mathfrak{m}=\sum_{j=1}^{2 n} \boldsymbol{Z} h_{j}$. The map $\alpha \mapsto \alpha^{*}$ sends $\Gamma_{N}$ into the group

$$
\begin{equation*}
\Delta_{N}=\left\{\beta \in \operatorname{Sp}(n, \boldsymbol{Z}) \mid \beta \equiv 1_{2 n}(\bmod N)\right\} . \tag{4.15}
\end{equation*}
$$

Therefore, if $\left.f\right|_{r, k} \beta=f$ for all $\beta \in \Delta_{N}$, then $f^{\varepsilon}$ satisfies

$$
\begin{equation*}
f^{\varepsilon}(\gamma(z))=\operatorname{det}(\Lambda(\gamma, z))^{k} \eta(\Lambda(\gamma, z)) f^{\varepsilon}(z) \quad \text { for all } \gamma \in \Gamma_{N} . \tag{4.16}
\end{equation*}
$$

The members of our family with complex multiplication can be obtained as follows (cf. Miyake [5]). Let

$$
\begin{equation*}
Y=M_{n_{1}}\left(L_{1}\right) \oplus \cdots \oplus M_{n_{t}}\left(L_{t}\right) \tag{4.17}
\end{equation*}
$$

with $C M$-fields $L_{i}$ containing $K$, and let $\delta$ be a positive involution of $Y$. Suppose $m=\sum_{i=1}^{t} n_{i}\left[L_{i}: K\right]$ and there is a $K$-linear injection $h$ of $Y$ into $M_{m}(K)$ such that $h\left(x^{\delta}\right)=T{ }^{t} h(x)^{\rho} T^{-1}$ for all $x \in Y$. Put

$$
\begin{equation*}
Y[\delta]=\left\{c \in Y \mid c c^{\delta}=1\right\} \tag{4.18}
\end{equation*}
$$

Then $h(Y[\delta])$ is contained in $G_{\boldsymbol{Q}}$ and has a unique common fixed point $z_{0}$ on $\mathfrak{D}$. There is a $\boldsymbol{Q}$-linear injection $\boldsymbol{\Xi}_{\nu}$ of $Y$ into $M_{m}(\boldsymbol{C})$, for each $\nu$, such that $E_{\nu}(c)={ }^{t} \Lambda_{\nu}\left(h(c), z_{0}\right)$ for every $c \in Y[\delta]$. Moreover, there is a $C M$-type $\Psi_{i}$ of $L_{i}$ such that $\Psi_{i}=\sum_{\nu=1}^{g} \Psi_{i \nu}$ and $n_{i} \operatorname{tr}\left(\Psi_{i \nu}(a)\right)=\operatorname{tr}\left(\Xi_{\nu}(a)\right)$ for every $a \in L_{i}$. If $\left(A_{i}, \iota_{i}\right)$ is of type $\left(L_{i}, \Psi_{i}\right)$, the member $A_{z_{0}}$ is isogenous to $A_{1}{ }^{n_{1}} \times \cdots \times A_{t}{ }^{n_{t}}$. Conversely, let $\left(L_{i}, \Psi_{i}\right)$ be $C M$-types such that $K \subset L_{i}$, and let $\left(A_{i}, \iota_{i}\right)$ be of type $\left(L_{i}, \Psi_{i}\right)$, Suppose the sum of the restrictions of $n_{1} \Psi_{1}, \cdots, n_{t} \Psi_{t}$ to $K$ is $\Phi$. Then $A=A_{1}{ }^{n_{1}} \times \cdots \times A_{t}{ }^{n}$ t has a polarization which defines an involution of $\operatorname{End}(A) \otimes \boldsymbol{Q}$ whose restriction to the image of $K$ corresponds to $\rho$. As shown in [7], $A$ can be obtained as a member of a family of our type with suitable $T$ and $\mathfrak{M}$. We state here two facts about such special members as lemmas.

Lemma 4.1. Let $\Phi_{1}, \cdots, \Phi_{m}$ be CM-types of $K$, and let $\left(A_{i}, \iota_{i}\right)$ be of type ( $K, \Phi_{i}$ ). If $\Phi=\sum_{i=1}^{m} \Phi_{i}$, the above family (without changing $T$ or $\mathfrak{M}$ ) contains $a$ member isogenous to $A_{1} \times \cdots \times A_{m}$.

Proof. We can easily find (by induction on $m$, for example) elements $\zeta_{1}, \cdots, \zeta_{m}$ of $K$ such that $T$ is equivalent to $\operatorname{diag}\left[\zeta_{1}, \cdots, \zeta_{m}\right]$ and $\operatorname{Im}\left(\zeta_{i}^{\tau}\right)>0$ for $\tau$ belonging to $\Phi_{i}$, for every $i$. Then there is a structure $\left(A_{i}^{\prime}, \iota_{i}^{\prime}, \mathcal{C}_{i}^{\prime}\right)$ of type ( $K, \Phi_{i}, \zeta_{i}$ ) (see [15] or [7]), and $A_{1}^{\prime} \times \cdots \times A_{t}^{\prime}$ is isogenous to a member of our family.

Lemma 4.2. Suppose the member $A_{z}$ is isogenous to a product of abelian
varieties belonging to CM-types. Then the coordinates of $\omega_{1}(z)$ and $\omega_{2}(z)$ are algebraic.

Proof. Observe that the action of $G_{Q}$ on $\mathfrak{D}$ is $\overline{\boldsymbol{Q}}$-rational. As explained above, $z$ is obtained as a unique fixed point of $Y[\delta]$. Therefore the coordinates of $z$ are algebraic, so that the vector $p_{z}(a)$ is algebraic for every $a \in K_{m}^{1}$, which proves our lemma.

## 5. Proof of Theorem 1.2.

The notation being as in Theorem 1.2, put $\Phi=\Phi_{1}+\cdots+\Phi_{m}$, and consider the family of $\S 4$ with this $\Phi$ and any choice of $T$ and $\mathfrak{y}$. If $\sum^{g}{ }_{j=1} r_{\nu} s_{\nu}=0$, we have $\Phi_{1}=\cdots=\Phi_{m}$. In this case, Theorem 1.2 follows from Proposition 1.4. Therefore we may assume that $\mathfrak{D}$ is a domain of positive dimension.

Suppose first that either $\Gamma_{N} \backslash \mathfrak{D}$ is compact or $m g>2$. We denote then by $\mathscr{A}_{0}\left(\Gamma_{N}\right)$ the field of all $\Gamma_{N}$-invariant meromorphic functions on $\mathfrak{D}$, and by $\mathfrak{A}_{0}$ the union of $\mathfrak{U}_{0}\left(\Gamma_{N}\right)$ for all positive integers $N$. If $\Gamma_{N} \backslash \mathfrak{D}$ is not compact and $m g=2, \Gamma_{N}$ is conjugate to a congruence subgroup of $S L_{2}(\boldsymbol{Z})$; so we can similarly define $\mathfrak{A}_{0}\left(\Gamma_{N}\right)$ and $\mathfrak{A}_{0}$ under the usual cusp-condition. In either case, we can speak of canonical models, due to Miyake [5] (cf. also [8], [11]). Therefore $\overline{\boldsymbol{Q}}$-rational elements of $\mathfrak{N}_{0}$ are meaningful. We denote by $\mathfrak{H}_{0}(\overline{\boldsymbol{Q}})$ the subfield of $\mathfrak{A}_{0}$ consisting of all $\overline{\boldsymbol{Q}}$-rational elements. We note that if $f$ is a $\overline{\boldsymbol{Q}}$-rational Siegel modular function on $\mathfrak{S}_{n}$ and $f_{\circ} \circ$ is meaningful, then $f_{\circ} \varepsilon$ $\in \mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$.

Let $P(Z)$ be a $\boldsymbol{C}_{n}^{n}$-valued meromorphic function on $\mathfrak{S}_{n}$ such that

$$
P(\beta(Z))=(C Z+D) P(Z) \quad \text { for every } \quad \beta=\left(\begin{array}{ll}
* & *  \tag{5.1}\\
C & D
\end{array}\right) \in \Delta_{M}
$$

with a positive integer $M$. We can find such a $P$ which is " $\boldsymbol{Q}$-rational", holomorphic at $\varepsilon(z)$, and with $\operatorname{det}(P(\varepsilon(z))) \neq 0$, for any given point $z$ of $\mathfrak{D}$, as proved in [13, Proposition 1.2]. Take a generator $b$ of $K$ over $\boldsymbol{Q}$ such that $b b^{\rho}=1$; put $\alpha=b 1_{m}, \alpha^{*}=\left(\begin{array}{cc}* & * \\ C & D\end{array}\right)$, and

$$
\begin{array}{ll}
V(Z)=P(Z)^{-1}(C Z+D)^{-1} P\left(\alpha^{*}(Z)\right) & \left(Z \in \mathfrak{S}_{n}\right), \\
U(z)=V(\varepsilon(z)) & (z \in \mathfrak{Z}) .
\end{array}
$$

We see easily that the entries of $V$ are $\Delta_{N}$-invariant for some $N$. Moreover, they are $\overline{\boldsymbol{Q}}$-rational by [13, Proposition 1.4]; hence the entries of $U$ belong to $\mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$. By (4.12), we have

$$
\begin{equation*}
{ }^{t} \omega_{2}(z) \Phi(b) \cdot{ }^{t} \omega_{2}(z)^{-1}=C \cdot \varepsilon(z)+D, \tag{5.2}
\end{equation*}
$$

and hence $P(\varepsilon(z))^{-1 . t} \omega_{2}(z) \Phi(b) \cdot{ }^{t} \omega_{2}(z)^{-1} P(\varepsilon(z))=U(z)^{-1}$. Since $K$ is generated by
$b$, we see that

$$
a \mapsto P(\varepsilon(z))^{-1 . t} \omega_{2}(z) \Phi(a) \cdot{ }^{t} \omega_{2}(z)^{-1} P(\varepsilon(z))
$$

is an $\mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$-rational representation of $K$, so that there is an element $Y$ of $G L_{n}\left(\mathfrak{H}_{0}(\overline{\boldsymbol{Q}})\right)$ such that

$$
P(\varepsilon(z))^{-1} \cdot{ }^{t} \omega_{2}(z) \Phi(a) \cdot{ }^{t} \omega_{2}(z)^{-1} P(\varepsilon(z))=Y^{-1} \Phi(a) Y
$$

for every $a \in K$. In view of our definition of $\Phi$ in the diagonal form, we have

$$
\begin{equation*}
{ }^{t} \omega_{2}(z)^{-1} P(\varepsilon(z))=\operatorname{diag}\left[R_{1}, S_{1}, \cdots, R_{g}, S_{g}\right] Y \tag{5.3}
\end{equation*}
$$

with square matrices $R_{\nu}$ and $S_{\nu}$ of size $r_{\nu}$ and $s_{\nu}$, whose entries are meromorphic functions on $\mathfrak{D}$. From (4.16), we see that

$$
\begin{align*}
& R_{\nu}(\gamma(z))= \begin{cases}\lambda_{\nu}(\gamma, z) R_{\nu}(z) & \left(r_{\nu} s_{\nu}>0\right), \\
\left(Q_{\nu}^{-1} \gamma_{\nu} \tau_{\nu} Q_{\nu} Q^{\rho} R_{\nu}(z)\right. & \left(s_{\nu}=0\right),\end{cases}  \tag{}\\
& S_{\nu}(\gamma(z))= \begin{cases}\mu_{\nu}(\gamma, z) S_{\nu}(z) & \left(r_{\nu} s_{\nu}>0\right), \\
Q_{\nu}^{-1} \gamma^{\tau_{\nu} \rho} Q_{\nu} S_{\nu}(z) & \left(r_{\nu}=0\right),\end{cases} \tag{b}
\end{align*}
$$

if $\gamma \in \Gamma_{N^{\prime}}$, for sufficiently large $N^{\prime}$.
Let us now consider the special member at the fixed point $z_{0}$ of $h(Y[\delta])$ as in $\S 4$. For simplicity, we take $t=n_{1}=1$ and drop the subscript 1 ; thus the member at $z_{0}$ defines a structure $(A, \iota)$ of type $(L, \Psi)$ and $[L: K]=m$. (This is sufficient for our proof of Theorem 1.2. The following argument with obvious modifications applies to the general case.) Put $W=\varepsilon\left(z_{0}\right)$. Then $\boldsymbol{C}^{n} /\left(W \boldsymbol{Z}^{n}+\boldsymbol{Z}^{n}\right)$ is isogenous to $A$. Now take the projective embedding

$$
\begin{equation*}
\Theta: \boldsymbol{C}^{n} /\left(W \boldsymbol{Z}^{n}+\boldsymbol{Z}^{n}\right) \rightarrow A_{0} \tag{a}
\end{equation*}
$$

of the torus onto an abelian variety $A_{0}$ by classical theta functions as defined in $\left[13,\left(1.5_{\mathrm{b}}\right)\right]$. Then $A_{0}$ is isogenous to $A$, and by [13, Theorem 1.1], is defined over $\overline{\boldsymbol{Q}}$. Define an isomorphism

$$
\begin{equation*}
\Theta^{\prime}: \boldsymbol{C}^{n} /\left[\omega_{1}\left(z_{0}\right) \boldsymbol{Z}^{n}+\omega_{2}\left(z_{0}\right) \boldsymbol{Z}^{n}\right] \rightarrow A_{0} \tag{b}
\end{equation*}
$$

by $\Theta^{\prime}(x)=\Theta\left(\omega_{2}\left(z_{0}\right)^{-1} x\right)$. Let $x_{1}, \cdots, x_{n}$ be the coordinate functions on $C^{n}$. By [13, Theorem 1.5], there are $\overline{\boldsymbol{Q}}$-rational 1 -forms $\xi_{1}, \cdots, \xi_{n}$ on $A_{0}$ such that

$$
\left[\begin{array}{c}
\xi_{1}  \tag{5.6}\\
\vdots \\
\xi_{n}
\end{array}\right] \cdot \Theta^{\prime}=\pi \cdot{ }^{t} P\left(\varepsilon\left(z_{0}\right)\right) \omega_{2}\left(z_{0}\right)^{-1}\left[\begin{array}{c}
d x_{1} \\
\vdots \\
d x_{n}
\end{array}\right] .
$$

We have a direct sum decomposition of $\boldsymbol{C}^{n}$ into subspaces $V_{\nu}, V_{\nu}^{\prime}$ such that $\Phi(a)$ acts as $a^{\tau} \nu$ on $V_{\nu}$ and as $a_{\nu}^{\tau} \rho$ on $V_{\nu}^{\prime}$. Let $x_{1}^{\nu}, \cdots, x_{r_{\nu}}^{\nu}$ and $y_{1}^{\nu}, \cdots, y_{s_{\nu}}^{\nu}$ be
the coordinate functions on $V_{\nu}$ and $V_{\nu}^{\prime}$, respectively, which are renamings of some of $x_{1}, \cdots, x_{n}$. Multiplying (5.6) with a $\overline{\boldsymbol{Q}}$-rational matrix ${ }^{t} Y\left(z_{0}\right)^{-1}$, we find that

$$
\pi \cdot{ }^{t} R_{\nu}\left(z_{0}\right)\left[\begin{array}{c}
d x_{1}^{\nu}  \tag{5.7}\\
\vdots \\
d x_{r}^{\nu}
\end{array}\right] \quad \text { and } \quad \pi \cdot{ }^{t} S_{\nu}\left(z_{0}\right)\left[\begin{array}{c}
d y_{1}^{\nu} \\
\vdots \\
d y_{s}^{\nu}
\end{array}\right] \quad\left(r=r_{\nu}, s=s_{\nu}\right)
$$

correspond to $\overline{\boldsymbol{Q}}$-rational 1-forms on $A_{0}$.
Define diagonal representations $\Psi_{\nu}^{+}$and $\Psi_{\nu}^{-}$of $L$ by

$$
\Psi_{\nu}^{+}=\operatorname{diag}\left[\psi_{\nu 1}, \cdots, \psi_{2 r}\right], \Psi_{\nu}^{-}=\operatorname{diag}\left[\phi_{\nu 1}^{\prime}, \cdots, \psi_{\nu \mathrm{s}}^{\prime}\right]
$$

with injections $\psi_{\nu j}$ and $\psi_{\nu j}^{\prime}$ of $L$ into $C$ belonging to $\Psi$ which give $\tau_{\nu}$ and $\tau_{\nu} \rho$ on $K$, respectively. Then $r=r_{\nu}, s=s_{\nu}$, and $\Psi=\sum^{g} g_{=1}\left(\Psi_{\nu}^{+}+\Psi_{\nu}^{-}\right)$. Take a generator $c$ of $L$ over $\boldsymbol{Q}$ such that $c c^{\rho}=1$. As explained in $\S 4, c \mapsto \Lambda_{\nu}\left(h(c), z_{0}\right)$ is essentially $\operatorname{diag}\left[\Psi_{\nu}^{+}(c), \Psi_{\nu}^{-}(c)\right]$; moreover, (if $r_{\nu} s_{\nu}>0$,) $\Psi_{\nu}^{+}(c)$ corresponds to $\lambda_{\nu}\left(h(c), z_{0}\right)$ and $\Psi_{\nu}^{-}(c)$ to $\mu_{\nu}\left(h(c), z_{0}\right)$. Therefore we can find invertible $\overline{\boldsymbol{Q}}$-rational matrices $C_{\nu}$ and $C_{\nu}^{\prime}$ such that

$$
\begin{align*}
C_{\nu}^{-1} \Psi_{\nu}^{+}(c) C_{\nu} & = \begin{cases}\lambda_{\nu}\left(h(c), z_{0}\right) & \left(r_{\nu} s_{\nu}>0\right), \\
\left(Q_{\nu}^{-1} h(c)^{\tau} \rho^{\rho} Q_{\nu}\right)^{\rho} & \left(s_{\nu}=0\right),\end{cases}  \tag{a}\\
C_{\nu}^{\prime-1} \Psi_{\nu}^{-}(c) C_{\nu}^{\prime} & = \begin{cases}\mu_{\nu}\left(h(c), z_{0}\right) & \left(r_{\nu} s_{\nu}>0\right), \\
Q_{\nu}^{-1} h(c)_{\nu}^{\tau} Q_{\nu} & \left(r_{\nu}=0\right),\end{cases} \tag{b}
\end{align*}
$$

Since ${ }^{t} \lambda_{\nu}\left(h(c), z_{0}\right)$ or $\left(Q_{\nu}^{-1} h(c)^{\tau} \nu^{\rho} Q_{\nu}\right)^{\rho}$ represents $\ell(c)$ on the subspace $V_{\nu}$, if we put

$$
\left[\begin{array}{c}
d u_{1}^{\nu} \\
\vdots \\
d u_{r}^{\nu}
\end{array}\right]={ }^{t} C_{\nu}^{-1}\left[\begin{array}{c}
d x_{1}^{\nu} \\
\vdots \\
d x_{r}^{\nu}
\end{array}\right] \quad\left(r=r_{\nu}\right),
$$

then $d u_{j}^{\nu} \circ c(c)=c^{\psi_{\nu j}} d u_{j}^{\nu}$. By Lemma 4. $2, d u_{j}^{\nu}$, considered a 1 -form on $A_{0}$, has algebraic periods. By Proposition 1.1, $\pi \cdot p\left(\psi_{\nu j}, \Psi\right) d u_{j}$ is $\overline{\boldsymbol{Q}}$-rational, and hence

$$
\begin{equation*}
\operatorname{diag}\left[p\left(\psi_{\nu 1}, \Psi\right), \cdots, p\left(\psi_{\nu r}, \Psi\right)\right]^{-1} C_{\nu} R_{\nu}\left(z_{0}\right) \in G L_{r}(\overline{\boldsymbol{Q}}), \tag{a}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\operatorname{diag}\left[p\left(\psi_{\nu 1}^{\prime}, \Psi\right), \cdots, p\left(\psi_{\nu s}^{\prime}, \Psi\right)\right]^{-1} C_{\nu}^{\prime} S_{\nu}\left(z_{0}\right) \in G L_{s}(\overline{\boldsymbol{Q}}) \tag{b}
\end{equation*}
$$

Put $f_{\nu}(z)=\operatorname{det}\left(R_{\nu}(z)\right)$ and $g_{\nu}(z)=\operatorname{det}\left(S_{\nu}(z)\right)$. Then we obtain

$$
\begin{equation*}
f_{\nu}\left(z_{0}\right) \sim q_{K}\left(\tau_{\nu}, \Psi\right), \quad g_{\nu}\left(z_{0}\right) \sim q_{K}\left(\tau_{\nu} \rho, \Psi\right) \tag{5.10}
\end{equation*}
$$

We can apply the whole procedure to a point of $\mathfrak{D}$ corresponding to a member of a somewhat different type. In fact, take $C M$-types $\Phi_{1}, \cdots, \Phi_{m}$ of $K$ so that $\Phi=\Phi_{1}+\cdots+\Phi_{m}$. Let $\left(A_{i}, \iota_{i}\right)$ be of type ( $K, \Phi_{i}$ ). Lemma 4.1 guar-
antees a member of our family isogenous to $A_{1} \times \cdots \times A_{t}$. Let $v$ be a point of $\mathfrak{D}$ corresponding to this member. Since $v$ can be replaced by any point in the set $\left\{\alpha(v) \mid \alpha \in G_{Q}\right\}$ which is dense in $\mathfrak{D}$, we may assume that the functions of (5.3) are all holomorphic at $v$ and $\operatorname{det}(P(\varepsilon(v))) \neq 0$. For each injection $\tau$ of $K$ into $\boldsymbol{C}$, put $q(\tau)=\Pi_{i=1}^{m} p\left(\tau, \Phi_{i}\right)$. Repeating the above reasoning with the direct sum of $m$ copies of $K$ in place of $L$, we find that $f_{\nu}(v) \sim q\left(\tau_{\nu}\right)$ and $g_{\nu}(v) \sim q\left(\tau_{\nu} \rho\right)$.

Suppose $r_{\nu} s_{\nu}>0$. By virtue of ( $5.4_{\mathrm{a}, \mathrm{b}}$ ) and (3.9), we see that $f_{\nu} / g_{\nu} \in \mathfrak{A}_{0}$, and $q\left(\tau_{\nu}\right)^{-1} q\left(\tau_{\nu} \rho\right)\left(f_{\nu} / g_{\nu}\right)(v) \in \overline{\boldsymbol{Q}}$. Now $v$ can be replaced by $\alpha(v)$ with $\alpha \in G_{\boldsymbol{Q}}$ if the functions of (5.3) as well as $(P \circ \varepsilon)^{-1}$ are holomorphic at $\alpha(v)$. Since such points $\alpha(v)$ form a dense subset of $\mathfrak{D}$, we see that $q\left(\tau_{\nu}\right)^{-1} q\left(\tau_{\nu} \rho\right) f_{\nu} / g_{\nu} \in \mathcal{A}_{0}(\overline{\boldsymbol{Q}})$. Now $q\left(\tau_{\nu}\right) / q\left(\tau_{\nu} \rho\right)$ depends only on $\Phi_{1}, \cdots, \Phi_{m}$ and $\tau_{\nu}$. On the other hand, $f_{\nu} / g_{\nu}$ depends only on $\nu, \Phi, T$, and $\mathfrak{j}$. Therefore $q\left(\tau_{\nu}\right) / q\left(\tau_{\nu} \rho\right)$ depends only on $\Phi$ and $\tau_{\nu}$, which proves the first assertion of Theorem 1.2 in the case $r_{\nu} s_{\nu}>0$. Moreover, we have $q\left(\tau_{\nu}\right)^{-1} q\left(\tau_{\nu} \rho\right)\left(f_{\nu} / g_{\nu}\right)\left(z_{0}\right) \in \overline{\boldsymbol{Q}}$, and hence

$$
q\left(\tau_{\nu}\right) / q\left(\tau_{\nu} \rho\right) \sim f_{\nu}\left(z_{0}\right) / g_{\nu}\left(z_{0}\right) \sim q_{K}\left(\tau_{\nu}, \Psi\right) / q_{K}\left(\tau_{\nu} \rho, \Psi\right),
$$

which is the second assertion. If $s_{\nu}=0$, we see from (5.4 ${ }_{\mathrm{a}}$ ) that $f_{\nu} \in \mathfrak{A}_{0}$, and conclude that $q\left(\tau_{\nu}\right)^{-1} f_{\nu} \in \mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$ by the same reasoning as above. Therefore the above conclusions hold with $g_{\nu}=1$ and $q\left(\tau_{\nu} \rho\right)=q_{K}\left(\tau_{\nu} \rho, \Psi\right)=1$. The case $r_{\nu}=0$ can be treated in a similar way. This completes the proof.

## 6. The derivatives of the elements of $\mathfrak{M}_{0}(\overline{\boldsymbol{Q}})$.

The functions $R_{\nu}$ and $S_{\nu}$ obtained in $\S 5$ are (meromorphic) automorphic forms on $\mathfrak{D}$ with arithmetic properties $\left(5.9_{\mathrm{a}, \mathrm{b}}\right)$. Let us now study the relationship between $R_{\nu}, S_{\nu}$, and the derivatives of the elements of $\mathfrak{M}_{0}(\bar{Q})$; namely, we prove:

Theorem 6.1. Suppose $r_{\nu} s_{\nu}>0$ and let $z_{j k}^{\nu}$ be the ( $j, k$ )-entry of the variable $z_{\nu}$ on $\mathfrak{D}\left(r_{\nu}, s_{\nu}\right)$; define for $f \in \mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$ a matrix-valued meromorphic function $\Delta_{\nu} f$ on $\mathfrak{D}$ by

$$
\begin{equation*}
\Delta_{\nu} f=\left(\partial f / \partial z_{j k}^{\nu}\right) \quad\left(1 \leqq j \leqq r_{\nu}, 1 \leqq k \leqq s_{\nu}\right) . \tag{6.1}
\end{equation*}
$$

Then there is a matrix $W$ with entries in $\mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$ such that $\pi^{-1} \Delta_{\nu} f=R_{\nu} W \cdot{ }^{t} S_{\nu}$.
Remark. (1) Our assertion with $\mathfrak{A}_{0}$ instead of $\mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$ is obvious from (3.7) and (5.4 $\mathrm{a}_{\mathrm{a}, \mathrm{b}}$ ).
(2) Combining ( $5.9_{\mathrm{a}, \mathrm{b}}$ ) with the theorem, we obtain a description of the value of $\Delta_{\nu} f$ at a $C M$-point $z_{0}$ in terms of $p\left(\psi_{\nu j}, \Psi\right)$, similar to (0.2),

Proof. Let $\kappa=\sum_{\nu=1}^{g} r_{\nu} s_{\nu}$. We can find $\overline{\boldsymbol{Q}}$-rational Siegel modular functions $\mathfrak{f}_{1}, \cdots, \mathfrak{f}_{\kappa}$ on $\mathfrak{S}_{n}$ so that $\mathfrak{f}_{1}{ }^{\circ} \varepsilon, \cdots, \mathfrak{f}_{\kappa} \circ \varepsilon$ are algebraically independent. Put
$k_{j}=\mathfrak{f}_{j}{ }^{\circ} \varepsilon$. Then $\partial / \partial h_{1}, \cdots, \partial / \partial h_{\kappa}$ are well-defined derivations of $\mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$ and

$$
\Delta_{\nu} f=\sum_{j=1}^{\kappa}\left(\partial f / \partial h_{j}\right) \Delta_{\nu} h_{j} .
$$

Therefore it is suffcient to prove our theorem in the case where $f=f_{\circ} \varepsilon$ with a $\overline{\boldsymbol{Q}}$-rational Siegel modular function $\mathfrak{f}$. To simplify the notation, we put $r_{1}=r, s_{1}=s$ and $\tau_{1}=\tau$, and prove our assertion for $\nu=1$. We may put $T$ in the form $T=\operatorname{diag}\left[\zeta_{1}, \cdots, \zeta_{m}\right]$ with $\zeta_{\lambda} \in K$ such that $i \zeta_{\lambda}^{\tau}<0$ for $\lambda \leqq r$ and $i \zeta_{\lambda}^{\tau}>0$ for $\lambda>r$. Take real numbers $q_{1}, \cdots, q_{m}$ so that $q_{\lambda}^{2}=-i \zeta_{\lambda}^{\tau}$ for $\lambda \leqq r$ and $q_{\lambda}^{2}=i \zeta_{\lambda}^{\tau}$ for $\lambda>r$. Then we can take $Q=\operatorname{diag}\left[q_{1}, \cdots, q_{m}\right]$ as the matrix $Q_{1}$ of (4.2), For each $\lambda$, choose bases $\left\{a_{\lambda_{1}}, \cdots, a_{\lambda_{g}}\right\}$ and $\left\{a_{\lambda_{1}}^{\prime}, \cdots, a_{\lambda_{g}}^{\prime}\right\}$ of $K_{0}$ over $\boldsymbol{Q}_{\mathbf{1}}$ so that

$$
\begin{equation*}
\operatorname{Tr}_{K_{0} / \ell}\left(\zeta_{\lambda \lambda}^{2} a_{\lambda j} a_{\lambda k}^{\prime}\right)=\delta_{j k} / 2 \tag{6.2}
\end{equation*}
$$

Let $\left\{e_{1}, \cdots, e_{m}\right\}$ be the standard basis of $K_{m}^{1}$, and let $h_{\lambda j}=a_{\lambda j} e_{\lambda}$ and $h_{i j}^{\prime}=$ $\zeta_{\lambda} a_{\lambda_{j}^{\prime}}^{\prime} e_{\lambda}$. Then the elements

$$
h_{11}, \cdots, h_{1 g}, \cdots, h_{m 1}, \cdots, h_{m g}, h_{11}^{\prime}, \cdots, h_{1 g}^{\prime}, \cdots, h_{m 1}^{\prime}, \cdots, h_{m g}^{\prime}
$$

can be taken as $h_{1}, \cdots, h_{2 m g}$ of (4.5), Focusing our attention on the first $m$ rows of matrices, we have

$$
\omega_{1}(z)=\left(\begin{array}{cc}
b & z_{1} c \\
t_{1} b & c \\
* & *
\end{array}\right), \quad \omega_{2}(z)=\left(\begin{array}{cc}
b^{\prime} & z_{1} c^{\prime} \\
-{ }^{t} z_{1} b^{\prime} & -c^{\prime} \\
* & *
\end{array}\right)
$$

with $b, b^{\prime} \in \boldsymbol{C}_{r g}^{r}$ and $c, c^{\prime} \in \boldsymbol{C}_{s g}^{s}$. Consider the functions on $\mathfrak{D}$ as functions in $z_{1}$, keeping the variables $z_{2}, \cdots, z_{g}$ constant; thus $d f=\sum_{j=1}^{r} \sum_{k=1}^{c}\left(\partial f / \partial z_{j k}^{1}\right) d z_{j k}^{1}$ $=\operatorname{tr}\left(\Lambda_{1} f \cdot t d z_{1}\right)$. Since $d \varepsilon=\omega_{2}^{-1}\left(d \omega_{1}-d \omega_{2} \varepsilon\right)$, we have

$$
\begin{aligned}
& \omega_{2} d \varepsilon \cdot{ }^{t} \omega_{2}=d \omega_{1} \cdot{ }^{t} \omega_{2}-d \omega_{2} \cdot{ }^{t} \omega_{1} \\
& =\left(\begin{array}{ccc}
d z_{1}\left(c \cdot{ }^{t} c^{\prime}-c^{\prime} \cdot{ }^{t} c\right)^{t} z_{1} & -d z_{1}\left(c \cdot{ }^{t} c^{\prime}+c^{\prime} \cdot{ }^{t} c\right) & * \\
{ }^{t} d z_{1}\left(b \cdot{ }^{t} b^{\prime}+b^{\prime} \cdot{ }^{t} b\right) & { }^{t} d z_{1}\left(b^{\prime} \cdot{ }^{t} b-b \cdot{ }^{t} b^{\prime}\right) z & * \\
0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

This must be symmetric. The entries of $b, c, b^{\prime}, c^{\prime}$ can be given in terms of $q_{\lambda} a_{\lambda j}^{\tau}$ and $q_{\lambda} \zeta_{\lambda}^{\tau} a_{1 j}^{\prime \tau}$. By virtue of (6.2), we find that

$$
\omega_{2} d \varepsilon \cdot{ }^{t} \omega_{2}=-i\left(\begin{array}{ccc}
0 & d z_{1} & 0 \\
{ }^{t} d z_{1} & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

For a $\boldsymbol{Q}$-rational Siegel modular function $\mathfrak{f}$ on $\mathscr{S}_{n}$, define a $\boldsymbol{C}_{n}^{n}$-valued function $\Delta_{\mathfrak{j}}$ on $\mathscr{S}_{n}$ by

$$
\Delta_{i}=\left(\frac{1+\delta_{j k}}{2} \frac{\partial \tilde{\mp}}{\partial Z_{j k}}\right) \quad\left(Z=\left(Z_{j k}\right) \in \mathfrak{S}_{n}\right) .
$$

Then $d \boldsymbol{f}=\operatorname{tr}(\Delta \uparrow \cdot d Z)$, so that $d(\mp \cdot \varepsilon)=\operatorname{tr}([(\Delta \mp) \circ \varepsilon] d \varepsilon)$. Put $X=\pi^{-1} P^{-1} \Delta \dagger \cdot{ }^{t} P^{-1}$ with the function $P$ of (5.1). Then the entries of $X$ are $\overline{\boldsymbol{Q}}$-rational modular functions on $\boldsymbol{J}_{n}$. Consider $R_{\nu}, S_{\nu}$, and $Y$ of (5.3); put $V=Y \cdot(X \circ \varepsilon) \cdot{ }^{t} Y$ and $U=$ $\operatorname{diag}\left[R_{1}, S_{1}, \cdots, R_{g}, S_{g}\right]$. Then

$$
\pi^{-1} d(\mp \circ \varepsilon)=\operatorname{tr}\left(V \cdot{ }^{t} U \omega_{2} d \varepsilon \cdot{ }^{t} \omega_{2} U\right)=-2 i \cdot \operatorname{tr}\left(R_{1} v_{12} \cdot{ }^{t} S_{1} \cdot{ }^{t} d z_{1}\right),
$$

where $v_{12}$ is the (1,2)-block of $V$. Therefore $\pi^{-1} \Delta_{1}(\mathfrak{f} \cdot \varepsilon)=-2 i R_{1} v_{12} \cdot{ }^{t} S_{1}$, which completes the proof, since the entries of $v_{12}$ belong to $\mathscr{H}_{0}(\overline{\boldsymbol{Q}})$.

## 7. The derivatives of automorphic forms on $\mathfrak{K}_{1}^{r}$.

Let $F$ be a totally real algebraic number field of degree $g$, and $B$ a quaternion algebra over $F$. Let $\theta_{1}, \cdots, \theta_{g}$ denote the injections of $F$ into $\boldsymbol{R}$, and suppose that $B$ is unramified at $\theta_{1}, \cdots, \theta_{r}$, and ramified at $\theta_{r+1}, \cdots \theta_{g}$. Then there is an $R$-linear isomorphism

$$
\begin{equation*}
B \otimes_{\boldsymbol{Q}} \boldsymbol{R} \cong M_{2}(\boldsymbol{R})^{r} \times \boldsymbol{H}^{g-r} \tag{7.1}
\end{equation*}
$$

where $\boldsymbol{H}$ denotes the Hamilton quaternions. Let $B^{+}$denote the multiplicative group of all elements $\alpha$ of $B$ with totally positive reduced norm to $F$. We fix an isomorphism (7.1) so that $B$ is embedded in $M_{2}(\overline{\boldsymbol{Q}} \cap \boldsymbol{R})^{r}$; then $B^{+}$can be embedded into $G L_{2}^{+}(\boldsymbol{R})^{r}$, where

$$
G L_{2}^{+}(\boldsymbol{R})=\left\{\alpha \in G L_{2}(\boldsymbol{R}) \mid \operatorname{det}(\alpha)>0\right\},
$$

and thus acts on the product $\mathscr{g}_{1}$ of $r$ copies of the upper half plane $\mathscr{F}_{1}$. With an arbitrarily fixed lattice $\mathfrak{a}$ in $B$ and a positive integer $N$, let

$$
\begin{equation*}
E_{N}=\left\{\gamma \in B^{+} \mid \gamma \gamma^{\prime}=1, \gamma \mathfrak{a}=\mathfrak{a},(\gamma-1) \mathfrak{a} \subset N a\right\}, \tag{7.2}
\end{equation*}
$$

where $\gamma \mapsto \gamma^{\iota}$ is the main involution of $B$. For $\alpha \in B$, let ( $\alpha_{1}, \cdots, \alpha_{r}$ ) denote the image of $\alpha$ in $M_{2}(\boldsymbol{R})^{r}$. Given $k=\left(k_{1}, \cdots, k_{r}\right) \in \boldsymbol{Z}^{r}, \alpha \in B^{+}$with $\alpha_{\nu}=\left(\begin{array}{ll}a_{\nu} & b_{\nu} \\ c_{\nu} & d_{\nu}\end{array}\right)$, and a function $f$ on $\mathscr{S}_{1}^{r}$, we define a function $\left.f\right|_{k} \alpha$ by

$$
\begin{equation*}
\left(\left.f\right|_{k} \alpha\right)(z)=f(\alpha(z)) \Pi_{\nu=1}^{r}\left(c_{\nu} z_{\nu}+d_{\nu}\right)^{-k_{\nu}} . \tag{7.3}
\end{equation*}
$$

We denote by $\mathcal{A}_{k}\left(E_{N}\right)$ the set of all meromorphic functions $f$, meromorphic even at cusps, such that $\left.f\right|_{k} \gamma=f$ for all $\gamma \in E_{N}$; the cusp-condition is necessary only when $B=M_{2}(\boldsymbol{Q})$. Further we denote by $\mathcal{A}_{k}$ the union of $\mathcal{A}_{k}\left(E_{N}\right)$ for all $N$. Let $F^{\prime}$ denote the field generated over $\boldsymbol{Q}$ by $\sum_{\nu=1}^{r} a_{\nu}{ }_{\nu}$ for all $a \in F$.

The results of [10] and [11] enable us to speak of $\left(F_{a b}^{\prime}\right)$-rational elements of $\mathcal{A}_{0}$. More generally, if $\Lambda$ is a subfield of $C$ containing $F_{a b}^{\prime}$, we can define the field $\mathcal{A}_{0}(\Lambda)$ consisting of $\Lambda$-rational elements of $\mathcal{A}_{0}$.

Let $J$ be a totally imaginary quadratic extension of $F$ embeddable in $B$, and $h$ an $F$-linear injection of $J$ into $B$. Then $h\left(J^{\times}\right)$has a unique fixed point $w=\left(w_{1}, \cdots, w_{r}\right)$ on $\mathfrak{g}_{1}^{r}$. Each $\theta_{\nu}$ can be extended to two injections of $J$ into $\boldsymbol{C}$. If $\nu \leqq r$, we can specify one of them, say $\xi_{\nu}$, by

$$
h(a)_{\nu}\left[\begin{array}{c}
w_{\nu}  \tag{7.4}\\
1
\end{array}\right]=\left[\begin{array}{c}
w_{\nu} \\
1
\end{array}\right] a^{\xi_{\nu}} \quad \text { for every } a \in J .
$$

(Cf. [9, 2.6, 2.7].) Thus ( $J, h$ ) determines ( $J, \Xi_{0}$ ) with $\Xi_{0}=\sum_{v=1}^{r} \xi_{\nu}$; this is a $C M$-type if $r=g$. Let $J^{\prime}$ denote the field generated over $\boldsymbol{Q}$ by $\operatorname{tr}\left(\Xi_{0}(b)\right)$ for all $b \in J$. The main theorems of [10] and [11] assert

$$
\begin{equation*}
f(w) \in J_{a b}^{\prime} \quad \text { if } f \in \mathcal{A}_{0}\left(F_{a b}^{\prime}\right) \text { and } f \text { is finite at } w . \tag{7.5}
\end{equation*}
$$

Now the generalization of (0.2) can be stated as
Theorem 7.1. The notation $J, w$, and $\xi_{1}, \cdots, \xi_{r}$ being as above, take injections $\xi_{r+1}, \cdots, \xi_{g}$ of $J$ into $C$ which extend $\theta_{r+1}, \cdots, \theta_{g}$, and put $\Xi_{1}=\sum_{\nu=1}^{g} \xi_{\nu}$ and $\Xi_{2}=$ $\sum_{\nu=1}^{r} \xi_{\nu}+\sum_{i=r+1}^{g} \xi_{\nu} \rho$. Let $f$ be an element of $\mathcal{A}_{0}(\overline{\boldsymbol{Q}})$ holomorphic at $w$. Then, for $1 \leqq \nu_{1}<\cdots<\nu_{s} \leqq r$, we have

$$
\left(\partial^{s} f / \partial z_{\nu_{1}} \cdots \partial z_{\nu_{s}}\right)(w) \sim \pi^{s} \prod_{i=1}^{s}\left[p\left(\xi_{\nu_{i}}, \Xi_{1}\right) p\left(\xi_{\nu_{i}}, \Xi_{2}\right)\right] .
$$

Notice that $p\left(\xi_{2}, \Xi_{1}\right) p\left(\xi_{\nu}, \Xi_{2}\right)$ for $\nu \leqq r$ depends only on $\xi_{1}, \cdots, \xi_{r}$, and is independent of the choice of $\xi_{r+1}, \cdots, \xi_{g}$, by virtue of Theorem 1.2. Before proving the theorem, we make some observations. First note that $\partial f / \partial z_{\nu} \neq 0$ for every $\nu \leqq r$ if $f$ is a non-constant element of $\mathcal{A}_{0}$.

PROPOSITION 7.2. Let $q_{\mu}=\left(\partial u / \partial z_{\mu}\right)^{-1} \partial v / \partial z_{\mu}$ with non-constant functions $u$ and $v$ of $\mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$. Then $q_{\mu} \in \mathcal{A}_{0}(\overline{\boldsymbol{Q}})$. Moreover, $q_{\mu}(w) \in J_{a b}^{\prime} F^{\theta}{ }_{\mu}$ for the fixed point $w$ of $h\left(J^{\times}\right)$as above, if $q_{\mu}$ is holomorphic at $w$.

Proof. Take a non-constant element $f$ of $\mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$. Given $w$, we may assume, changing $f$ for $f \circ \beta$ with a suitable $\beta \in B^{+}$, that $\partial f / \partial z_{\mu}(w) \neq 0$ for every $\mu \leqq r$. Take $a \in J$ so that $J=\boldsymbol{Q}\left(a^{\rho} / a\right)$; put $\alpha=h(a), c_{\lambda}=\left(a^{\rho} / a\right)^{\lambda}$, and $s_{\lambda}=f \circ \alpha^{\lambda}$ for $\lambda=1, \cdots, r$. Then

$$
\frac{\partial\left(s_{1}, \cdots, s_{r}\right)}{\partial\left(z_{1}, \cdots, z_{r}\right)}(w)=\prod_{\mu=1}^{r} \frac{\partial f}{\partial z_{\mu}}(w) \cdot \operatorname{det}\left(c_{\lambda}^{\xi_{\nu}}\right) \neq 0 .
$$

Therefore $s_{1}, \cdots, s_{r}$ are algebraically independent, and hence $\partial / \partial s_{1}, \cdots, \partial / \partial s_{r}$ are well-defined derivations of $\mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$. Then $\partial u / \partial z_{\mu}=\sum_{\lambda}\left(\partial u / \partial s_{\lambda}\right)\left(\partial s_{\lambda} / \partial z_{\mu}\right)$, so that
if $u$ is finite at $w$. Thus $q_{\mu}(w) \in J_{a b}^{\prime} F^{\theta_{\mu}}$ whenever both $u$ and $v$ are finite at $w$ and $\left(\partial u / \partial z_{\mu}\right)(w) \neq 0$. Since such points $w$ with the same $J$ and $\left\{\xi_{1}, \cdots, \xi_{r}\right\}$ form a dense subset of $\mathscr{S}_{1}^{r}$, we see the $q_{\mu} \in \mathcal{A}_{0}\left(J_{a b}^{\prime} F^{\eta^{n}}\right)$, which implies our assertions.

The above proof tempts us to make the following
Conjecture 7.3. (i) $\left(\partial u / \partial z_{\mu}\right)^{-1}\left(\partial v / \partial z_{\mu}\right) \in \mathcal{A}_{0}\left(F_{a b}^{\prime} F^{\theta_{i}^{\prime}}\right)$ if $u$, $v \in \mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$.
(ii) If $u$ is a non-constant function in $\mathcal{A}_{0}\left(E_{N}\right) \cap \mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$, the divisor of $\partial u / \partial z_{\mu}$ on a canonical model of $E_{N} \backslash \mathfrak{Y}_{1}^{r}$ is rational over $F_{a b}^{\prime} F^{\theta^{\mu}}$.

We now prove Theorem 7.1 in the case $s=1$, i. e.,

$$
\begin{equation*}
\pi^{-1}\left(\partial f / \partial z_{2}\right)(w) \sim p\left(\xi_{\nu}, \Xi_{1}\right) p\left(\xi_{\nu}, \Xi_{2}\right) \quad \text { for } \quad \nu=1, \cdots, r \tag{7.6}
\end{equation*}
$$

In view of Proposition 7.2, it is sufficient to prove this for one particular $f$ in $\mathcal{A}_{0}(\boldsymbol{Q})$. Take a totally imaginary quadratic extension $K$ of $F$, not isomorphic to $J$, which splits $B$. Identify $M_{2}(K)$ with $B \otimes_{F} K$. We can find an element $T$ of $G L_{2}(K)$ such that ${ }^{t} T^{\rho}=-T$ and

$$
\begin{equation*}
B=\left\{\alpha \in M_{2}(K) \mid \alpha^{\iota} T=T \cdot{ }^{t} \alpha^{o}\right\}, \tag{7.7}
\end{equation*}
$$

where $\subset$ denotes the main involution of $M_{2}(K)$. To show this, let $\gamma$ be the involution of $M_{2}(K)$ which coincides with $\rho$ on $K$ and with the main involution on $B$. Then $x^{\gamma}=u^{\cdot t} x^{\rho} u^{-1}$ with a hermitian element $u$ of $G L_{2}(K)$. Putting $T=\zeta u$ with a pure imaginary element $\zeta$ of $K$, we obtain (7.7), We can easily verify that $i T^{\tau_{\nu}}$ is indefinite or definite according as $\nu \leqq r$ or $\nu>r$ (cf. [9, 7.2], $[\mathbf{1 0}, 6.2]$ ). Define $G_{Q}$ of (4.1) with this $T$. The group $\left\{\alpha \in B \mid \alpha \alpha^{c}=1\right\}$ is contained in $G_{Q}$, and there is a holomorphic isomorphism $j$ of $\mathscr{g}_{1}^{r}$ onto $\mathfrak{D}_{1}^{r}$ which makes the action of $\alpha$ on $\mathfrak{K}_{1}^{r}$ and on $\mathfrak{D}_{1}^{r}$ compatible (cf. [9, (7.3.1)], [10, 6.6]). Moreover we have $\mathfrak{A}_{0}(\overline{\boldsymbol{Q}}) \circ j=\mathcal{A}_{0}(\overline{\boldsymbol{Q}})$, as our construction of canonical models in [10] and [11] shows; we note that $j$ is given by fractional linear transformations with algebraic coefficients.

Let $f \in \mathfrak{A}_{0}(\overline{\boldsymbol{Q}})$. If $w$ is the fixed point of $h\left(J^{\times}\right)$, we have, by Theorem 6.1,

$$
\begin{equation*}
\left[\partial(\not \subset \circ j) / \partial z_{1}\right](w) \sim \pi \cdot R_{1}(j(w)) S_{1}(j(w)), \tag{7.8}
\end{equation*}
$$

since the derivatives of $j$ at $w$ are algebraic. Note that $m=2$ and $r_{1}=s_{1}=1$ in the present case. Now take injections $\tau_{1}, \cdots, \tau_{g}$ of $K$ into $C$ so that $\tau_{\nu}=\theta_{\nu}$ on $F$ and $-i T_{\nu}^{\tau}>0$ for $\nu>r$. Then

$$
\Phi=\sum_{\nu=1}^{r}\left(\tau_{\nu}+\tau_{\nu} \rho\right)+\sum_{\nu=r+1}^{g} 2 \tau_{\nu}
$$

in the present case. The point $j(w)$ of $\mathfrak{D}$ corresponds to an abelian variety of type $(L, \Psi)$ with $L=J K$ and a $C M$-type $\Psi=\sum_{\nu=1}^{g}\left(\alpha_{\nu}+\beta_{\nu}\right)$ of $L$ defined by the table

|  | $\nu \leqq r$ |  | $\nu>r$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | on $J$ | on $K$ | on $J$ | on $K$ |
| $\alpha_{\nu}=$ | $\xi_{\nu}$ | $\tau_{\nu}$ | $\xi_{\nu}$ | $\tau_{\nu}$ |
| $\beta_{\nu}=$ | $\xi_{\nu}$ | $\tau_{\nu} \rho$ | $\xi_{\nu} \rho$ | $\tau_{\nu}$ |

as shown in $[9,6.5]$ and $[\mathbf{i} 0,6.8]$. By (5.10) and Theorem 1.2, we have

$$
R_{1}(j(w)) S_{1}(j(w)) \sim p\left(\alpha_{1}, \Psi\right) p\left(\beta_{1}, \Psi\right) \sim p\left(\xi_{1}, \Xi_{1}\right) p\left(\xi_{1}, \Xi_{2}\right),
$$

which combined with (7.8) proves (7.6).
Let us now prove the statement at the end of $\S 1$. Put $\Xi=\Xi_{1}+\Xi_{2}$ and observe that $J^{\prime}=J^{3}$. By Proposition 7.2, the left-hand side of (7.6) is determined up to factors belonging to $J_{a b}^{\prime} F^{\theta_{\nu}}$. Therefore we can put $P\left(\tau_{\nu}, \boldsymbol{\Xi}\right)=$ $\pi^{-1}\left(\hat{\sigma} f / \partial z_{\nu}\right)(w)$ with non-constant $f \in \mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$ for each $\nu \leqq r$, which has the desired property of Conjecture 1.7. It should be noted that $\left(\partial f / \partial z_{\nu}\right)(w)$ depends on the choice of the algebra $B$ in which $J$ is embedded and also of the isomorphism (7.1),

The existence of " $\bar{Q}$-rational forms of weight 1 " can be shown by
Proposition 7.4. For each $\mu \leqq r$, there is a non-zero element $t$ of $\mathcal{A}_{k}$ such that $\pi t^{2}=u \cdot \partial f / \partial z_{\mu}$ with $u$ and $f$ in $\mathcal{A}_{0}(\overline{\boldsymbol{Q}})$, where $k$ is determined by $\mu$ in an obvious way.

Proof. The notation being as in the proof of (7.6), we have proved in $\S 5$ that $\delta R_{1} / S_{1} \in \mathfrak{A}_{0}(\bar{Q})$ with $\delta=q\left(\tau_{1} \rho\right) / q\left(\tau_{1}\right)$. As already remarked, we have $j\left(z_{1}, \cdots, z_{r}\right)=\left(\left(a_{1} z_{1}+b_{1}\right) /\left(c_{1} z_{1}+d_{1}\right), \cdots\right)$ with $\left(\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right)$ in $S L_{2}(\overline{\boldsymbol{Q}})$. Then $t=$ $\delta^{1 / 2}\left(R_{1} \circ j\right) /\left(c_{1} z_{1}+d_{1}\right)$ has the required property for $\mu=1$, by virtue of Theorem 6.1.

Let $\mathcal{A}_{k}(\overline{\boldsymbol{Q}})$ denote, for $k=\left(k_{1}, \cdots, k_{r}\right) \in \boldsymbol{Z}^{r}$, the set of elements $\varphi$ of $\mathcal{A}_{k}$ such that $\varphi^{2}=\pi^{-|k|} f \prod_{\nu=1}^{r}\left(\partial u / \partial z_{\nu}\right)^{k}$ with a fixed non-constant element $u$ of $\mathcal{A}_{0}\left(F_{a b}^{\prime}\right)$ and an arbitrary $f$ of $\mathcal{A}_{0}(\overline{\boldsymbol{Q}})$, where $\{k\}=\sum_{v=1}^{r} k_{\nu}$. Proposition 7.4 shows that $\mathcal{A}_{k}(\overline{\boldsymbol{Q}}) \neq\{0\}$ for every $k$; obviously $\mathcal{A}_{k}(\overline{\boldsymbol{Q}})$ is a one-dimensional vector space over $\mathcal{A}_{0}(\overline{\boldsymbol{Q}})$. By Proposition 7.2, $\mathcal{A}_{k}(\overline{\boldsymbol{Q}})$ does not depend on the choice of $u$. This implies in particular

Proposition 7.5. If $v \in \mathcal{A}_{k}(\overline{\boldsymbol{Q}})$ and $\alpha \in B^{+}$, then $\left.v\right|_{k} \alpha \in \mathcal{A}_{k}(\overline{\boldsymbol{Q}})$.
For $k=\left(k_{1}, \cdots, k_{r}\right)$ and $e=\left(e_{1}, \cdots, e_{r}\right)$ in $\boldsymbol{Z}^{r}$ with $e_{\nu} \geqq 0$, define a differential operator $\boldsymbol{d}_{k}^{e}$ of degree $\{e\}$ acting on the functions on $\oiint_{1}^{r}$ by

$$
\boldsymbol{d}_{k}^{e}=(2 \pi i)^{-|e|} \prod_{\nu=1}^{r}\left(\frac{k_{\nu}+2 e_{\nu}-2}{z_{\nu}-\bar{z}_{\nu}}+\frac{\partial}{\partial z_{\nu}}\right) \cdots\left(\frac{k_{\nu}+2}{z_{\nu}-\bar{z}_{\nu}}+\frac{\partial}{\partial z_{\nu}}\right)\left(\frac{k_{\nu}}{z_{\nu}-\bar{z}_{\nu}}+\frac{\partial}{\partial z_{\nu}}\right),
$$

where $\{e\}=\sum_{\nu=1}^{r} e_{\nu}$; we understand that $\boldsymbol{d}_{k}^{0}$ is the identity operator (cf. [12,
§ 1]).
ThEOREM 7.6. Let $f \in \mathcal{A}_{k}(\overline{\boldsymbol{Q}})$ and $v \in \mathcal{A}_{k+2 e}(\overline{\boldsymbol{Q}})$ with $e_{\nu} \geqq 0$ for all $\nu$. Suppose that both $f$ and $v^{-1}$ are holomorphic at the fixed point $w$ of $h\left(J^{\times}\right)$as above. Then $\left(v^{-1} \boldsymbol{d}_{k}^{e} f\right)(w) \in \overline{\boldsymbol{Q}}$.

This is a generalization of the main theorem I of [12] and can be proved in exactly the same fashion.

Corollary 7.7. If $f \in \mathcal{A}_{0}(\overline{\boldsymbol{Q}})$ and $0<\nu_{1}<\cdots<\nu_{s} \leqq r$, then

$$
\pi^{-s} \partial^{s} f / \partial z_{\nu_{1}} \cdots \partial z_{\nu_{s}} \in \mathcal{A}_{k}(\overline{\boldsymbol{Q}}),
$$

where $k$ is determined by $\nu_{1}, \cdots, \nu_{s}$ in an obvious way.
This follows immediately from Theorem 7.6, and proves, combined with (7.6), the general case of Theorem 7.1.

The above results concern the archimedean primes of $F$ unramified in $B$. Let us now prove an analogue of Proposition 7.4 for the remaining primes. Let $\chi_{\nu}$ for $\nu=r+1, \cdots, g$ be injections of $B$ into $M_{2}(\overline{\boldsymbol{Q}})$ such that $\chi_{\nu}(a)=a^{\theta} \nu 1_{2}$ for $a \in F$. We consider $M_{2}(\boldsymbol{C})$-valued meromorphic functions t on $\mathfrak{夕}_{1}^{r}$ such that

$$
\begin{equation*}
\mathrm{t}(\gamma(z))=\chi_{\nu}(\gamma) \mathrm{t}(z) \quad \text { for every } \gamma \in E_{N} \tag{7.10}
\end{equation*}
$$

with some $N$. The existence of such t can be shown as follows. Identifying $B$ with a subalgebra of $M_{2}(K)$, we can find an element $U_{\nu}$ of $G L_{2}(\overline{\boldsymbol{Q}})$ such that $U_{\nu}^{-1} \chi_{\nu}(a) U_{\nu}=\left(Q_{\nu}^{-1} a_{\nu}^{\tau_{\nu}} Q_{\nu}\right)^{\rho}$ for all $a \in B$. Put $t=U_{\nu} R_{\nu}{ }^{\circ} j$ with the function $R_{\nu}$ of (5.3) for a fixed $\nu>r$. Then (5.4 $\mathrm{a}_{\mathrm{a}}$ ) implies (7.10). Moreover, for any point $v$ of $\mathfrak{S}_{1}^{r}$, we can take $t$ so that $t$ is holomorphic at $v$ and $\operatorname{det}(\mathrm{t}(v)) \neq 0$.

To define the $\overline{\boldsymbol{Q}}$-rationality of t , we consider the fixed point $w$ of $h\left(J^{\times}\right)$ as before, and define $\xi_{2}, \Xi_{1}$ and $\Xi_{2}$ as in Theorem 7.1. Then there is an element $D_{\nu}$ of $G L_{2}(\overline{\boldsymbol{Q}})$ such that

$$
\begin{equation*}
D_{\nu} \chi_{\nu}(h(x)) D_{\nu}^{-1}=\operatorname{diag}\left[x^{\xi} \nu^{\rho}, x^{\xi} \nu\right] \quad \text { for all } x \in J . \tag{7.11}
\end{equation*}
$$

Put $q_{\nu}=\left[p\left(\xi_{\nu}, \Xi_{1}\right) / p\left(\xi_{\nu} \rho, \boldsymbol{\Xi}_{2}\right)\right]^{1 / 2}$. We now consider the following property of t .

$$
\begin{equation*}
\operatorname{diag}\left[q_{\nu}, q_{\nu}^{-1}\right] D_{\nu} \mathrm{t}(w) \in M_{2}(\overline{\boldsymbol{Q}}) . \tag{7.12}
\end{equation*}
$$

Observe that this property does not depend on the choice of $D_{\nu}$.
Proposition 7.8. For each $\nu>r$, there exists an $M_{2}(\boldsymbol{C})$-valued meromorphic function t on $\mathfrak{g}_{1}^{r}$ whose determinant is not identically equal to 0 , and which satisfies (7.10) for some $N$ and (7.12) at every fixed point $w$ of the above type where $t$ is holomorphic.

Proof. The notation being as in the proof of (7.6), put $z_{0}=j(w)$ with the fixed point $w$ of $h\left(J^{\times}\right)$. Define $\Psi=\sum_{\nu=1}^{g}\left(\alpha_{\nu}+\beta_{\nu}\right)$ by (7.9). Since

$$
D_{\nu} U_{\nu}\left(Q_{\nu}^{-1} h(x)_{\nu}^{-} \rho Q_{\nu}\right)^{\rho} U_{\nu}^{-1} D_{\nu}^{-1}=\operatorname{diag}\left[x^{\xi} \rho, x^{\xi} \nu\right] \quad \text { for } \quad x \in J,
$$

we can take $D_{\nu} U_{\nu}$ as $C_{\nu}$ of $\left(5.8_{\mathrm{a}}\right)$; hence we have, by ( $5.9_{\mathrm{a}}$ ),

$$
\operatorname{diag}\left[p\left(\beta_{\nu}, \Psi\right), p\left(\alpha_{\nu}, \Psi\right)\right]^{-1} D_{\nu} U_{\nu} R_{\nu}\left(z_{0}\right) \in G L_{2}(\overline{\boldsymbol{Q}}) .
$$

By Theorem 1.2, (if $\nu>r$,) we have

$$
\begin{aligned}
& p\left(\alpha_{\nu}, \Psi\right) / p\left(\beta_{\nu}, \Psi\right) \sim p\left(\xi_{\nu}, \Xi_{1}\right) / p\left(\xi_{\nu} \rho, \Xi_{2}\right), \\
& p\left(\alpha_{\nu}, \Psi\right) p\left(\beta_{\nu}, \Psi\right) \sim p\left(\tau_{\nu}, \Phi_{1}\right) p\left(\tau_{\nu}, \Phi_{2}\right),
\end{aligned}
$$

where $\Phi_{1}=\sum_{\nu=1}^{g} \tau_{\nu}$ and $\Phi_{2}=\sum_{\nu=1}^{r} \tau_{\nu} \rho+\sum_{\nu=r+1}^{g} \tau_{\nu}$. Therefore, if we put $b=$ $\left[p\left(\tau_{\nu}, \Phi_{1}\right) p\left(\tau_{\nu}, \Phi_{2}\right)\right]^{1 / 2}$ and $\mathrm{t}=b^{-1} U_{\nu} R_{\nu} \circ j$, then t satisfies (7.12) at $w$. Let $w^{*}$ be the fixed point of $h^{*}\left(J^{* \times}\right)$ with some other $h^{*}$ and $J^{*}$. Since $b$ and $U$ are independent of $h$ and $J, t$ satisfies (7.12) at $w^{*}$, whenever the functions of (5.3) as well as $(P \circ \varepsilon)^{-1}$ are holomorphic at $j\left(w^{*}\right)$. Now we can find a function $\mathrm{t}^{*}$ which satisfies (7.12) at $w^{*}$ and such that $\operatorname{det}\left(\mathrm{t}^{*}\left(w^{*}\right)\right) \neq 0$. Both t and
 see that the entries of $\mathfrak{f}$ belong to $\mathcal{A}_{0}$ and take algebraic values on $S$, and hence belong to $\mathcal{A}_{0}(\bar{Q})$. Since t is holomorphic at $w^{*}$ if and only if $\mathfrak{f}$ is holomorphic at $w^{*}$, we see that $t$ satisfies (7.12) at $w^{*}$ whenever t is holomorphic at $w^{*}$. This completes the proof.

One can prove the analogues of the above theorems for the derivatives of the functions $t$ satisfying (7.10) and (7.12). Also, the field $\overline{\boldsymbol{Q}}$ can be replaced by smaller fields depending on the weight. We have not pursued these points to their full extent in order not to obscure the ideas and to keep the paper short. In fact, almost all of the results in this section can be generalized (at least) to the group

$$
\left\{\left.\alpha \in G L_{n}(B)\right|^{t} \alpha^{\iota} \alpha \in F\right\}
$$

acting on $\mathfrak{\xi}_{n}^{r}$, which was treated in [10] and [11]. It should be noted that ( $5.9_{\mathrm{a}, \mathrm{b}}$ ), (7.12), or their generalizations can be utilized for defining the arithmeticity of automorphic forms, especially in the case of compact quotient.

As a final remark, we give here a paraphrase of Proposition 2.1 in terms of modular forms. Let $f$ be a (meromorphic) Hilbert modular form of weight $k$, i. e., an element of $\mathcal{A}_{k}$ with $B=M_{2}(F)$, and let $q$ be an element of $F$ such that $q^{\theta} \nu>0$ or $<0$ according as $\nu \leqq r$ or $>r$. Put

$$
\begin{equation*}
u(z)=f\left(q^{\theta_{1}} z, \cdots, q^{\theta_{r}} z, q^{\theta_{r+1}} \bar{z}, \cdots, q^{\theta_{s}} \bar{z}\right) \quad\left(z \in \mathfrak{夕}_{1}\right), \tag{7.13}
\end{equation*}
$$

and suppose $k_{1}=\cdots=k_{r}=-k_{r+1}=\cdots=-k_{g}=\lambda$. Let $v(z)$ be a (meromorphic) modular form of weight $\lambda(2 r-g)$ with respect to a congruence subgroup of $S L_{2}(\boldsymbol{Z})$. Observe that

$$
(u / v)(\gamma(z))=(u / v)(z)[(c z+d) /(c \bar{z}+d)]^{\lambda(g-r)}
$$

for $\gamma=\left(\begin{array}{ll}* & * \\ c & d\end{array}\right)$ in a congruence subgroup of $S L_{2}(\boldsymbol{Z})$.
Proposition 7.9. Let $z_{0}$ be a point of $\mathfrak{K}_{1}$ which generates an imaginary quadratic field $K$, and suppose both $f$ and $v$ are $\overline{\boldsymbol{Q}}$-rational. Then $(u / v)\left(z_{0}\right) \in \overline{\boldsymbol{Q}}$.

Proof. Put $L=F K$ and define a $C M$-type $\Psi=\sum_{\nu=1}^{g} \sigma_{\nu}$ so that $\sigma_{\nu}=\theta_{\nu}$ on $F, z_{0}{ }^{\sigma}{ }_{\nu}=z_{0}$ or $\bar{z}_{0}$ according as $\nu \leqq r$ or $>r$. Then

$$
u\left(z_{0}\right) \sim \prod_{\nu=1}^{r} p\left(\sigma_{\nu}, \Psi\right)^{\lambda} \cdot \prod_{\nu=r+1}^{g} p\left(\sigma_{\nu}, \Psi\right)^{-\lambda} \sim v\left(z_{0}\right)
$$

by Proposition 2.1.

## 8. The non-vanishing of $H^{1}\left(\Gamma \backslash \mathfrak{D}_{r}, \boldsymbol{R}\right)$.

Let $\mathfrak{S}$ be an irreducible bounded symmetric domain, and $\Gamma$ a fixed-pointfree discontinuous group of holomorphic automorphisms of $\mathfrak{S}$ such that $\Gamma \backslash \subseteq$ is compact. It was shown by Matsushima [4] that the first cohomology group of $\Gamma \backslash \subseteq$ over $\boldsymbol{R}$ vanishes unless $\mathfrak{S}$ is isomorphic to

$$
\begin{equation*}
\mathfrak{D}_{r}=\mathfrak{D}(r, 1)=\left\{\left.\left(z_{1}, \cdots, z_{r}\right) \in \boldsymbol{C}^{r}\left|\sum_{k=1}^{r}\right| z_{k}\right|^{2}<1\right\} . \tag{8.1}
\end{equation*}
$$

The purpose of this section is to show that the last condition is actually meaningful. In other words, for each $r$, we can produce an example of $\Gamma$ acting on $\mathfrak{D}_{r}$ such that there is a holomorphic closed 1-form on $\Gamma \backslash \mathfrak{D}_{r}$ whose cohomology class is not 0 . The paper [3] by Kazhdan and a forthcoming work [1, Ch. VIII] by Wallach should be mentioned as previous investigations on this topic. Our result can be stated as

Theorem 8.1. Let $K, T$, and $\tau_{1}, \cdots, \tau_{g}$ be as in §4. Define $G_{\boldsymbol{Q}}$ by (4.1) and a subgroup $\Gamma_{1}$ of $G_{\boldsymbol{Q}}$ by (4.14) with $N=1$ and with an arbitrary lattice $\mathfrak{n t}$ of $K_{m}^{1}$. Let $\left(r_{\nu}, s_{\nu}\right)$ be the signature of $-i T^{\tau_{\nu}}$. Suppose $s_{1}=1$ and $s_{2}=\cdots=s_{g}=0$ (so that $\mathfrak{D}=\mathfrak{D}_{m-1}$ ). Then there is a subgroup $\Gamma$ of $\Gamma_{1}$ of finite index such that $\Gamma \backslash \mathfrak{D}$ has a closed holomorphic 1-form whose cohomology class is not 0 . Moreover, we can find $m-1$ such 1 -forms $\xi_{1}, \cdots, \xi_{m-1}$ so that $\xi_{1} \wedge \cdots \wedge \xi_{m-1} \neq 0$.

This applies to both compact and non-compact quotients. Notice that, under the assumption on $s_{\nu}$ in the theorem, $\Gamma \backslash \mathfrak{D}$ is compact if $g>1$; it is not compact if $g=1$ and $r_{1}>1$.

To prove our theorem, we introduce the classical theta function

$$
\begin{aligned}
& \theta(u, Z ; a, b)=\Sigma_{x \in \boldsymbol{Z}^{n}} e\left((1 / 2) \cdot{ }^{t}(x+a) Z(x+a)+{ }^{t}(x+a)(u+b)\right) \\
&\left(u \in \boldsymbol{C}^{n}, Z \in \mathfrak{夕}_{n}, a \in \boldsymbol{R}^{n}, b \in \boldsymbol{R}^{n}\right),
\end{aligned}
$$

where $e(v)=e^{2 \pi i v}$. It is well known that, for every $\gamma=\left(\begin{array}{cc}* & * \\ C & D\end{array}\right) \in \Delta_{2}$, one has

$$
\begin{align*}
& \theta\left({ }^{t}(C Z+D)^{-1} u, \gamma(Z) ; a, b\right)  \tag{8.2}\\
= & \lambda_{\gamma} e\left(\left({ }^{t} a b-{ }^{t} a^{\prime} b^{\prime}\right) / 2\right) \operatorname{det}(C Z+D)^{1 / 2} e\left((1 / 2) \cdot{ }^{t} u(C Z+D)^{-1} C u\right) \theta\left(u, Z ; a^{\prime}, b^{\prime}\right),
\end{align*}
$$

where $\left({ }^{t} a^{\prime},{ }^{t} b^{\prime}\right)=\left({ }^{t} a,{ }^{t} b\right) \gamma$, and $\lambda_{\gamma}$ is a fourth root of unity depending only on $\boldsymbol{\gamma}$. With fixed $a_{1}, \cdots, a_{n}$ in $\boldsymbol{Q}^{n}$, define an $M_{n}(\boldsymbol{C})$-valued function $V$ on $\mathscr{F}_{n}$ by $V(Z)=\left(v_{j k}(Z)\right), \quad v_{j k}(Z)=\left(\partial \theta / \partial u_{j}\right)\left(0, Z ; a_{k}, 0\right)$.
We see from (8.2) that

$$
V(\gamma(Z))=\lambda_{\gamma} \operatorname{det}(C Z+D)^{1 / 2} \cdot(C Z+D) V(Z) \quad \text { for every } \gamma=\left(\begin{array}{cc}
* & * \\
C & D
\end{array}\right) \in \Delta_{N}
$$

where $N$ is a suitably large even positive integer depending on $a_{1}, \cdots, a_{n}$. Moreover, as shown in [13, Proposition 1.2], given a point $Z_{0}$ of $\mathscr{S}_{n}$, we can choose $a_{1}, \cdots, a_{n}$ so that $\operatorname{det}\left(V\left(Z_{0}\right)\right) \neq 0$. Now define a function $V^{\varepsilon}$ on $\mathfrak{D}$ by

$$
V^{s}(z)=\operatorname{det}\left(\omega_{2}(z)\right)^{-1 / 2} \cdot{ }^{t} \omega_{2}(z)^{-1} V(\varepsilon(z)) \quad(z \in \mathfrak{D})
$$

with any choice of $\operatorname{det}\left(\omega_{2}(z)\right)^{-1 / 2}$, where $\varepsilon$ and $\omega_{2}$ are as in $\S 4$. By (4.16), $\left(4.10_{\mathrm{a}, \mathrm{b}}\right)$, and (3.9), we have

$$
\begin{equation*}
V^{\varepsilon}(\alpha(z))=t(\alpha) \Pi_{\nu}^{\prime} \operatorname{det}\left(\mu_{\nu}(\alpha, z)\right) \cdot \Lambda(\alpha, z) V^{\varepsilon}(z) \quad \text { for } \quad \alpha \in \Gamma_{N} \tag{8.3}
\end{equation*}
$$

with a fourth root of unity $t(\alpha)$, where $\Pi_{\nu}^{\prime}$ is the product over all $\nu$ such that $r_{\nu} s_{\nu} \neq 0$. Obviously $t$ is a character of $\Gamma_{N}$. Choose the $a_{j}$ so that $\operatorname{det}\left(V^{\varepsilon}\right)$ does not vanish identically on $\mathbb{D}$.

Now assume that $r_{1}=m-1, s_{1}=1$, and $s_{2}=\cdots=s_{g}=0$. Then $\mathfrak{D}=\mathfrak{D}_{m-1}$. If $R$ is the first $m-1$ rows of $V^{\varepsilon}$, (8.3) implies that

$$
\begin{equation*}
R(\alpha(z))=t(\alpha) \mu_{1}(\alpha, z) \lambda_{1}(\alpha, z) R(z) \quad \text { for } \quad \alpha \in \Gamma_{N} \tag{8.4}
\end{equation*}
$$

Take an arbitrary non-vanishing column of $R(z)$ and call it $q(z)$, and its components $q_{1}, \cdots, q_{m-1}$. Let $z_{1}, \cdots, z_{m-1}$ be the components of the variable point $z$ on $\mathfrak{D}$. Define a 1 -form $\xi$ on $\mathfrak{D}$ by

$$
\begin{equation*}
\xi=\sum_{k=1}^{m-1} q_{k}(z) d z_{k}={ }^{t} q(z) d z \tag{8.5}
\end{equation*}
$$

From (8.4) and (3.7), we see that $\xi_{\circ} \alpha=t(\alpha) \xi$ for all $\alpha \in \Gamma_{N}$. Therefore if $\Gamma=\operatorname{Ker}(t)$, then $\left[\Gamma_{N}: \Gamma\right] \leqq 4$, and $\xi$ defines a non-vanishing holomorphic 1 -form on $\Gamma \backslash \mathfrak{D}$. Since $R$ has rank $m-1$, we can choose $m-1$ columns of $R(z)$ which produce 1 -forms $\xi_{1}, \cdots, \xi_{m-1}$ such that $\xi_{1} \wedge \cdots \wedge \xi_{m-1} \neq 0$.

If $\Gamma \backslash \mathfrak{D}$ is compact, $\xi$ is closed and the cohomology class of $\xi$ is automatically non-vanishing; our proof is completed in that case. In the noncompact case, a further reasoning is necessary. As mentioned above, if $\mathfrak{D}=\mathfrak{D}_{m-1}$, the non-compact quotient occurs only when $g=1$. We are naturally interested only in the case $m>2$. First, to show that $\xi$ is closed, we use the unbounded domain

$$
\mathcal{B}=\left\{(w, z) \in \boldsymbol{C}^{m-2} \times \boldsymbol{C} \mid i\left({ }^{t} \bar{w} S w+\bar{z}-z\right)>0\right\},
$$

which is isomorphic to $\mathfrak{D}_{m-1}$ and was introduced in [14]. Here $S$ is a diagonal skew-hermitian element of $G L_{m-2}(K)$ determined by $T$. We defined in [14, §3] an embedding $\varepsilon^{\prime}$ of 3 into $\mathscr{S}_{m}$ similar to $\varepsilon$; so we can define everything with respect to 3 and $\varepsilon^{\prime}$ instead of $\mathfrak{D}$ and $\varepsilon$. The function on 3 corresponding to $V^{\varepsilon}$ is defined by

$$
\begin{equation*}
X(w, z)={ }^{t} \chi(w, z)^{-1} V\left(\varepsilon^{\prime}(w, z)\right) \quad((w, z) \in \mathcal{3}) \tag{8.6}
\end{equation*}
$$

with $\chi$ of [14, (3.12)] (cf. (3.19) and Proposition 3.2 of [14]). Then $q$ corresponds to the first $m-1$ elements of a suitable column of $X(w, z)$, which can be given as

$$
\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{m}
\end{array}\right]=t \chi(w, z)^{-1}\left[\begin{array}{c}
y_{1}{ }^{\circ} \varepsilon^{\prime} \\
\vdots \\
y_{m}{ }^{\circ} \varepsilon^{\prime}
\end{array}\right], \quad y_{k}=\left(\partial \theta / \partial u_{k}\right)(0, Z ; a, 0)
$$

with a suitable $a \in \boldsymbol{Q}^{m}$. Thus $\xi$ corresponds to a 1-form $\eta=\sum_{k=1}^{m-2} x_{k} d w_{k}+x_{m-1} d z$ on 3. Using the explicit form of $\chi$ in [14, (3.12)], we find

$$
\begin{aligned}
& x_{k}=y_{k} \circ \varepsilon^{\prime}-\left(s_{k} w_{k} / 2\right) y_{m-1} \circ \varepsilon^{\prime}-\left(\delta s_{k} w_{k} / 2\right) y_{m} \circ \varepsilon^{\prime} \quad \text { if } \quad k<m-1, \\
& x_{m-1}=\left(y_{m-1} \circ \varepsilon^{\prime}-\delta y_{m} \circ \varepsilon^{\prime}\right) / 2,
\end{aligned}
$$

where $s_{k}$ is the $k$-th diagonal element of $S$ and $\delta$ is a generator of $K$ used in $[14, \S 3]$. Now $[14,(3.7)]$ shows that

$$
d \varepsilon^{\prime}(w, z)=\left(\begin{array}{ccc}
0 & d w & \delta d w \\
{ }^{t} d w & d z-{ }^{t} w S d w & -\delta^{t} w S d w \\
\delta^{t} d w & -\delta \cdot{ }^{t} w S d w & -\delta^{2}\left(d z+{ }^{t} w S d w\right)
\end{array}\right) .
$$

Combining this with the well known relation

$$
\left(\partial^{2} \theta / \partial u_{j} \partial u_{k}\right)(u, Z ; a, b)=2 \pi i\left(1+\delta_{j k}\right)\left(\partial \theta / \partial Z_{j k}\right)(u, Z ; a, b),
$$

we can show by a direct calculation that $\partial x_{m-1} / \partial w_{k}=\partial x_{k} / \partial z$ and $\partial x_{j} / \partial w_{k}=$ $\partial x_{k} / \partial w_{j}$ if $j<m-1$ and $k<m-1$, which proves the desired closedness.

To show the non-vanishing of the cohomology-class, we go back to $\mathfrak{D}$ and take $T$ in the diagonal form $T=\operatorname{diag}\left[\zeta_{1}, \cdots, \zeta_{m}\right]$. Since the equivalence class of $T$ can be determined by its signature and the class of $\operatorname{det}(T)$ modulo $N_{K / \ell}\left(K^{\times}\right)$, we can choose $\zeta_{1}, \cdots, \zeta_{m}$ so that $\zeta_{m-1} \zeta_{m}>0$ and $\zeta_{m-1} \zeta_{m} \notin N_{K / Q}\left(K^{\times}\right)$. (We are naturally assuming $m>2$.) Put

$$
G_{Q}^{\prime}=\left\{\alpha \in G L_{2}(K) \mid \alpha T^{\prime} \cdot t \alpha=T^{\prime}\right\}, \quad T^{\prime}=\operatorname{diag}\left[\zeta_{m-1}, \zeta_{m}\right] .
$$

Then $G_{q}^{\prime}$ acts on the disc $\mathfrak{D}_{1}$. Moreover, $\alpha \mapsto \operatorname{diag}\left[1_{m-1}, \alpha\right]$ gives an injection of $G_{Q}^{\prime}$ into $G_{\theta}$, which is compatible with the embedding $z \mapsto\binom{0}{z}$ of $\mathscr{D}_{1}$ into
$\mathscr{D}_{m-1}$. Take a congruence subgroup $\Gamma^{\prime}$ of $G_{Q}^{\prime}$ so that $\Gamma^{\prime}$ is mapped into $\Gamma_{N}$. Then $\Gamma^{\prime}$ has a subgroup of finite index $\Gamma^{\prime \prime}$ which is mapped into $\Gamma$. We can construct the above $\xi$ of (8.5) so that its pull-back to $\mathscr{D}_{1}$, say $\xi^{\prime}$, is not 0 . Our choice of $T^{\prime}$ implies that $\Gamma^{\prime \prime} \backslash \mathfrak{D}_{1}$ is compact, so that there is an element $\gamma$ of $\Gamma^{\prime \prime}$ and a point $w$ of $\mathscr{D}_{1}$ such that $\int_{w}^{\gamma(w)} \xi^{\prime} \neq 0$. This shows the non-vanishing of the cohomology-class of $\xi$ on $\Gamma \backslash \mathfrak{D}$, and completes the proof.

Instead of taking the first $m-1$ columns, we can consider the $m$ columns $W_{\nu}$ of $V^{\varepsilon}$ corresponding to the $\nu$-th diagonal block $\Lambda_{\nu}(\alpha, z)$ of $\Lambda(\alpha, z)$ for $\nu>1$, when $g>1$. Then

$$
W_{\nu}(\alpha(z))=t(\alpha) \mu_{1}(\alpha, z) \Lambda_{\nu}(\alpha) W_{\nu}(z) \quad \text { for } \quad \alpha \in \Gamma_{N},
$$

where $\Lambda_{\nu}(\alpha)=\left(Q_{\nu}^{-1} \alpha_{\nu}^{\tau} \rho_{\nu}\right)^{\rho}$. Obviously $\Lambda_{\nu}$ is an injection of $G_{Q}$ into $U(m)$. Thus $W_{\nu}$ gives a rather interesting type of automorphic form.
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