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Let P (z) be a monic univariate polynomial over C, of degree n and having roots ζ1, . . . , ζn.
Given approximate roots z1, . . . , zn, with ζi � zi (i = 1, . . . , n), we derive a very tight
upper bound of |ζi − zi|, by assuming that ζi has no close root. The bound formula has
a similarity with Smale’s and Smith’s formulas. We also derive a lower bound of |ζi − zi|
and a lower bound of min{|ζj − zi| | j �= i}.

1. Introduction

Let P (z) be a monic univariate polynomial over C, of degree n, having roots
ζ1, . . . , ζn, and let z1, . . . , zn be its approximate roots determined numerically.
There are many researches on error bounds for z1, . . . , zn. Kantrovich studied
Newton’s method for differentiable function F (z) in 1948 and determined a com-
plex disc DK which contains only one root of F (z) (see [4] or [5]). The DK is
defined with several constants which are determined by data over a region. For
old results, see [5]. In 1970, Smith presented a very useful formula [7]. Let Di

(1 ≤ i ≤ n) be a disc in the complex plane, with the center at z = zi and the radius
ri = n

∣∣P (zi)/
∏

j �=i(zi − zj)
∣∣. Smith’s theorem asserts that the union D1 ∪ · · · ∪Dn

contains all the n roots of P (z), and in particular if D = D1 ∪ · · · ∪ Dm is dis-
connected with Dm+1 ∪ · · · ∪ Dn then D contains exactly m roots. Smith’s discs
are closely related with Durand-Kerner’s method for computing all the roots si-
multaneously; Durand-Kerner’s iteration formula is zi := zi −P (zi)/

∏
j �=i(zi − zj).

Hence, Smith’s formula over-estimates the errors by about n. Since then, many
authors improved Smith’s formulas, see [2] for example, but this over-estimation is
not resolved. We call such formulas Smith-type formulas.

In 1980’s, Smale studied Newton’s method for analytic function A(z) and de-
termined a disc DS centered at z = zi, which contains only one root of A(z) [6, 1].
Smale developed his theory by using an auxiliary rational function with the follow-
ing constants (below, A(k) denotes the kth derivative of A).

a1
def= |A(1)(zi)|, a

def= max

{∣∣∣∣A(k)(zi)
k!a1

∣∣∣∣
1/(k−1)

k = 2, 3, . . .

}
. (1.1)

Smale’s error bound is very tight. Since then, many authors derived similar formulas
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which we call Smale-type formulas. The tightest bound now is obtained by Wang
and Han [9]; the same bound was obtained by Inaba and Sasaki from a simple
different approach [3].

Then, the following question naturally arises: is there a formula which bounds
the errors as accurately as Smale-type formulas by using the numerical roots z1, . . . ,

zn simultaneously? In this short article, we derive such a formula; the idea is simple
and the derivation is elementary. The error bound obtained is quite tight and has a
similarity with both Smale’s and Smith’s ones. Using the same idea, we also derive
a lower bound of the error |ζi − zi| and a lower bound of min{|ζj − zi| | j �= i}.
These bounds are also quite tight.

2. An inequality for the error

We assume that the numerical roots z1, . . . , zn satisfy zj � ζj (j = 1, . . . , n).
We express P (z) as

⎧⎪⎨
⎪⎩

P (z) = P̃ (z) + Δ(z), P̃ (z) = (z − z1) · · · (z − zn),

deg(Δ) ≤ n − 1,
‖Δ‖
‖P̃‖ � 1.

(2.1)

We assume further that ζi has no close root. By A(k)(z) we denote dkA(z)/dzk.
Put ζi = zi + ε, then we have

P̃ (zi + ε) =
P̃ (1)(zi)ε

1!
+

P̃ (2)(zi)ε2

2!
+ · · · + P̃ (n)(zi)εn

n!
.

Define positive numbers p̃1 and p̃ as follows.

p̃1
def= |P̃ (1)(zi)|, p̃

def= max

{∣∣∣∣ P̃ (2)(zi)
2! p̃1

∣∣∣∣
1/1

, . . . ,

∣∣∣∣ P̃ (n)(zi)
n! p̃1

∣∣∣∣
1/(n−1)

}
. (2.2)

Note that p̃1 �= 0 because we have assumed that ζi has no close root. Assuming
2p̃|ε| < 1, we bound |P̃ (zi + ε)| as follows.

|P̃ (zi + ε)| ≥ p̃1|ε| ·
{

1 − |εP̃ (2)(zi)|
2! p̃1

− · · · − |εn−1P̃ (n)(zi)|
n! p̃1

}

≥ p̃1|ε| · {1 − p̃|ε| − · · · − p̃n−1|ε|n−1} > p̃1|ε|1 − 2p̃|ε|
1 − p̃|ε| .

Since P (zi + ε) = 0 = P̃ (zi + ε) + Δ(zi + ε), we obtain the following inequality.

p̃1|ε| · 1 − 2p̃|ε|
1 − p̃|ε| < |Δ(zi + ε)|. (2.3)

This is our basic inequality. In the next section, we will obtain a polynomial
inequality by bounding |Δ(zi + ε)| suitably.
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3. A tighter upper bound of |ε|
Define positive numbers δ0 and d0 as follows.

δ0
def= |Δ(zi)|, d0

def= max

{∣∣∣∣Δ(1)(zi)
1! δ0

∣∣∣∣
1/1

, . . . ,

∣∣∣∣Δ(n−1)(zi)
(n − 1)! δ0

∣∣∣∣
1/(n−1)

}
. (3.1)

We assume that δ0 �= 0 because if δ0 = 0 then zi = ζi hence ε = 0. However, |δ0|
may be very small hence d0 may become very large. Therefore, we consider the
following three cases.

Case 1: When |Δ(zi)| = O(‖Δ‖). Assuming d0|ε| < 1, we bound |Δ(zi + ε)|
as follows.

|Δ(zi + ε)| ≤ δ0 ·
{

1 +
|εΔ(1)(zi)|

1! δ0
+ · · · + |εn−1Δ(n−1)(zi)|

(n − 1)! δ0

}

≤ δ0 · {1 + d0|ε| + · · · + (d0|ε|)n−1} <
δ0

1 − d0|ε| .

Substituting this into (2.3) and clearing the denominators, we obtain

2p̃1p̃d0|ε|3 < δ0 − (p̃1 + p̃δ0)|ε| + p̃1(2p̃ + d0)|ε|2. (3.2)

Since |ε| is assumed to be small, the above |ε|3-term will be very small, so we discard
it. Then, since |ε| must go to zero as ‖Δ‖ → 0, we obtain the following upper bound
of |ε|; note that, since the |ε|3-term is positive, the discarding of |ε|3-term loosens
the bound by a little.

|ε| < r′1
def=

(p̃1 + p̃δ0) −
√

(p̃1 + p̃δ0)2 − 4p̃1(2p̃ + d0)δ0

2p̃1(2p̃ + d0)
. (3.3)

Using inequality
√

1 − x > 1 − x/2 − x2/2, which is valid for 0 < x < 1, and
assuming p̃1 � p̃δ0, we bound r′1 as follows.

r′1 <
δ0

p̃1 + p̃δ0

[
1 +

p̃1(8p̃ + 4d0)δ0

(p̃1 + p̃δ0)2

]
< r1

def=
δ0

p̃1 + p̃δ0

[
1 +

(8p̃ + 4d0)δ0

p̃1

]
. (3.4)

We note that Durand-Kerner’s correction term is δ0/p̃1 and Durand-Kerner’s it-
eration converges quadratically. This means that |ε| = δ0/p̃1 + O(|ε|2) if δ0 � 1,
which is completely consistent with (3.4). Therefore, r1 is a very tight bound of |ε|
practically. In the next section, we will derive a lower bound of |ε|, too, which will
also show that the above bound is very tight.

In deriving (3.3) and (3.4), we set the following conditions.

2p̃|ε| < 1, d0|ε| < 1, (p̃1 + p̃δ0)2 − 4p̃1(2p̃ + d0)δ0 > 0, p̃1 � p̃δ0. (3.5)

By assumption, δ0 is small. Hence, in the above third condition, we discard small
term p̃ 2δ2

0 and replace the condition by a stronger one p̃ 2
1 − p̃1(6p̃ + 4d0)δ0 > 0, or



222 T. Sasaki

Condition-1: p̃1 > (6p̃ + 4d0)δ0. The fourth condition is satisfied by Condition-1.
Using inequality

√
1 − x > 1 − x (0 < x < 1), we find r′1 < 2δ0/(p̃1 + p̃δ0). This

inequality and Condition-1 give r′1 < 2/(7p̃ + 4d0), hence the first and the second
conditions are satisfied.

Case 2: When |Δ(zi)| � |Δ(1)(zi)| = O(‖Δ‖); this case occurs rarely.
Define positive numbers δ1 and d1 as follows.

δ1
def= |Δ(1)(zi)|, d1

def= max

{∣∣∣∣Δ(2)(zi)
2! δ1

∣∣∣∣
1/1

, . . . ,

∣∣∣∣Δ(n−1)(zi)
(n − 1)! δ1

∣∣∣∣
1/(n−2)

}
. (3.6)

Assuming d1|ε| < 1, we bound |Δ(zi + ε)| as follows.

|Δ(zi + ε)| ≤ δ0 + δ1|ε| · {1 + d1|ε| + · · · + (d1|ε|)n−2} < δ0 + δ1
|ε|

1 − d1|ε| .

Substituting this into (2.3) and clearing denominators, we obtain

2p̃1p̃d1|ε|3 < δ0 − (p̃1 + p̃δ0 + d1δ0 − δ1)|ε|
+ {p̃1(2p̃ + d1) + p̃(d1δ0 − δ1)}|ε|2. (3.7)

Discarding the small |ε|3-term as in Case 1, which loosens the upper bound by a
little, we obtain the following upper bound of |ε|.

|ε| < r′2
def=

B −√
B2 − 4Aδ0

2A
,

{
A = p̃1(2p̃ + d1) + p̃(d1δ0 − δ1),
B = p̃1 + p̃δ0 + d1δ0 − δ1.

(3.8)

Here, we assumed that A > 0 and B > 0. Using
√

1 − x > 1 − x/2 − x2/2
(0 < x < 1), and assuming p̃1 − δ1 � (p̃ + d1)δ0, we bound r′2 as follows.

r′2 <
δ0

B

(
1 +

4Aδ0

B2

)
< r2

def=
δ0

p̃1 − δ1

[
1 +

4Aδ0

(p̃1 − δ1)2

]
. (3.9)

In deriving (3.8) and (3.9), we set the following conditions as well as A > 0
and B > 0.

2p̃|ε| < 1, d1|ε| < 1, B2 − 4Aδ0 > 0, p̃1 − δ1 � (p̃ + d1)δ0. (3.10)

We have B2−4Aδ0 = p̃1{p̃1−(6p̃+2d1)δ0−2δ1}+(p̃δ0−d1δ0+δ1)2. Discarding the
small term (p̃δ0 − d1δ0 + δ1)2, we replace the above third condition by a stronger
one, Condition-2: p̃1 > (6p̃ + 2d1)δ0 + 2δ1. Inequalities A > 0, B > 0 and the
fourth condition are satisfied by Condition-2. Using

√
1 − x > 1 − x (0 < x < 1),

we find r′2 < 2δ0/{p̃1 + (p̃ + d1)δ0 − δ1}. This inequality and Condition-2 give
r′2 < 2δ0/{(7p̃ + 3d1)δ0 + δ1} < 2/(7p̃ + 3d1). Hence, the first and the second
conditions in (3.10) are satisfied.

Case 3: When |Δ(zi)|, |Δ(1)(zi)| � ‖Δ‖; this case occurs very very rarely.
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There exists an integer m, 2 ≤ m ≤ n − 1, such that |Δ(j)(zi)| = O(δ0) for every
j ≤ m− 1 and |Δ(m)(zi)/m!| � δ0. Define positive numbers δm and dm as follows.

δm
def= |Δ(m)(zi)|, dm

def= max

{∣∣∣∣Δ(2)(zi)
2! δm

∣∣∣∣
1/1

, . . . ,

∣∣∣∣ Δ(n−1)(zi)
(n − 1)! δm

∣∣∣∣
1/(n−2)

}
. (3.11)

Assuming dm|ε| < 1, we bound |Δ(zi + ε)| as follows.

|Δ(zi + ε)| < δ0 + δm|ε| · {1 + dm|ε| + · · · + (dm|ε|)n−2} < δ0 +
δm|ε|

1 − dm|ε| .

Substituting this into (2.3) and clearing denominators, we obtain

2p̃1p̃dm|ε|3 < δ0−(p̃1+p̃δ0+dmδ0−δm)|ε|+{p̃1(2p̃+dm)+p̃(dmδ0−δm)}|ε|2. (3.12)

Then, as in Case 2, we obtain the following bounds.

|ε| < r′3
def=

B −√
B2 − 4Aδ0

2A
,

{
A = p̃1(2p̃ + dm) + p̃(dmδ0 − δm),
B = p̃1 + p̃δ0 + dmδ0 − δm,

(3.13)

r′3 <
δ0

B

(
1 +

4Aδ0

B2

)
< r3

def=
δ0

p̃1 − δm

[
1 +

4Aδ0

(p̃1 − δm)2

]
. (3.14)

In deriving (3.13) and (3.14), we set the following conditions as well as A > 0
and B > 0.

2p̃|ε| < 1, dm|ε| < 1, B2 − 4Aδ0 > 0, p̃1 − δm � (p̃ + dm)δ0. (3.15)

As in Case 2, these conditions are satisfied by Condition-3: p̃1 > (6p̃+2dm)δ0+2δm.
Let us compare the bounds in (3.4), (3.9) and (3.14). We have ‖Δ‖ � ‖P‖

practically, hence δ0 � 1. Then,

r′1 � δ0

p̃1 + p̃δ0
, r′2 � δ0

p̃1 + p̃δ0 + d1δ0 − δ1
, r′3 � δ0

p̃1 + p̃δ0 + dmδ0 − δm
.

We see r′2 � r′1 only when d1δ0 − δ1 > 0. On the other hand, r′2 was derived by
assuming δ0 � δ1. Therefore, bounds in (3.9) and (3.14) are scarcely useful in
practice, so we employ only the bound in (3.4).

Theorem 1. Let p̃1, p̃, etc. be defined as above. If p̃1 > (6p̃ + 4d0)δ0 then
the root ζi of P (z) is contained in the circle of radius r, located at z = zi, where

r =
δ0

p̃1 + p̃δ0

[
1 +

(8p̃ + 4d0)δ0

p̃1

]
.
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4. A tighter lower bound of |ε|
Bounding |P̃ (zi + ε)| and |Δ(zi + ε)| oppositely, we obtain a lower bound of

|ε|. Assuming p̃|ε| < 1, we bound |P̃ (zi + ε)| as follows.

|P̃ (zi + ε)| ≤ p̃1|ε| · {1 + p̃|ε| + · · · + p̃n−1|ε|n−1} < p̃1
|ε|

1 − p̃|ε| . (4.1)

Assuming 2d0|ε| < 1, we bound |Δ(zi + ε)| as follows.

|Δ(zi + ε)| ≥ δ0 · {1 − d0|ε| − · · · − dn−1
0 |ε|n−1} > δ0

1 − 2d0|ε|
1 − d0|ε| . (4.2)

Bounds (4.1) and (4.2) give inequality p̃1|ε|/(1− p̃|ε|) > δ0(1−2d0|ε|)/(1−d0|ε|), or

(p̃1 + 2p̃δ0)d0|ε|2 − (p̃1 + p̃δ0 + 2d0δ0)|ε| + δ0 < 0. (4.3)

This inequality and
√

1 − x < 1 − x/2 (0 < x < 1) give the following lower
bound of |ε|.

|ε| > r̆
def=

δ0

p̃1 + p̃δ0 + 2d0δ0
. (4.4)

Combining (3.4) with (4.4), we have r̆ < |ε| < r1 and

r1 − r̆ � 8p̃ + 6d0

(p̃1 + p̃δ0)2
δ2
0 if δ0 � 1. (4.5)

Therefore, formulas (3.4) and (4.4) bound |ε| in a very narrow domain in practice.
In deriving (4.4), we set the following conditions.

p̃|ε| < 1, 2d0|ε| < 1, (p̃1 + p̃δ0 + 2d0δ0)2 − 4(p̃1 + 2p̃δ0)d0δ0 > 0.

The first and the second conditions are satisfied by Condition-1 given in the previous
section. The third condition can be rewritten as p̃1(p̃1 + 2p̃δ0) + (p̃ − 2d0)2δ2

0 > 0,
hence it holds always. Thus, the above lower bound is valid under Condition-1.

Theorem 2. Let p̃1, p̃, etc. be defined as in 3. If p̃1 > (6p̃+4d0)δ0 then the
root ζi of P (z) is outside of the circle of radius δ0/(p̃1 + p̃δ0 + 2d0δ0), located at
z = zi.

Remark. In Cases 2 and 3, we can bound |Δ(zi + ε)| as

|Δ(zi + ε)| ≥ δ0 − δ1|ε| · {1 + d1|ε| + · · · + (d1|ε|)n−2} > δ0 − δ1
|ε|

1 − d1|ε| ,

|Δ(zi + ε)| ≥ δ0 − δm|ε| · {1 + dm|ε| + · · · + (dm|ε|)n−2} > δ0 − δm
|ε|

1 − dm|ε| .
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Then, we obtain the following lower bounds, respectively.

|ε| >
δ0

p̃1 + p̃δ0 + d1δ0 + δ1
, |ε| >

δ0

p̃1 + p̃δ0 + dmδ0 + δm
.

Once again, these lower bounds are not much different from r̆ in (4.4).

5. A lower bound of the distance to other roots

Inequality in (3.2), with the |ε|3-term discarded, gives the following lower
bound of |ε|; note that the discarding of |ε|3-term loosens the lower bound by
a little.

|ε| > R′ def=
(p̃1 + p̃δ0) +

√
(p̃1 + p̃δ0)2 − 4p̃1(2p̃ + d0)δ0

2p̃1(2p̃ + d0)
. (5.1)

In deriving the above bound, we assumed the first three conditions in (3.5) which
are satisfied by Condition-1 given in 3. In addition to the first two conditions in
(3.5), we require

2p̃R′ < 1 and d0R
′ < 1. (5.2)

Since r′1 +R′ = (p̃1 + p̃δ0)/p̃1(2p̃+d0), we bound R′ as R′ < (p̃1 + p̃δ0)/p̃1(2p̃+d0).
Then,

2p̃R′ <
1 + p̃δ0/p̃1

1 + d0/2p̃
, d0R

′ <
1 + p̃δ0/p̃1

1 + 2p̃/d0
.

Hence, the inequalities in (5.2) are satisfied so long as p̃δ0/p̃1 < d0/2p̃ and p̃δ0/p̃1 <

2p̃/d0, respectively, or p̃1 > (2p̃2/d0)δ0 and p̃1 > d0δ0/2. Combining these condi-
tions with Condition-1, we obtain p̃1 > max{6p̃ + 4d0, 2p̃2/d0} × δ0.

We next show that the bound in (5.1) is a lower bound of the distance |ζj − zi|
(∀j �= i). Suppose the origin is moved to z = zi, and put

P̃ (z + zi)
def= p̃1z · Q̃(z) = p̃1z · (1 + q1z + · · · + qn−1z

n−1).

We see p̃1 = P̃ (1)(zi) and p̃ = max{|q1|1/1, . . . , |qn−1|1/(n−1)}. Suppose further that
we apply the scale transformation z → z/p̃ to Q̃(z), then we obtain

Q̃

(
z

p̃

)
= 1 + q̂1z + · · · + q̂n−1z

n−1, max{|q̂1|, . . . , |q̂n−1|} = 1.

A formula which bounds the roots from below tells us that any root ζ̂ of Q̃(z/p̃) is
not less than 1/(1 + max{|q̂1|, . . . , |q̂n−1|}) = 1/2. Hence, we have |ζ| ≥ 1/2p̃ for
any root ζ of Q̃(z). Note that the roots of Q̃(z) are zj − zi (j �= i). Consider the
limiting case Δ → 0, which means P (z) → P̃ (z) and ζj → zj (j = 1, . . . , n), we
have r′1 → 0 and R′ → 1/2p̃. Since the roots move continuously as Δ goes to 0
continuously, R′ must be a lower bound of |ζj − zi| (∀j �= i).
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Using inequality
√

1 − x > 1 − x (0 < x < 1), we can bound R′ as follows.

R′ >
p̃1 + p̃δ0

p̃1(2p̃ + d0)

[
1 − 2p̃1(2p̃ + d0)δ0

(p̃1 + p̃δ0)2

]
> R

def=
1

2p̃ + d0

[
1 − (4p̃ + 2d0)δ0

p̃1

]
. (5.3)

Theorem 3. Let p̃1, p̃, etc. be defined as in 3. If p̃1 > max{6p̃ + 4d0,

2p̃2/d0} × δ0 then any root ζj (j �= i) of P (z) is outside of the circle of radius
{1 − (4p̃ + 2d0)δ0/p̃1}/(2p̃ + d0), located at z = zi.

6. Concluding remarks

Although the error bounds obtained in this article is very tight, they will be
not useful practically, because the bounds are time-consuming to compute; from
the practical viewpoint, Smith’s formula is most useful. The idea in this article,
however, will be useful because it is quite simple. In fact, the author has applied the
idea successfully to bounding the error of close roots computed numerically in [8];
suppose P (z) has a well-separated cluster of m close roots and let C(z) be a factor
of P (z) corresponding to the m close roots, then the error |ε| of any close root can
be bounded by the size of the close-root cluster and the quantities determined by
only C(z).
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