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## 1. Introduction

The geometry of CR manifolds, the abstract models of real hypersurfaces in complex manifolds, has recently attracted much attention. This geometry is richest when the CR manifold is "strictly pseudoconvex," in which case there are many parallels with Riemannian geometry. (See the recent survey article by M. Beals, C. Fefferman, and R. Grossman [2] for a nice overview of these parallels.)

There are two complementary approaches to the study of CR geometry. The first is via the Levi form, a hermitian metric on complex tangent vectors; the second is via the Fefferman metric, a Lorentz metric on a natural circle bundle over the manifold.

Both of these geometric structures are determined only up to a conformal multiple by the CR structure. A choice of multiple of the Levi form is called a pseudohermitian structure on the manifold; such a choice also determines the multiple of the Fefferman metric.

The state of affairs suggests that, in order to find CR-invariant information, we proceed by analogy with conformal Riemannian geometry, in which a Riemannian metric is given only up to a conformal factor. A common strategy in conformal geometry is to choose a particular conformal representative for the metric which is normalized so as to simplify some aspect of the geometry. For example, the Yamabe problem on a conformal Riemannian manifold is to find a conformal representative for the metric that has constant scalar curvature. It is this problem that we generalize to CR manifolds in this paper.

An obvious analogue of the Yamabe problem for a CR manifold would be to find a pseudohermitian structure for which the associated Fefferman metric

[^0]has constant scalar curvature. Alternatively, S. Webster [26] has defined a scalar curvature associated with a pseudohermitian structure, and it is shown in [16] that these two notions of scalar curvature coincide.

Thus we are led to the following CR Yamabe problem: On a compact, strictly pseudoconvex CR manifold, find a choice of pseudohermitian structure with constant (Webster or Fefferman) scalar curvature.

Our main result is Theorem 3.4, which can be summarized as follows: There is a numerical CR invariant $\lambda(N)$ associated with every compact, orientable, strictly pseudoconvex $2 n+1$ dimensional CR manifold $N$, which is always less than or equal to the value corresponding to the sphere $S^{2 n+1}$ in $\mathbf{C}^{n+1}$. If $\lambda(N)$ is strictly less than $\lambda\left(S^{2 n+1}\right)$, then $N$ admits a pseudohermitian structure with constant scalar curvature.

This result was announced in [14]. S. S. Chern and R. Hamilton [5], studying contact structures on 3-manifolds, have independently obtained a result which is equivalent to our existence assertion in the case $\lambda(N) \leqslant 0$ and $n=1$.

The proof of the main theorem in many respects parallels that of the analogous theorem for conformal Riemannian manifolds, due to H. Yamabe [27], N. Trudinger [24], and T. Aubin [1]. In §2 we describe the Riemannian theorem and sketch its proof, as a way of charting our course. At the end of the section, we explain a technical difficulty in the CR case, which makes our proof longer.
$\S 3$ contains the definitions and facts about CR and pseudohermitian structures we will need, and the proof of the CR invariance of $\lambda(N)$.

In §4, we describe normal coordinates due to G. Folland and E. Stein [9] which closely approximate the given pseudohermitian structure of $N$ near a point with that of the Heisenberg group, and use these to prove that $\lambda(N) \leqslant$ $\lambda\left(S^{2 n+1}\right)$.

In §5, we summarize some Sobolev-type inequalities and regularity estimates for CR manifolds due to Folland and Stein, and use these to prove various regularity theorems for the Yamabe equation (3.2). §6 contains the proof of existence of solutions under the assumption $\lambda(N)<\lambda\left(S^{2 n+1}\right)$.

In §7 we describe our progress to date on the question of uniqueness of solutions to the CR Yamabe problem. In the case of the sphere, this is the problem of identifying the extremals for the Heisenberg group analogue of the classical Sobolev lemma.

We would like to thank Karen Uhlenbeck for first introducing us to the Yamabe problem, and Sigurdur Helgason, who introduced us to the conformally invariant Laplacian on a Lorentz manifold, in connection with his work on Huygens' phenomenon [10].

It will become apparent throughout the rest of this paper that there is a far-reaching analogy between conformal and CR geometries. The following table summarizes the most important parallels that will be discussed below.

| Conformal Geometry |
| :--- |
| Riemannian manifold $(M, g)$ |
| Euclidean space $\mathbf{R}^{m}$ |
| $m$-sphere $S^{m}$ in $\mathbf{R}^{m+1}$ |
| Stereographic projection |
| Riemannian normal coordinates |
| Scalar curvature $K$ |
| Laplace-Beltrami operator $\Delta$ |
| Sobolev spaces $L_{k}^{r}$ |
| Sobolev embedding $L_{1}^{2} \subset L^{q}, \frac{1}{q}=\frac{1}{2}-\frac{1}{m}$ |
| Conformal change $\tilde{g}=\phi^{q-2} g$ |
| Conformal invariant $\mu(M)$ |
| Yamabe equation: $a_{m} \Delta \phi+K \phi=\mu \phi^{q-1}$ |


| CR Geometry |
| :--- |
| Pseudohermitian manifold $(N, \theta)$ |
| Heisenberg group $\mathbf{H}^{n}$ |
| $2 n+1$-sphere $S^{2 n+1}$ in $\mathbf{C}^{n+1}$ |
| Cayley transform |
| Folland-Stein normal coordinates |
| Webster scalar curvature $R$ |
| Sublaplacian $\Delta_{b}\left(\operatorname{Re} \square_{b}\right.$ on functions) |
| Folland-Stein spaces $S_{k}^{r}$ |
| Sobolev embedding $S_{1}^{2} \subset L^{p}, \frac{1}{p}=\frac{1}{2}-\frac{1}{2 n+2}$ |
| Change of contact form $\tilde{\theta}=u^{p-2} \theta$ |
| CR invariant $\lambda(N)$ |
| CR Yamabe equation: $b_{n} \Delta_{b} u+R u=\lambda u^{p-1}$ |

## 2. The Riemannian Yamabe problem

Let ( $M, g$ ) be a Riemannian manifold of dimension $m \geqslant 3$. If $\tilde{g}=\phi^{q-2} g$ (with $q=2 m /(m-2)$ ) is a new metric conformal to $g$, the scalar curvature $\tilde{K}$ of $\tilde{g}$ is given by

$$
\tilde{K}=\phi^{1-q}\left(a_{m} \Delta \phi+K \phi\right), \quad a_{m}=4(m-1) /(m-2),
$$

in which $\Delta$ is the Laplace-Beltrami operator of $g$ and $K$ its scalar curvature (see, e.g., [1]). Thus the problem of finding a conformal metric with constant scalar curvature $\tilde{K} \equiv \mu$ is equivalent to finding a positive, $C^{\infty}$ solution $\phi$ to the Yamabe equation:

$$
\begin{equation*}
a_{m} \Delta \phi+K \phi=\mu \phi^{q-1} \tag{2.1}
\end{equation*}
$$

This problem has the following nice variational formulation. Consider the constrained variational problem

$$
\begin{equation*}
\mu(M)=\inf \left\{\int_{M}\left(a_{m}|d \phi|^{2}+K \phi^{2}\right) d V_{g}: \int_{M}|\phi|^{q} d V_{g}=1\right\} . \tag{2.2}
\end{equation*}
$$

One computes readily that the Euler-Lagrange equation for (2.2) is the Yamabe equation, provided $\phi \geqslant 0$. Thus one is led to search for extremals for (2.2).

One of the major milestones in the solution of the Yamabe problem was the following theorem, due to H. Yamabe [27], N. Trudinger [24], and T. Aubin [1].

Theorem 2.3. Let $(M, g)$ be a compact Riemannian manifold of dimension $m \geqslant 3$.
(a) $\mu(M)$, defined by (2.2), depends only on the conformal class of $g$.
(b) $\mu(M) \leqslant \mu\left(S^{m}\right)$, in which the sphere $S^{m}$ has the standard metric.
(c) If $\mu(M)<\mu\left(S^{m}\right)$, then the infimum in (2.2) is attained by a positive, $C^{\infty}$ solution to (2.1). Thus the metric $\tilde{g}=\phi^{q-2} g$ has constant scalar curvature $\mu(M)$.

Aubin also proved that $\mu(M)<\mu\left(S^{m}\right)$ in all cases in which $M$ is not locally conformally flat and $m \geqslant 6$. More recently, R. Schoen [21] has completed the solution of the Yamabe problem by proving that $\mu(M)<\mu\left(S^{m}\right)$ unless $M$ is the sphere.

The proof of Theorem 2.3(a) consists of the fundamental observation that problem (2.2) is conformally invariant in the following sense. Under the conformal change of metric $\tilde{g}=t^{q-2} g$, if we let $\tilde{\Delta}$ and $\tilde{K}$ denote the Laplacian and scalar curvature of $\tilde{g}$, then we have the transformation law (cf. [1]):

$$
\begin{equation*}
\left(a_{m} \tilde{\Delta}+\tilde{K}\right) \tilde{\phi}=t^{1-q}\left(a_{m} \Delta+K\right) \phi, \quad \text { with } \tilde{\phi}=t^{-1} \phi \tag{2.4}
\end{equation*}
$$

It follows that the integral in (2.2) is unchanged if we replace $g$ by $\tilde{g}$ and $\phi$ by $\tilde{\phi}$, and thus $\mu(M)$ is a conformal invariant.

We remark that the transformation law (2.4) can be interpreted as saying that the operator ( $a_{m} \Delta+K$ ) (the "conformally invariant Laplacian") acts naturally as an operator on certain bundles of densities on $M$, and that the functional in (2.2) is really a conformally invariant functional on densities. We will elaborate on this point of view in the context of CR manifolds in §3.

The analysis of (2.2) begins with a thorough understanding of the special case of the sphere $S^{m}$ in $\mathbf{R}^{m+1}$. The conformal change of variables given by stereographic projection coupled with the transformation law (2.4) converts the variational problem on $S^{m}$ to the more familiar problem on $\mathbf{R}^{m}$ :

$$
\begin{equation*}
\mu\left(S^{m}\right)=\inf \left\{a_{m} \int_{\mathbf{R}^{m}}|d f|^{2} d x: \int_{\mathbf{R}^{m}}|f|^{q} d x=1\right\} . \tag{2.5}
\end{equation*}
$$

This is just the problem of finding the best constant and extremal functions for Sobolev's inequality on $\mathbf{R}^{m}$ :

$$
\mu\left(S^{m}\right)\left(\int_{\mathbf{R}^{m}}|f|^{q} d x\right)^{2 / q} \leqslant a_{m} \int_{\mathbf{R}^{m}}|d f|^{2} d x
$$

Aubin proved that the extremals exist and have the form

$$
\left(a+b\left|x-x_{0}\right|^{2}\right)^{-(m-2) / 2}
$$

(see also Talenti [23]). On a compact Riemannian manifold $M$, using Riemannian normal coordinates and the dilation invariance of problem (2.5), one can transplant an approximate extremal function for (2.5) from $\mathbf{R}^{m}$ to a small neighborhood on $M$ and deduce that $\mu(M) \leqslant \mu\left(S^{m}\right)$.

The proof of Theorem 2.3(c) uses the Sobolev lemma for compact Riemannian manifolds. Consider the Sobolev space $L_{1}^{2}(M)$ with norm

$$
\|f\|_{L_{1}^{2}(M)}^{2}=\int_{M}\left(|d f|^{2}+f^{2}\right) d V_{g}
$$

The Sobolev lemma asserts, in part, that for $1 / s \geqslant 1 / 2-1 / m, L_{1}^{2}(M)$ is continuously embedded in the Lebesgue space $L^{s}(M)$, with compact inclusion if $1 / s>1 / 2-1 / m$. If we choose a minimizing sequence $\phi_{i} \in L_{1}^{2}(M)$ for problem (2.2), the Sobolev lemma implies that $\left\{\phi_{i}\right\}$ is uniformly bounded in $L_{1}^{2}(M)$, and so a subsequence converges weakly to $\phi \in L_{1}^{2}(M)$. The main difficulty is that the exponent $q$ is exactly the critical value for which the inclusion $L_{1}^{2}(M) \subset L^{q}(M)$ is not compact. Thus we cannot guarantee that the constraint $\int_{M}|\phi|^{q} d V_{g}=1$ is preserved in the limit. On the other hand, if we consider the perturbed problem

$$
a_{m} \Delta \phi_{(s)}+K \phi_{(s)}=\mu_{s} \phi_{(s)}^{s-1}, \quad 2 \leqslant s<q
$$

the compactness of $L_{1}^{2}(M) \subset L^{s}(M)$ guarantees that a subsequence converges strongly in the $L^{s}$ norm to $\phi_{(s)} \in L_{1}^{2}(M)$, so the constraint is preserved. Iteration of standard $L^{p}$ estimates for the Laplace-Beltrami operator and the $L^{p}$ version of the Sobolev lemma shows that $\phi_{(s)}$ is smooth; the strong maximum principle implies that $\phi_{(s)}$ is strictly positive.

The remaining step is to show that, as $s$ tends to $q, \phi_{(s)}$ tends to a smooth, positive function $\phi$. Aubin completed the proof with the help of the observation that the best constant in the Sobolev inequality is the same for all compact manifolds in the following sense: if $\mu=\mu\left(S^{m}\right)$ is defined by (2.5), then for any $M$ and any $\varepsilon>0$, there exists $C_{M, \varepsilon}$ such that

$$
\begin{equation*}
(\mu-\varepsilon)\left(\int_{M}|f|^{q} d V_{g}\right)^{2 / q} \leqslant a_{m} \int_{M}|d f|^{2} d V_{g}+C_{M, \varepsilon} \int_{M}|f|^{2} d V_{g} \tag{2.6}
\end{equation*}
$$

for all $f \in L_{1}^{2}(M)$. Inequality (2.6) is proved by transferring the inequality from Euclidean space to the manifold via Riemannian normal coordinates and a partition of unity.

Applying (2.6) to $\phi_{(s)}$, with $\varepsilon$ chosen so that $\mu-\varepsilon>\mu_{s}$ for $s$ sufficiently close to $q$, one can show that $\left\|\phi_{(s)}\right\|_{2}^{2}$ is bounded away from zero as $s \rightarrow q$, thus completing the proof.

The main technical difficulty in the CR case is that we have been unable to prove the analogue of (2.6). The problem is that in normal coordinates, the CR analogue of the gradient on the manifold is not comparable to that on the flat model.

An alternative proof of Theorem 2.3(c) has been given by K. Uhlenbeck [25], which does not require the result that the Sobolev constant is independent of $M$. Instead, assuming $\phi_{(s)}$ does not converge, she used Riemannian normal coordinates to transplant $\phi_{(s)}$ to $\mathbf{R}^{n}$ in such a way that the transplanted functions converge in $C^{1}\left(\mathbf{R}^{n}\right)$. The limit function $\phi$ then is shown to contradict Sobolev's inequality on $\mathbf{R}^{n}$ if $\mu(M)<\mu\left(S^{m}\right)$. It is this method that we shall adapt to the CR case in $\S 6$. The technical difficulty is overcome by obtaining uniform estimates for a family of nonequivalent "gradients".

## 3. CR manifolds

Let $N$ be an orientable, real, $(2 n+1)$-dimensional manifold. A $C R$ structure on $N$ is given by a complex $n$-dimensional subbundle $T_{1,0}$ of the complexified tangent bundle CTN of $N$, satisfying $T_{1,0} \cap T_{0,1}=\{0\}$, where $T_{0,1}=\bar{T}_{1,0}$. We will assume throughout that the CR structure is integrable; that is, it satisfies the formal Frobenius condition $\left[T_{1,0}, T_{1,0}\right] \subset T_{1,0}$. We set $G=\operatorname{Re}\left(T_{1,0}+T_{0,1}\right)$, so that $G$ is a real $2 n$-dimensional subbundle of $T N$. $G$ carries a natural complex structure map $J: G \rightarrow G$ given by $J(V+\bar{V})=i(V-\bar{V})$ for $V \in T_{1,0}$.

Let $E \subset T^{*} M$ denote the real line bundle $G^{\perp}$. Because we assume $N$ is orientable, and $G$ is oriented by its complex structure, $E$ has a global nonvanishing section. Associated with each such section $\theta$ is the real symmetric bilinear form $L_{\theta}$ on $G$ :

$$
L_{\theta}(V, W)=2\langle d \theta, V \wedge J W\rangle, \quad V, W \in G
$$

called the Levi form of $\theta . L_{\theta}$ extends by complex linearity to $\mathbf{C} G$, and induces a hermitian form on $T_{1,0}$, which we write

$$
L_{\theta}(V, \bar{W})=\langle-2 i d \theta, V \wedge \bar{W}\rangle, \quad V, W \in T_{1,0}
$$

If $\theta$ is replaced by $\tilde{\theta}=f \theta, L_{\theta}$ changes conformally by $L_{\tilde{\theta}}=f L_{\theta}$. We will assume that $N$ is strictly pseudoconvex, that is, that $L_{\theta}$ is positive definite for a suitable choice of $\theta$. In this case, $\theta$ defines a contact structure on $M$, and we call $\theta$ a contact form. We denote by $E^{+}$the $\mathbf{R}^{+}$-bundle of positive multiples of such a contact form.

The most important example of an integrable CR structure is of course that induced by an embedding of $N$ in a complex manifold $\Omega$, in which case $T_{1,0}=T_{1,0} \Omega \cap \mathbf{C} T N$. If $\rho$ is a defining function for $N$, then one choice for the contact form is $\theta=i(\bar{\partial}-\partial) \rho$.

A pseudohermitian structure on $N$ is a CR structure together with a given contact form $\theta$. With this choice, $N$ is equipped with a natural volume form $\theta \wedge d \theta^{n}$ (nonzero because $N$ is strictly pseudoconvex). The inner product $L_{\theta}$ determines an isomorphism $G \cong G^{*}$, which in turn determines a dual form $L_{\theta}^{*}$
on $G^{*}$, which extends naturally to $T^{*} N$. This defines a norm $|\omega|_{\theta}$ on real 1 -forms $\omega$, which satisfies

$$
|\omega|_{\theta}^{2}=L_{\theta}^{*}(\omega, \omega)=2 \sum_{j=1}^{n}\left|\omega\left(Z_{j}\right)\right|^{2}
$$

whenever $Z_{1}, \cdots, Z_{n}$ form an orthonormal basis for $T_{1,0}$ with respect to the Levi form (see [16]). (Note that this normalization of $|\omega|_{\theta}$ differs from that given in [14] by a factor of 2 . The definition we have chosen here, in terms of the dual metric $L_{\theta^{\prime}}^{*}$ is the more natural one.)

The subplacian operator $\Delta_{b}$ is defined on real functions $u \in C^{\infty}(N)$ (cf. [16]) by

$$
\int_{N}\left(\Delta_{b} u\right) v \theta \wedge d \theta^{n}=\int_{N} L_{\theta}^{*}(d u, d v) \theta \wedge d \theta^{n} \quad \text { for all } v \in C_{0}^{\infty}(N)
$$

Since evidently $|\theta|_{\theta}=0, L_{\theta}^{*}$ is degenerate on $T^{*} N$, and so the operator $\Delta_{b}$ is subelliptic rather than elliptic. It is shown in [16] that $\Delta_{b}=\operatorname{Re} \square_{b}$, where $\square_{b}$ is the Kohn-Spencer Laplacian [15] acting on functions.

The Fefferman metric of $(N, \theta)$ is a pseudo-Riemannian metric $g$ of Lorentz signature, defined on the total space of a certain circle bundle $C$ over $N$. It was first introduced by C. Fefferman [8] in the case of an embedded hypersurface in $\mathbf{C}^{n+1}$; various intrinsic characterizations of $g$ on an abstract CR manifold are known ([4], [7], [16]).

If $\theta$ is replaced by $\tilde{\theta}=r^{p-2} \theta$, with $p=2+2 / n$, then $g$ goes over to $\tilde{g}=r^{p-2} g$, so the conformal class of the Fefferman metric is a CR invariant of $N$. (The reason for representing the conformal factor in this strange way is that it simplifies the transformation laws below.) As a consequence of (2.4), if $\square$ denotes the (Laplace-Beltrami) wave operator of $g$, and $K$ its scalar curvature, then we have the transformation law

$$
\left(a_{2 n+2} \tilde{\square}+\tilde{K}\right) \tilde{\phi}=r^{1-p}\left(a_{2 n+2} \square+K\right) \phi,
$$

with $\tilde{\phi}=r^{-1} \phi$.
Because the metric $g$ is invariant under the action of $S^{1}$ on $C$, the operator $\square$ pushes forward under projection $\pi: C \rightarrow N$ to an operator $\pi_{*} \square$ on $N$. It is easy to verify (see [16]) that $\pi_{*} \square=2 \Delta_{b}$. Moreover, $K$ is constant on the fibers of $C$ by $S^{1}$-invariance, so it projects to a function $\pi_{*} K$ on $N$. It is shown in [16] that $\pi_{*} K=(2(2 n+1) /(n+1)) R$, where $R$ is the Webster scalar curvature of the pseudohermitian structure $\theta$. It follows that the operator $\left(b_{n} \Delta_{b}+R\right)$ on $N$, with $b_{n}=((n+1) / 2(2 n+1)) a_{n}=2+2 / n$, satisfies the transformation law

$$
\begin{equation*}
\left(b_{n} \tilde{\Delta}_{b}+\tilde{R}\right) \tilde{u}=r^{1-p}\left(b_{n} \Delta_{b}+R\right) u \tag{3.1}
\end{equation*}
$$

with $\tilde{u}=r^{-1} u$.

If we substitute $r=u$ in (3.1), we obtain the transformation law for the Webster scalar curvature $R$ :

$$
\tilde{R}=u^{1-p}\left(b_{n} \Delta_{b}+R\right) u
$$

when $\tilde{\theta}=\boldsymbol{u}^{p-2} \boldsymbol{\theta}$. Thus if $\boldsymbol{\theta}$ is a given contact form and $u$ a positive $C^{\infty}$ function on $N$, a necessary and sufficient condition for the contact form $\tilde{\theta}=u^{p-2} \boldsymbol{\theta}$ to have constant Webster scalar curvature $\tilde{R} \equiv \lambda$ is that $u$ satisfy

$$
\begin{equation*}
b_{n} \Delta_{b} u+R u=\lambda u^{p-1} \tag{3.2}
\end{equation*}
$$

This is the $C R$ Yamabe equation.
As with the Riemannian Yamabe equation, (3.2) is the Euler-Lagrange equation for the constrained variational problem

$$
\begin{equation*}
\lambda(N)=\inf \left\{A_{\theta}(u): B_{\theta}(u)=1\right\} \tag{3.3}
\end{equation*}
$$

in which

$$
A_{\theta}(u)=\int_{N}\left(b_{n}|d u|_{\theta}^{2}+R u^{2}\right) \theta \wedge d \theta^{n}, \quad B_{\theta}(u)=\int_{N}|u|^{p} \theta \wedge d \theta^{n}
$$

(If $N$ is compact, Hölder's inequality shows that $\lambda(N)>-\infty$.)
Our main theorem is:
Theorem 3.4. Let $N$ be a compact, orientable, strictly pseudoconvex, integrable $C R$ manifold of dimension $2 n+1, \theta$ any contact form on $N$, and define $\lambda(N)$ by (3.3).
(a) $\lambda(N)$ depends only on the $C R$ structure of $N$, not the choice of $\theta$.
(b) $\lambda(N) \leqslant \lambda\left(S^{2 n+1}\right)$, in which $S^{2 n+1} \subset \mathbf{C}^{n+1}$ is the sphere with its standard $C R$ structure.
(c) If $\lambda(N)<\lambda\left(S^{2 n+1}\right)$, then the infimum in (3.3) is attained by a positive $C^{\infty}$ solution to (3.2). Thus the contact form $\tilde{\theta}=u^{p-2} \theta$ has constant Webster scalar curvature $R \equiv \lambda(N)$.

Part (a) follows immediately if we observe that with the change of contact form $\tilde{\theta}=r^{p-2} \theta$ and the substitution $\tilde{u}=r^{-1} u, \tilde{\theta} \wedge d \tilde{\theta}^{n}=r^{p} \theta \wedge d \theta^{n}$, and so as a consequence of the transformation law (3.1), $B_{\tilde{\theta}}(\tilde{u})=B_{\theta}(u)$ and $A_{\tilde{\theta}}(\tilde{u})=$ $A_{\theta}(u)$.

Part (b) will be proved in §4, and part (c) in §6 (Theorem 6.5).
To conclude this section, we would like to observe that the transformation law (3.1) can be expressed more invariantly in terms of densities. We introduce density bundles $E^{\alpha}$ on $N$, with fiber $E_{x}^{\alpha}$ at $x \in N$ given by

$$
E_{x}^{\alpha}=\left\{\mu: E_{x}^{+} \rightarrow \mathbf{R}: \mu(\lambda \theta)=\lambda^{-\alpha} \mu(\theta) \text { for all } \lambda>0\right\}
$$

$E^{\alpha}$ will be called the bundle of densities of $C R$ weight $\alpha$ on $N$. Observe that if $\theta$ is a contact form (section of $E$ ), then $E^{1}$ is spanned by $\mu_{\theta}$, given by

$$
\mu_{\theta}\left(\theta^{\prime}\right)=\theta / \theta^{\prime}, \quad \theta^{\prime} \in E^{+}
$$

The correspondence $\theta \mapsto \mu_{\theta}$ gives a natural (CR invariant) isomorphism $E^{1} \cong E$; similarly, $\theta \wedge d \theta^{n} \mapsto \mu_{\theta}^{n+1}$ is a linear isomorphism between $E^{n+1}$ and the bundle $\Omega_{N}$ of ordinary densities on $N$.

Once a contact form $\theta$ is chosen on $N$, a section of $E^{\alpha}$ can be represented as $u \mu_{\theta}^{\alpha}$, where $u$ transforms by $\tilde{u}=r^{-\alpha} u$ when $\tilde{\theta}=r \theta$ and $\tilde{u} \mu_{\theta}^{\alpha}=u \mu_{\theta}^{\alpha}$.

As an immediate consequence of (3.1), therefore, we obtain the following proposition.

Proposition 3.5. The linear operator $\Delta_{b}^{c}: E^{n / 2} \rightarrow E^{n / 2+1}$, given by

$$
\Delta_{b}^{c}\left(u \mu_{\theta}^{n / 2}\right)=\left(b_{n} \Delta_{b} u+R u\right) \mu_{\theta}^{n / 2+1}
$$

is well defined, independently of the choice of $\theta$.
We call $\Delta_{b}^{c}$ the $C R$ invariant Laplacian of $N$. The CR invariance of $\lambda(N)$ can also be seen from the easily verified fact that
$\lambda(N)=\inf \left\{\int_{N}\left(\Delta_{b}^{c} \phi\right) \otimes \phi: \phi\right.$ a positive $C^{\infty}$ section of $E^{n / 2}$ with $\left.\int_{N} \phi^{p}=1\right\}$.

## 4. The Heisenberg group and normal coordinates

The Heisenberg group $\mathbf{H}^{n}$ is the Lie group whose underlying manifold is $\mathbf{C}^{n} \times \mathbf{R}$ with coordinates $(z, t)=\left(z^{1}, \cdots, z^{n}, t\right)$ and whose group law is given by

$$
(z, t)\left(z^{\prime}, t^{\prime}\right)=\left(z+z^{\prime}, t+t^{\prime}+2 \operatorname{Im} z \cdot \bar{z}^{\prime}\right)
$$

where $z \cdot \bar{z}^{\prime}=\sum_{j=1}^{n} z^{j_{\bar{z}}{ }^{\prime}}$. We will also denote elements of $\mathbf{H}^{n}$ by $x$ and $y$ and Lebesgue measure on $\mathbf{C}^{n} \times \mathbf{R}$ by $d x$ or $d y$. Convolution in $\mathbf{H}^{n}$ is given by

$$
f * g(x)=\int_{\mathbf{H}^{n}} f\left(x y^{-1}\right) g(y) d y
$$

defined, for instance, for $f \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$ and $g$ locally integrable.
Define a norm on $\mathbf{H}^{n}$ by $|x|=|(z, t)|=\left(|z|^{4}+t^{2}\right)^{1 / 4}$ and dilations by

$$
x=(z, t) \mapsto \delta x=\left(\delta z, \delta^{2} t\right), \quad \delta>0
$$

The dilations preserve the group law: $\delta(x y)=(\delta x)(\delta y)$. With respect to these dilations the norm is homogeneous of degree 1 , i.e. $|\delta x|=\delta|x|$. The vector fields $Z_{j}=\partial / \partial z^{j}+i \bar{z}^{j} \partial / \partial t, j=1, \cdots, n$, are invariant with respect to group multiplication on the left and homogeneous of degree -1 with respect to the dilations. Then $T_{1,0}=\operatorname{span}\left\{Z_{1}, \cdots, Z_{n}\right\}$ gives a left-invariant CR structure on $\mathbf{H}^{n}$. The real 1-form

$$
\theta_{0}=d t+\sum_{j=1}^{n}\left(i z^{j} d \bar{z}^{j}-i \bar{z}^{j} d z^{j}\right)
$$

is left invariant and homogeneous of degree 2 . Since $\theta_{0}$ annihilates $T_{1,0}$ we may take it to be the contact form for the CR structure. The Levi form is then given by

$$
L_{\theta_{0}}\left(Z_{j}, \bar{Z}_{k}\right)=\left\langle-2 i d \theta_{0}, Z_{j} \wedge \bar{Z}_{k}\right\rangle=2 \delta_{j k}
$$

Also, for $u \in C^{1}\left(\mathbf{H}^{n}\right)$,

$$
d u=\left(\frac{\partial u}{\partial t}\right) \theta_{0}+\sum_{j=1}^{n}\left(\left(Z_{j} u\right) d z^{j}+\left(\bar{Z}_{j} u\right) d \bar{z}^{j}\right) .
$$

Therefore,

$$
|d u|_{\theta_{0}}^{2}=\sum_{j=1}^{n}\left|Z_{j} u\right|^{2}
$$

if $u$ is real-valued.
If we write

$$
\mathscr{L}_{0}=-\frac{1}{2} \sum_{j=1}^{n}\left(Z_{j} \bar{Z}_{j}+\bar{Z}_{j} Z_{j}\right)
$$

the operator $\Delta_{b}$ associated to the contact form $\theta_{0}$ is $\mathscr{L}_{0}$.
The scalar curvature of $\mathbf{H}^{n}$ with pseudohermitian structure $\theta_{0}$ is identically zero. Hence the extremal problem (3.3) in $\mathbf{H}^{n}$ is

$$
\begin{equation*}
\lambda\left(\mathbf{H}^{n}\right)=\inf \left\{\int_{\mathbf{H}^{n}}\left(b_{n} \sum_{j=1}^{n}\left|Z_{j} u\right|^{2}\right) \theta_{0} \wedge d \theta_{0}^{n}: \int_{\mathbf{H}^{n}}|u|^{p} \theta_{0} \wedge d \theta_{0}^{n}=1\right\} \tag{4.1}
\end{equation*}
$$

with $p=b_{n}=2+2 / n$. Note that

$$
\begin{aligned}
\theta_{0} \wedge d \theta_{0}^{n} & =n!(2 i)^{n} d t \wedge d z^{1} \wedge d \bar{z}^{1} \wedge \cdots \wedge d z^{n} \wedge d \bar{z}^{n} \\
& =n!2^{2 n} d x, \quad x=(z, t)
\end{aligned}
$$

The Cayley transform is a biholomorphism between the unit ball in $\mathbf{C}^{n+1}$ and the Siegel upper half space $\mathscr{D}=\left\{(z, w) \in \mathbf{C}^{n} \times \mathbf{C}: \operatorname{Im} w>|z|^{2}\right\}$, given by

$$
\begin{equation*}
w=i\left(\frac{1-\zeta^{n+1}}{1+\zeta^{n+1}}\right), \quad z^{k}=\frac{\zeta^{k}}{1+\zeta^{n+1}}, \quad k=1, \cdots, n \tag{4.2}
\end{equation*}
$$

where $\zeta \in \mathbf{C}^{n+1},|\zeta|<1$. When restricted to the boundary, this transformation gives a CR equivalence between $S^{2 n+1}$ minus a point and $\partial \mathscr{D}$. The Heisenberg group is identified with $\partial \mathscr{D}$ by $(z, t) \leftrightarrow\left(z, t+i|z|^{2}\right)=(z, w)$. Denote by $F$ : $S^{2 n+1} \rightarrow \mathbf{H}^{n}$ the mapping given by (4.2) followed by this correspondence $\partial \mathscr{D}=\mathbf{H}^{n}$. Write

$$
\theta_{1}=i(\bar{\partial}-\partial)|\zeta|^{2}=i \sum_{j=1}^{n+1}\left(\zeta^{j} d \bar{\zeta}^{j}-\bar{\zeta}^{j} d \zeta^{j}\right)
$$

the standard contact form for the sphere. Then

$$
\theta_{1}=F^{*}\left(\frac{4}{|i+w|^{2}} \theta_{0}\right)
$$

The conformal factor $r$ of (3.1) is given by $r=2^{n}|i+w|^{-n}$, and for $v(\zeta)=$ $\left|1+\zeta^{n+1}\right|^{-n} u \circ F(\zeta)$,

$$
\begin{gathered}
\int_{S^{2 n+1}}\left(b_{n}|d v|_{\theta_{1}}^{2}+R_{n} v^{2}\right) \theta_{1} \wedge d \theta_{1}^{n}=\int_{\mathbf{H}^{n}} b_{n} \sum_{j=1}^{n}\left|Z_{j} u\right|^{2} \theta_{0} \wedge d \theta_{0}^{n} \\
\int_{S^{2 n+1}} v^{p} \theta_{1} \wedge d \theta_{1}^{n}=\int_{\mathbf{H}^{n}} u^{p} \theta_{0} \wedge \theta_{0}^{n},
\end{gathered}
$$

where $u$ is a nonnegative function on $\mathbf{H}^{n}$ and $R_{n}=n(n+1) / 2$ is the scalar curvature associated to $\theta_{1}$. Thus the extremal problems (4.1) for $\mathbf{H}^{n}$ and (3.3) for $S^{2 n+1}$ are the same. In particular, $\lambda\left(\mathbf{H}^{n}\right)=\lambda\left(S^{2 n+1}\right)$.

Folland and Stein constructed normal coordinates which show how closely the Heisenberg group approximates a general strictly pseudoconvex pseudohermitian structure. If ( $W_{1}, \cdots, W_{n}$ ) is a frame for $T_{1,0}$ over some open set $V \subset N$ which is orthonormal with respect to the given pseudohermitian structure on $N$, we will call $\left(W_{1}, \cdots, W_{n}\right)$ a pseudohermitian frame. The unique real vector field $T$ defined by $\theta(T)=1$, and $d \theta(T, X)=0$ for all $X$, is transverse to $G$, and $\left(W_{1}, \cdots, W_{n}, \bar{W}_{1}, \cdots, \bar{W}_{n}, T\right)$ forms a local frame for $\mathbf{C T N}$.

Theorem 4.3 ([9], 14.1, 14.9, 14.10, 16.1). Let $N$ be a strictly pseudoconvex pseudohermitian manifold of dimension $2 n+1$ with contact form $\theta$, and let $V \subset N$ be an open set on which there is given a pseudohermitian frame $\left(W_{1}, \cdots, W_{n}\right)$. There is a neighborhood of the diagonal $\Omega \subset V \times V$ and $a C^{\infty}$ mapping $\Theta: \Omega \rightarrow \mathbf{H}^{n}$ satisfying:
(a) $\Theta(\xi, \eta)=-\Theta(\eta, \xi)=\Theta(\eta, \xi)^{-1}$. ( In particular, $\Theta(\xi, \xi)=0$.)
(b) Denote $\Theta_{\xi}(\eta)=\Theta(\xi, \eta)$. $\Theta_{\xi}$ is thus a diffeomorphism of a neighborhood $\Omega_{\xi}$ of $\xi$ onto a neighborhood of the origin in $\mathbf{H}^{n}$. Denote by $y=(z, t)=\Theta(\xi, \eta)$ the coordinates of $\mathbf{H}^{n}$. Denote by $O^{k}, k=1,2, \cdots, a C^{\infty}$ function $f$ of $\xi$ and $y$ such that for each compact set $K \subset \subset$ there is a constant $C_{K}$, with $|f(\xi, y)| \leqslant$ $C_{K}|y|^{k}$ (Heisenberg norm) for $\xi \in K$. Then, writing $\Theta_{\xi^{*}}=\left(\Theta_{\xi}^{-1}\right)^{*}$,

$$
\begin{gathered}
\Theta_{\xi^{*}} \theta=\theta_{0}+O^{1} d t+\sum_{j=1}^{n}\left(O^{2} d z^{j}+O^{2} d \bar{z}^{j}\right) \\
\Theta_{\xi^{*}}\left(\theta \wedge d \theta^{n}\right)=\left(1+O^{1}\right) \theta_{0} \wedge d \theta_{0}^{n}
\end{gathered}
$$

(c)

$$
\begin{aligned}
\Theta_{\xi *} W_{j} & =Z_{j}+O^{1} \mathscr{E}\left(\partial_{z}\right)+O^{2} \mathscr{E}\left(\partial_{t}\right), \quad \Theta_{\xi *} T=\partial / \partial_{t}+O^{1} \mathscr{E}\left(\partial_{z}, \partial_{t}\right), \\
\Theta_{\xi *} \Delta_{b} & =\Theta_{\xi *}\left(\operatorname{Re} \square_{b}\right) \\
& =\mathscr{L}_{0}+\mathscr{E}\left(\partial_{z}\right)+O^{1} \mathscr{E}\left(\partial_{t}, \partial_{z}^{2}\right)+O^{2} \mathscr{E}\left(\partial_{z} \partial_{t}\right)+O^{3} \mathscr{E}\left(\partial_{t}^{2}\right),
\end{aligned}
$$

in which $O^{k}{ }_{\mathscr{E}}$ indicates an operator involving linear combinations of the indicated derivatives with coefficients in $O^{k}$, and we have used $\partial_{z}$ to denote any of the derivatives $\partial / \partial z^{j}, \partial / \partial \bar{z}^{j}$. (The uniformity with respect to $\xi$ of bounds on functions in $O^{k}$ is not stated explicitly in [9], but follows immediately from the fact that the coefficients are $C^{\infty}$.)

In what follows, we will use the term frame constants to mean bounds on finitely many derivatives of the coefficients in the $O^{k} \mathscr{E}$ terms in Theorem 4.3.

The function $\Theta$ is an approximate group multiplication in the following sense. In the case $N=\mathbf{H}^{n}, \boldsymbol{\theta}=\theta_{0}$, we can take $\Theta(\xi, \eta)=\xi^{-1} \eta$ and the terms with coefficients in $O^{k}$ all vanish. In the general case, these extra terms have a higher homogeneity with respect to the dilations $(z, t) \rightarrow\left(\delta z, \delta^{2} t\right)$. Hence they can be viewed as error terms. More precisely, we can rephrase (b) and (c) as:

Remark 4.4. Let $T^{\delta}(z, t)=\left(\delta^{-1} z, \delta^{-2} t\right), K \subset \subset V$, and let $r$ be fixed. With the notation of Theorem 4.3 and $B_{r}=\left\{y \in \mathbf{H}^{n}:|y| \leqslant r\right\}, T^{\delta} \circ \Theta_{\xi}\left(\Omega_{\xi}\right) \supset B_{r}$ for sufficiently small $\delta$ and all $\xi \in K$. Moreover, for $\xi \in K$ and $y \in B_{r}$,

$$
\begin{aligned}
& \left(T^{\delta} \circ \Theta_{\xi}\right)_{*} \theta=\delta^{2}\left(1+\delta O^{1}\right) \theta_{0} \\
& \left(T^{\delta} \circ \Theta_{\xi}\right)_{*}\left(\theta \wedge d \theta^{n}\right)=\delta^{2 n+2}\left(1+\delta O^{1}\right) \theta_{0} \wedge d \theta_{0}^{n} \\
& \left(T^{\delta} \circ \Theta_{\xi}\right)_{*} W_{j}=\delta^{-1}\left(Z_{j}+\delta O^{1} \mathscr{E}\left(\partial_{z}\right)+\delta^{2} O^{2} \mathscr{E}\left(\partial_{t}\right)\right), \\
& \left(T^{\delta} \circ \Theta_{\xi}\right)_{*} \Delta_{b}=\delta^{-2}\left(\mathscr{L}_{0}+\mathscr{E}\left(\partial_{z}\right)+\delta O^{1} \mathscr{E}\left(\partial_{t}, \partial_{z}^{2}\right)\right. \\
& \left.\quad+\delta^{2} O^{2} \mathscr{E}\left(\partial_{z} \partial_{t}\right)+\delta^{3} O^{3} \mathscr{E}\left(\partial_{t}^{2}\right)\right)
\end{aligned}
$$

(Here $O^{k}$ may depend also on $\delta$, but its derivatives are bounded by multiplies of the frame constants, uniformly as $\delta \rightarrow 0$. Recall that $T_{*}^{\delta} Z_{j}=\delta^{-1} Z_{j}$, and $T_{*}^{\delta} \theta_{0}=\delta^{2} \theta_{0}$.)

The simplest illustration of rescaling is the proof of Theorem 3.4(b), which we will now carry out.

Lemma 4.5. The class of test functions defining $\lambda\left(\mathbf{H}^{n}\right)$ can be restricted further to $C^{\infty}$ functions with compact support.

Proof. Let $\Psi \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$ satisfy $\Psi \geqslant 0, \int_{\mathbf{H}^{n}} \Psi(y) d y=1$. Denote $\Psi_{\delta}(x)=$ $\delta^{-(2 n+2)} \Psi\left(\delta^{-1} x\right)$. Consider a test function $u$ satisfying $\int_{\mathbf{H}^{n}}|u|^{p} \theta_{0} \wedge d \theta_{0}^{n}=1$ and $Z_{j} u \in L^{2}\left(\mathbf{H}^{n}\right), j=1, \cdots, n$. The left-invariance of $Z_{j}$ implies $Z_{j}\left(\Psi_{\delta *} u\right)$ $=\Psi_{\delta *}\left(Z_{j} u\right)$. It is easy to show that $\Psi_{\delta *} u \in C^{\infty}\left(\mathbf{H}^{n}\right), \Psi_{\delta *} u \rightarrow u$ in $L^{p}\left(\mathbf{H}^{n}\right)$, and $\Psi_{\delta *} Z_{j} u \rightarrow Z_{j} u$ in $L^{2}\left(\mathbf{H}^{n}\right)$ as $\delta \rightarrow 0$. Hence we can restrict the class of test functions to $u \in C^{\infty}\left(\mathbf{H}^{n}\right)$.

To see that $u$ can be taken to have compact support, consider $\phi \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$ such that $\phi(x)=1$ for $|x|<1, \phi(x)=0$ for $|x|>2$, and $0 \leqslant \phi(x) \leqslant 1$ for all $x$. Denote $\phi^{\delta}(x)=\phi(\delta x)$. Notice that $Z_{j} \phi^{\delta}$ is supported in the "annulus" $\delta^{-1} \leqslant|x| \leqslant 2 \delta^{-1}$, and that there is a constant $C$ such that $\left|Z_{j} \phi^{\delta}\right| \leqslant C \delta$.

Therefore,

$$
\begin{aligned}
& \int_{\mathbf{H}^{n}}\left|Z_{j}\left(\phi^{\delta} u\right)\right|^{2} \theta_{0} \wedge d \theta_{0}^{n}=\int_{\mathbf{H}^{n}}\left|\left(Z_{j} \phi^{\delta}\right) u+\phi^{\delta} Z_{j} u\right|^{2} \theta_{0} \wedge d \theta_{0}^{n} \\
& \leqslant \int_{\mathbf{H}^{n}}\left(\left(1+S^{-1}\right)\left|Z_{j} \phi^{\delta}\right|^{2}|u|^{2}+(1+S)\left|\phi^{\delta}\right|^{2}\left|Z_{j} u\right|^{2}\right) \theta_{0} \wedge d \theta_{0}^{n} \\
& \leqslant C^{2}\left(1+S^{-1}\right) \int_{\mathbf{H}^{n}} \delta^{2} \chi^{\delta}|u|^{2} \theta_{0} \wedge d \theta_{0}^{n}+(1+S) \int_{\mathbf{H}^{n}}\left|Z_{j} u\right|^{2} \theta_{0} \wedge d \theta_{0}^{n}
\end{aligned}
$$

for any $S>0$, with

$$
\chi^{\delta}(x)= \begin{cases}1 & \delta^{-1} \leqslant|x| \leqslant 2 \delta^{-1} \\ 0 & \text { elsewhere }\end{cases}
$$

Note that $\int_{\mathbf{H}^{n}} \chi^{\delta}(x) d x=C_{n} \delta^{-(2 n+2)}$. Hence by Hölder's inequality and the relation $(2 n+2)(1-2 / p)=2$,

$$
\begin{aligned}
\int_{\mathbf{H}^{n}} \delta^{2} \chi^{\delta}|u|^{2} d x & \leqslant\left(\int_{\mathbf{H}^{n}}|u|^{p} \chi^{\delta} d x\right)^{2 / p} \delta^{2}\left(\int_{\mathbf{H}^{n}} \chi^{\delta}(x) d x\right)^{1-2 / p} \\
& =C_{n}^{1-2 / p}\left(\int_{\mathbf{H}^{n}}|u|^{p} \chi^{\delta} d x\right)^{2 / p}
\end{aligned}
$$

This last integral tends to zero as $\delta \rightarrow 0$ since $u \in L^{p}\left(\mathbf{H}^{n}\right)$. Choosing $S$ and then $\delta$ sufficiently small we see that

$$
\varlimsup_{\delta \rightarrow 0} \int_{\mathbf{H}^{n}} \sum_{j=1}^{n}\left|Z_{j}\left(\phi^{\delta} u\right)\right|^{2} \theta_{0} \wedge d \theta_{0}^{n} \leqslant \int_{\mathbf{H}^{n}} \sum_{j=1}^{n}\left|Z_{j} u\right|^{2} \theta_{0} \wedge d \theta_{0}^{n}
$$

Also, clearly,

$$
\lim _{\delta \rightarrow 0} \int_{\mathbf{H}^{n}}\left|\phi^{\delta} u\right|^{p} \theta_{0} \wedge d \theta_{0}^{n}=\int_{\mathbf{H}^{n}}|u|^{p} \theta_{0} \wedge d \theta_{0}^{n}
$$

Hence we can also restrict the class of test functions to functions of compact support.

We are now ready to prove that $\lambda(N) \leqslant \lambda\left(\mathbf{H}^{n}\right)$. Choose $u \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$ such that $B_{\theta_{0}}(u)=1, A_{\theta_{0}}(u)<\lambda\left(\mathbf{H}^{n}\right)+\varepsilon$. Denote $u_{(\delta)}(x)=\delta^{-n} u\left(\delta^{-1} x\right)$. Choose any point $\xi \in N$ and a Folland-Stein coordinate chart $\Theta_{\xi}$ as in Theorem 4.3. Define $v_{(\delta)}(\eta)=u_{(\delta)}\left(\Theta_{\xi}(\eta)\right)$. For $\delta$ sufficiently small, the support of $u_{(\delta)}$ is contained in $\Theta_{\xi}\left(\Omega_{\xi}\right)$. Thus $v_{(\delta)}$ has compact support in $\Omega_{\xi}$ and can be extended by zero outside $\Omega_{\xi}$ to a function in $C^{\infty}(N)$. Note that $B_{\theta_{0}}\left(u_{(\delta)}\right)=B_{\theta_{0}}(u)=1$ and $A_{\theta_{0}}\left(u_{(\delta)}\right)=A_{\theta_{0}}(u)<\lambda\left(\mathbf{H}^{n}\right)+\varepsilon$. Also

$$
\int_{\mathbf{H}^{n}}\left|u_{(\delta)}\right|^{2} \theta_{0} \wedge d \theta_{0}^{n}=\delta^{2} \int_{\mathbf{H}^{n}}|u|^{2} \theta_{0} \wedge d \theta_{0}^{n} \rightarrow 0 \quad \text { as } \delta \rightarrow 0
$$

It now follows from Remark 4.4 that $\lim _{\delta \rightarrow 0} B_{\theta}\left(v_{(\delta)}\right)=1$ and $\lim _{\delta \rightarrow 0} A_{\theta}\left(v_{(\delta)}\right)$ $=A_{\theta_{0}}(u)<\lambda\left(\mathbf{H}^{n}\right)+\varepsilon$. Since $\varepsilon$ was an arbitrary positive number, we can conclude $\lambda(N) \leqslant \lambda\left(S^{2 n+1}\right)$, which is Theorem 3.4(b).

## 5. Folland-Stein spaces and estimates for $\Delta_{b}$

In this section we will define the function spaces that are best suited to regularity properties of the operator $\Delta_{b}$. These spaces were introduced by Folland and Stein [9], [22] and Propositions 5.1, 5.5, 5.7, and 5.9 are due to them.

We begin by proving the analogue of the classical Sobolev lemma.
Proposition 5.1. Let $X_{j}=\operatorname{Re} Z_{j}$ and $X_{j+n}=\operatorname{Im} Z_{j}, j=1, \cdots, n$. There exists a constant $C_{n}$ such that with $p=2+2 / n$,

$$
\left(\int_{\mathbf{H}^{n}}|\phi|^{p} \theta_{0} \wedge d \theta_{0}^{n}\right)^{2 / p} \leqslant C_{n} \int_{\mathbf{H}^{n}} \sum_{j=1}^{2 n}\left|X_{j} \phi\right|^{2} \theta_{0} \wedge d \theta_{0}^{n}
$$

for every $\phi \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$.
Proof. The key tool is the fundamental solution

$$
F(z, t)=a_{n}|(z, t)|^{-2 n}, \quad a_{n}=2^{2-2 n} \pi^{n+1} / \Gamma(n / 2)^{2}
$$

to the operator $\mathscr{L}_{0}=-\frac{1}{2} \sum_{j=1}^{n}\left(Z_{j} \bar{Z}_{j}+\bar{Z}_{j} Z_{j}\right)=-\sum_{j=1}^{2 n} X_{j}^{2}$. For $\phi \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$, $\left(\mathscr{L}_{0} \phi\right) * F=\phi$ [9, Proposition 7.1]. Note that by left invariance of $X_{j}$, $\left(X_{j} h\right) * F=h * X_{j} F$ for $h \in C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$. Hence,

$$
\begin{equation*}
\phi=\left(\mathscr{L}_{0} \phi\right) * F=-\sum_{j=1}^{2 n}\left(X_{j} \phi\right) *\left(X_{j} F\right) . \tag{5.2}
\end{equation*}
$$

$X_{j} F$ is homogeneous of degree $-2 n-1$. In particular, $\left|X_{j} F(z, t)\right| \leqslant$ $C|(z, t)|^{-2 n-1}$.
Lemma 5.3 [9, Proposition 8.7]. If $0<\alpha<2 n+2$ and $|H(z, t)| \leqslant$ $C|(z, t)|^{-2 n-2+\alpha}$, then the mapping $g \mapsto g * H$ extends to a bounded mapping $L^{r}\left(\mathbf{H}^{n}\right) \rightarrow L^{s}\left(\mathbf{H}^{n}\right)$, where $s^{-1}=r^{-1}-\alpha /(2 n+2)$ and $1<r<s<\infty$.
The lemma (applied with $\alpha=1, r=2, s=p$ ) yields the proposition.
If we consider the inequality of Proposition 5.1 for real-valued functions $\phi$, in light of Lemma 4.5, finding the smallest possible constant $C_{n}$ in Proposition 5.1 is equivalent to finding $\lambda\left(\mathbf{H}^{n}\right)$. In particular, Proposition 5.1 is equivalent to

Proposition 5.4. $\quad \lambda\left(\mathbf{H}^{n}\right)>0$.
Now let $U$ be a relatively compact open subset of a normal coordinate neighborhood $\Omega_{\xi} \subset N$ as in Theorem 4.2, with contact form $\theta$ and pseudohermitian frame $\left(W_{1}, \cdots, W_{n}\right)$. Let $X_{j}=\operatorname{Re} W_{j}$ and $X_{j+n}=\operatorname{Im} W_{j}$ for $j=$ $1, \cdots, n$. Denote $X^{\alpha}=X_{\alpha_{1}} \cdots \cdot X_{\alpha_{k}}$, where $\alpha=\left(\alpha_{1}, \cdots, \alpha_{k}\right)$, each $\alpha_{j}$ an
integer $1 \leqslant \alpha_{j} \leqslant 2 n$, and denote $l(\alpha)=k$. Define the norms

$$
\|f\|_{S k(U)}=\sup _{l(\alpha) \leqslant k}\left\|X^{\alpha} f\right\|_{L^{p}(U)}
$$

where

$$
\|g\|_{L^{p}(U)}=\left(\int_{U}|g|^{p} \theta \wedge d \theta^{n}\right)^{1 / p}
$$

The Folland-Stein space $S_{k}^{p}(U)$ is defined as the completion of $C_{0}^{\infty}(U)$ with respect to the norm $\|\cdot\|_{S k(U)}$.

Folland and Stein also defined Hölder spaces suited to $\Delta_{b}$. The function $\rho(\xi, \eta)=|\Theta(\xi, \eta)|$ (Heisenberg norm) is the natural distance function on $U$. For $0<\beta<1$ define

$$
\Gamma_{\beta}(U)=\left\{f \in C^{0}(\bar{U}):|f(x)-f(y)| \leqslant C \rho(x, y)^{\beta}\right\}
$$

with norm

$$
\|f\|_{\Gamma_{\beta}(U)}=\sup _{x \in U}|f(x)|+\sup _{x, y \in U} \frac{|f(x)-f(y)|}{\rho(x, y)^{\beta}}
$$

For any integer $k \geqslant 1$ and $k<\beta<k+1$ define

$$
\Gamma_{\beta}(U)=\left\{f \in C^{0}(\bar{U}): X^{\alpha} f \in \Gamma_{\beta-k}(U) \text { for } l(\alpha) \leqslant k\right\}
$$

with norm

$$
\|f\|_{\Gamma_{\beta}(U)}=\sup _{x \in U}|f(x)|+\sup _{\substack{x, y \in U \\ l(\alpha) \leqslant k}} \frac{\left|X^{\alpha} f(x)-X^{\alpha} f(y)\right|}{\rho(x, y)^{\beta-k}}
$$

(The definition of $\Gamma_{\beta}$ for integer values of $\beta$ involves second differences (cf. [9], [19]). We will not need to use the integer case.) Notice that the norms above depend on the choice of pseudohermitian frame.

Now for a compact strictly pseudoconvex pseudohermitian manifold $N$, choose a finite open covering $U_{1}, \cdots, U_{m}$ for which each $U_{j}$ has the properties of $U$ above. Choose a $C^{\infty}$ partition of unity $\phi_{i}$ subordinate to this covering, and define

$$
\begin{aligned}
& S_{k}^{p}(N)=\left\{f \in L^{1}(N): \phi_{j} f \in S_{k}^{p}\left(U_{j}\right) \text { for all } j\right\} \\
& \Gamma_{\beta}(N)=\left\{f \in C^{0}(N): \phi_{j} f \in \Gamma_{\beta}\left(U_{j}\right) \text { for all } j\right\}
\end{aligned}
$$

Proposition 5.5. With the notations above, $S_{k}^{r}(N) \subset L^{s}(N)$ for $1 / s=$ $1 / r-k /(2 n+2)$ and $1<r<s<\infty$.

Proof. According to a fundamental theorem of Folland and Stein [9, Theorem 15.5] extending (5.2), there exist operators $A_{j}, j=0, \cdots, 2 n$, given by

$$
A_{j} f(x)=\int_{N} K_{j}(x, y) f(y) d V(y)
$$

with

$$
\left|K_{j}(x, y)\right| \leqslant \begin{cases}C \rho(x, y)^{-2 n-1}, & (x, y) \in \Omega \\ C & \text { elsewhere on } N \times N\end{cases}
$$

such that $f=\sum_{j=1}^{2 n} A_{j} X_{j} f+A_{0} f$ for every $f \in S_{1}^{r}(N)$. Since $f$ and $X_{j} f$ belong to $L^{r}(N)$, we conclude from the analogue of Lemma 5.3 on $N$ that $f \in L^{s}(N)$. The case $k>1$ follows easily by induction.

Proposition 5.6. If $N$ is as above, $1<r<s<\infty$, and $1 / s>1 / r$ $-1 /(2 n+2)$, then the unit ball in the space $S_{1}^{r}(N)$ is compact in $L^{s}(N)$.
The proof of this proposition requires the theory of pseudodifferential operators associated to the subelliptic structure of $\Delta_{b}$ as developed by Nagel and Stein [19] and a calculus [11] that permits one to define Folland-Stein spaces $S_{k}^{p}$ for fractional values of $k$. These ingredients would take us too far afield so the proof will appear elsewhere [13].

Let $U$ be a relatively compact open set in a normal coordinate neighborhood as above. We will fix local coordinates to be those given by $(z, t)=\Theta_{\xi}$ for a fixed point $\xi \in U$. The standard Hölder space $\Lambda_{\beta}(U)$ is defined for $0<\beta<1$ by

$$
\Lambda_{\beta}(U)=\left\{f \in C^{0}(\bar{U}):|f(x)-f(y)| \leqslant C\|x-y\|^{\beta}\right\}
$$

with norm

$$
\|f\|_{\Lambda_{\beta}(U)}=\sup _{x \in U}|f(x)|+\sup _{x, y \in U} \frac{|f(x)-f(y)|}{\|x-y\|^{\beta}}
$$

For $k<\beta<k+1, k$ an integer $\geqslant 1$,

$$
\Lambda_{\beta}(U)=\left\{f \in C^{0}(\bar{U}):(\partial / \partial x)^{\alpha} f \in \Lambda_{\beta-k}(U) \text { for } l(\alpha) \leqslant k\right\}
$$

with the obvious norm. Then the following fundamental estimates are due to Folland and Stein.

Proposition 5.7. For each positive noninteger $\beta$, each $r, 1<r<\infty$, and each integer $k \geqslant 1$, there exists a constant $C$ such that for every $f \in C_{0}^{\infty}(U)$,
(a) $\|f\|_{\Gamma_{\beta}(U)} \leqslant C\|f\|_{S_{k}^{\prime}(U)}$, where $1 / r=(k-\beta) /(2 n+2)$,
(b) $\|f\|_{\Lambda_{\beta / 2}(U)} \leqslant C\|f\|_{\Gamma_{\beta}(U)}$,
(c) $\|f\|_{S_{2}^{\prime}(U)} \leqslant C\left(\left\|\Delta_{b} f\right\|_{L^{\prime}(U)}+\|f\|_{L^{\prime}(U)}\right)$,
(d) $\|f\|_{\Gamma_{\beta+2}(U)} \leqslant C\left(\left\|\Delta_{b} f\right\|_{\Gamma_{\beta}(U)}+\|f\|_{\Gamma_{\beta}(U)}\right)$.

The constant $C$ depends only on the frame constants.
Folland and Stein proved Proposition 5.7 with $\square_{b}$ in place of $\Delta_{b}$ (see [9, Theorems 21.1, 20.1, 16.6, and 15.20]). Their arguments apply verbatim to $\Delta_{b}$, since it is modelled on the operator $\mathscr{L}_{0}$, which has a fundamental solution.

Applying a partition of unity, we conclude:
Proposition 5.8. The estimates in Proposition 5.7 hold with $U$ replaced by a compact strictly pseudoconvex $C R$ manifold $N$.

The following regularity result follows from these estimates just as in [ 9 , Theorem 16.7].

Proposition 5.9. If $u, v \in L_{\mathrm{loc}}^{1}(U)$, and $\Delta_{b} u=v$ in the distribution sense on $U$, then for any $\eta \in C_{c}^{\infty}(U)$ the following hold.
(a) If $v \in L^{r}(U), \quad n+1<r \leqslant \infty$, then $\eta u \in \Gamma_{\beta}(U)$ where $\beta=2$ $-(2 n+2) / r$.
(b) If $v \in S_{k}^{r}(U), 1<r<\infty, k=0,1,2, \cdots$, then $\eta u \in S_{k+2}^{r}(U)$.
(c) If $v \in \Gamma_{\beta}(U), \beta$ a noninteger $>0$, then $\eta u \in \Gamma_{\beta+2}(U)$.

We will also need the following regularity result involving critical exponents, which will get an iterative regularity proof started.

Proposition 5.10. Let $U$ be as in Proposition 5.7. Suppose that $f \in L^{n+1}(U)$, $u \in L^{p}(U)$ (where $\left.p=2+2 / n\right), u \geqslant 0$, and $\left(\Delta_{b}+f\right) u=0$ in the distribution sense on $U$. Then, for any $\eta \in C_{0}^{\infty}(U), \eta u \in L^{s}(U)$ for every $s<\infty$.

This proposition is a variant of results of Yamabe [27], Trudinger [24], and Brezis and Kato [3]. A proof is given in the Appendix.

Proposition 5.11. With the hypotheses of Proposition 5.10 and the additional assumption $f \in L^{s}(U)$ for some $s>n+1$, we have that $u$ is Hölder continuous in $U$, and for some $\beta>0$ and any $K \subset \subset U$,

$$
\|u\|_{\Gamma_{\beta}(K)} \leqslant C
$$

for a constant $C$ depending only on $K,\|f\|_{L^{s}(U)},\|u\|_{L^{p}(U)}$, and the frame constants.

Proof. Consider a nested sequence of cutoff functions $\eta_{j} \in C_{0}^{\infty}(U)$ such that $\eta_{j}=1$ on $K$ and the support of $\eta_{j+1}$ is contained in the set on which $\eta_{j}=1$. By Hölder's inequality $f u \in L^{q}(U)$ for $1 / q=1 / p+1 / s$. Proposition 5.9(b) implies that $\eta_{1} u \in S_{2}^{q}(U)$, and thus by Proposition 5.5, $\eta_{1} u \in L^{p_{1}}(U)$ for $1 / p_{1}=1 / q-2 /(2 n+2)=1 / p-(1 /(n+1)-1 / s)$. Repeating this argument we can conclude that $\eta_{k} u \in L^{p_{k}}(U)$ for $1 / p_{k}=1 / p-k(1 /(n+1)$ $-1 / s$ ), and every $k$ for which $1 / p_{k}>0$. Suppose $k$ is the largest possible. Then $p_{k}>n+1$, and so Proposition 5.9(a) gives Hölder regularity $\eta_{k+1} u \in$ $\Gamma_{\beta}(U)$ for $\beta=2-(2 n+2) / p_{k}$. The bound on $\|u\|_{\Gamma_{\beta}(K)}$ follows from Proposition 5.7.

Proposition 5.12. With the hypotheses and notation of Proposition 5.11 and the additional hypothesis $f \in L^{\infty}(U)$, we have that

$$
\max _{x \in K} u(x) \leqslant C \min _{x \in K} u(x)
$$

for a constant $C$ depending on the same bounds as in 5.11 and in addition $\|f\|_{L^{\infty}(U)}$.

The additional hypothesis $f \in L^{\infty}(U)$ is not necessary (for the classical version see Trudinger [24]). However, we only need the case $f \in L^{\infty}(U)$, and in this case the proof is practically a verbatim transcription of Moser's proof [18] of the Harnack inequality for uniformly elliptic operators. Instead of considering balls in the ordinary Euclidean sense one has to use balls with respect to the distance function $\rho$. The appropriate notion of functions of bounded mean oscillation (BMO) relative to this distance and the analogous John-Nirenberg inequality are discussed in [6]. There is only one ingredient of Moser's proof that requires a more detailed discussion, namely the following Poincaré-type inequality.

Proposition 5.13. Let $U$ be as above. There is a constant $C$ depending only on the frame constants such that if $B_{r} \subset U$ is a ball of radius $r$ with respect to the distance $\rho$, then for every $f$ such that $|d f|_{\theta} \in L^{q}\left(B_{r}\right), 1<q<\infty$,

$$
\int_{B_{r}}\left|f-f_{B_{r}}\right|^{q} \theta \wedge d \theta^{n} \leqslant C r^{q} \int_{B_{r}}|d f|_{\theta}^{q} \theta \wedge d \theta^{n}
$$

in which $f_{A}=\left(\int_{A} f \theta \wedge d \theta^{n}\right) /\left(\int_{A} \theta \wedge d \theta^{n}\right)$ denotes the average value of $f$.
This inequality was first proved by A. Greenleaf and D. Jerison (unpublished). A different proof will appear in a forthcoming paper [12].

We note in passing that this implies the following interpolation inequality for the spaces $S_{1}^{q}$.

Proposition 5.14. If $u \in L^{1}(U)$ and $|d u|_{\theta} \in L^{q}(U)$ with $1<q<\infty$, then $u \in S_{1}^{q}(U)$ and

$$
\|u\|_{S_{1}^{q}(U)} \leqslant C\left(\left\||d u|_{\theta}\right\|_{L^{q}(U)}+\|u\|_{L^{1}(U)}\right)
$$

where $C$ depends only on the frame constants.
Proof. From the definition of $S_{1}^{q}$, it suffices to estimate $\|u\|_{L^{q}(U)}$. We note that

$$
\begin{gathered}
\|u\|_{L^{q}(U)} \leqslant C\left(\left\|u-u_{U}\right\|_{L^{q}(U)}+\left\|u_{U}\right\|_{L^{q}(U)}\right) \\
\left\|u_{U}\right\|_{L^{q}(U)} \\
=C\left\|u_{U}\right\|_{L^{1}(U)} \leqslant C\left(\left\|u-u_{U}\right\|_{L^{1}(U)}+\|u\|_{L^{1}(U)}\right) \\
\leqslant C\left(\left\|u-u_{U}\right\|_{L^{q}(U)}+\|u\|_{L^{1}(U)}\right)
\end{gathered}
$$

Proposition 5.13 completes the proof.
Finally, we are ready to prove regularity results for the Yamabe equation.
Theorem 5.15. Let $U$ be a relatively compact open set in a normal coordinate neighborhood as above. Suppose that $f, g \in C^{\infty}(U), u \geqslant 0$ on $U, u \in L^{r}(U)$ for some $r>p$, and $\Delta_{b} u+g u=f u^{q-1}$ in the distribution sense on $U$ for some $q$, $2 \leqslant q \leqslant p$. Then $u \in C^{\infty}(U), u>0$, and if $K \subset \subset U,\|u\|_{C^{k}(K)}$ depends only on $K,\|u\|_{L^{\prime}(U)},\|f\|_{C^{k}(K)},\|g\|_{C^{k}(K)}$, and the frame constants, but not on $q$.

Proof. Let $h=f u^{q-2}-g \in L^{r /(q-2)}(U)$. By Hölder's inequality, $h \in$ $L^{s}(U)$, where $s=r /(p-2)>n+1$, and $\|h\|_{L^{s}(U)}$ depends only on the stated bounds. Then choosing $K_{1}$ with $K \subset \subset K_{1} \subset \subset U$, it follows from Proposition 5.11 that $u \in \Gamma_{\beta}\left(K_{1}\right)$ for some $\beta>0$, and from Proposition 5.12 that $u$ is bounded away from zero by a constant depending on the same bounds. The spaces $\Gamma_{\beta}$ are algebras, and since $u$ is bounded away from zero, $u^{\alpha} \in \Gamma_{\beta}\left(K_{1}\right)$ for any real $\alpha$. Thus, replacing $K_{1}$ with a smaller set that we still denote $K_{1}, h \in \Gamma_{\beta}\left(K_{1}\right)$ and we conclude from Proposition 5.7(d) that $u \in$ $\Gamma_{\beta+2}\left(K_{1}\right)$. Repeating this argument by induction we see that $u \in C^{k}(K)$ for any $k$ (see Proposition 5.7(b)).

Corollary 5.16. Let $U, f, g$, and $u$ be as above, but assume only that $r=p$ instead of $r>p$. Then we still have $u>0$ on $U$ and $u \in C^{\infty}(U)$.

Proof. Again write $h=g-f u^{q-2}$. With $K_{1}$ as above, we conclude successively that $h \in L^{n+1}\left(K_{1}\right) ; u \in L^{s}\left(K_{1}\right)$ for all $s<\infty$ (Proposition 5.10); and $u$ is positive and $C^{\infty}$ (Theorem 5.15).

Finally, we prove the following removable singularities result, which we will use in $\S 7$.

Proposition 5.17. Suppose $U$ is as above, $\xi \in U, u \in L^{r}(U)$ for $r>p / 2$, $u \geqslant 0, f \in L^{n+1}(U)$, and $\left(\Delta_{b}+f\right) u=0$ in the distribution sense on $U-\{\xi\}$. Then $\left(\Delta_{b}+f\right) u=0$ in the distribution sense on $U$.

Proof. The hypothesis means that for all $\phi \in C_{0}^{\infty}(U-\{\xi\})$,

$$
\begin{equation*}
\int_{U}\left(u \Delta_{b} \phi+f u \phi\right) \theta \wedge d \theta^{n}=0 \tag{5.18}
\end{equation*}
$$

We need to show this holds for all $\phi \in C_{0}^{\infty}(U)$.
Let $\Theta_{\xi}$ be Folland-Stein normal coordinates centered at $\xi$, with respect to the pseudohermitian frame $\left(W_{1}, \cdots, W_{n}\right)$. We may assume that $\Theta_{\xi}(U)=B_{R}=$ $\{(z, t):|(z, t)|<R\}$. Choose $\psi \in C_{0}^{\infty}\left(B_{R}\right)$ with $0 \leqslant \psi \leqslant 1$ and $\psi \equiv 1$ in $B_{R / 2}$, and s.t $\psi_{\delta}(z, t)=\psi\left(\delta^{-1} z, \delta^{-2} t\right)$. Then $\left(1-\psi_{\delta}\right) \phi \in C_{0}^{\infty}\left(B_{R}-\{0\}\right)$ for $\phi \in$ $C_{0}^{\infty}\left(B_{R}\right)$ and $0<\delta<1$, and so from (5.18)

$$
\int_{B_{R}}\left(u \Delta_{b} \phi+f u \phi\right) \theta \wedge d \theta^{n}=\int_{B_{R}}\left(u \Delta_{b}\left(\phi \psi_{\delta}\right)+f u \phi \psi_{\delta}\right) \theta \wedge d \theta^{n}
$$

We will show the right-hand sides goes to zero as $\delta \rightarrow 0$.
By Hölder's inequality, with $r^{-1}+s^{-1}=1$,

$$
\int_{B_{\delta}}\left(f u \phi \psi_{\delta}\right) \theta \wedge d \theta^{n} \leqslant C\|f\|_{L^{s}\left(B_{\delta}\right)}\|\phi u\|_{L^{r}\left(B_{\delta}\right)}
$$

and since $s<n+1$, this expression goes to zero as $\delta \rightarrow 0$.
From the definition of $\Delta_{b}$, we have

$$
\Delta_{b}\left(\phi \psi_{\delta}\right)=\phi \Delta_{b} \psi_{\delta}-2 L_{\theta}^{*}\left(d \phi, d \psi_{\delta}\right)+\psi_{\delta} \Delta_{b} \phi
$$

The term $\int u \psi_{\delta} \Delta_{b} \phi$ goes to zero by the same argument as before. Referring to Remark 4.4, and considering the homogeneity of each term in $W_{j}$ or $\Delta_{b}$, we see that in $B_{\delta}$,

$$
\left|W_{j} \psi_{\delta}\right| \leqslant C \delta^{-1}, \quad\left|\Delta_{b} \psi_{\delta}\right| \leqslant C \delta^{-2}
$$

where $C$ depends only on $\psi$ and the choice of normal coordinates. Then, noting that

$$
L_{\theta}^{*}\left(d \phi, d \psi_{\delta}\right)=\sum_{j=1}^{n}\left(W_{j} \phi \bar{W}_{j} \psi_{\delta}+W_{j} \psi_{\delta} \bar{W}_{j} \phi\right)
$$

and integrating over $B_{\delta}$,

$$
\begin{aligned}
\mid \int_{B_{\delta}}\left(u \phi \Delta_{b} \psi_{\delta}-2 u L_{\theta}^{*}\left(d \phi, d \psi_{\delta}\right)\right) \theta & \wedge d \theta^{n} \mid \\
& \leqslant C \delta^{-2}\|u\|_{L^{1}\left(B_{\delta}\right)} \leqslant C \delta^{-2}\|u\|_{L^{\prime}\left(B_{\delta}\right)}\left(\int_{B_{\delta}} \theta \wedge d \theta^{n}\right)^{1 / s}
\end{aligned}
$$

by Hölder's inequality. But observe that

$$
\theta \wedge d \theta^{n}=(1+O(\delta))\left(\theta_{0} \wedge d \theta_{0}^{n}\right) \quad \text { and } \quad \int_{B_{\delta}} \theta_{0} \wedge d \theta_{0}^{n}=C \delta^{2 n+2}
$$

Thus the last expression above goes to zero provided $(2 n+2) / s>2$, that is, provided $r>n+1 / n=p / 2$.

## 6. Existence of extremals

In this section we will prove Theorem 3.4(c). As we indicated in §2, we will do so by first considering a perturbed variational problem.

Fix a compact strictly pseudoconvex CR manifold $N$ with contact form $\theta$, and consider for each $q, 2 \leqslant q \leqslant p$, the extremal problem

$$
\begin{equation*}
\lambda_{q}=\inf \left\{A_{\theta}(\phi): \phi \in S_{1}^{2}(N), B_{\theta, q}(\phi)=1\right\} \tag{6.1}
\end{equation*}
$$

in which $A_{\theta}$ is as in (3.3) and

$$
B_{\theta, q}(\phi)=\int_{N}|\phi|^{q} \theta \wedge d \theta^{n}
$$

Theorem 6.2. For $2 \leqslant q<p$, there exists a positive $C^{\infty}$ solution $u_{q}$ to the equation

$$
\begin{equation*}
b_{n} \Delta_{b} u_{q}+R u_{q}=\lambda_{q} u_{q}^{q-1} \tag{6.3}
\end{equation*}
$$

satisfying $A_{\theta}\left(u_{q}\right)=\lambda_{q}$ and $B_{\theta, q}\left(u_{q}\right)=1$.

Proof. Consider a minimizing sequence $\phi_{j}$ for (6.1), that is, a sequence such that $A_{\theta}\left(\phi_{j}\right) \rightarrow \lambda_{q}$ and $B_{\theta, q}\left(\phi_{j}\right)=1$. After replacing $\phi_{j}$ by $\left|\phi_{j}\right|$, we can suppose that $\phi_{j} \geqslant 0$. Since $\left\{A_{\theta}\left(\phi_{j}\right)\right\}$ and $\left\{B_{\theta, q}\left(\phi_{j}\right)\right\}$ are bounded, $\left\{\phi_{j}\right\}$ is bounded in $S_{1}^{2}$, and so there is a subsequence converging weakly in $S_{1}^{2}$ to $\phi \in S_{1}^{2}(N)$. By the compactness result, Proposition 5.6, the subsequence converges in $L^{q}$ norm, so $B_{\theta, q}(\phi)=1$. By Hölder's inequality, $\int R \phi_{j}^{2} \rightarrow \int R \phi^{2}$, and so $A_{\theta}(\phi) \leqslant$ $\lambda_{q}$. But since $\lambda_{q}$ is an infimum we necessarily have $A_{\theta}(\phi)=\lambda_{q}$. Moreover, $\phi \geqslant 0$, and by a standard variational argument $\phi$ satisfies (6.3) in the distribution sense. Finally $\phi \in L^{p}(U)$ by Proposition 5.5, and so $\phi$ is strictly positive and $C^{\infty}$ by Corollary 5.16.

Next we examine what happens to $u_{q}$ as $q \rightarrow p$. First we consider the behavior of $\lambda_{q}$.

Lemma 6.4. Suppose $\theta$ is chosen so that $\int_{N} \theta \wedge d \theta^{n}=1$. Then
(a) If $\lambda_{q}<0$ for some $q$, then $\lambda_{q}<0$ for all $q \geqslant 2$ and $\lambda_{q}$ is a nondecreasing function of $q$.
(b) If $\lambda_{q} \geqslant 0$ for some (hence all) $q \geqslant 2$, then $\lambda_{q}$ is a nonincreasing function of $q$, and is continuous from the left.

Proof. Suppose $\lambda_{q}<0$ for some $q$, and let $q^{\prime} \geqslant 2$ be arbitrary. Given $\varepsilon>0$ sufficiently small, choose a $C^{\infty}$ function $\phi$ with $B_{\theta, q^{\prime}}(\phi)=1$ and $A_{\theta}(\phi)<\lambda_{q}+\varepsilon<0$. With $\phi^{\prime}=\alpha \phi$ for $\alpha \in \mathbf{R}$, we have $B_{\theta, q}\left(\phi^{\prime}\right)=\alpha^{q^{\prime}} B_{\theta, q^{\prime}}(\phi)$ and $A_{\theta}\left(\phi^{\prime}\right)=\alpha^{2} A_{\theta}(\phi)$. We set $\alpha=\left(B_{\theta, q^{\prime}}(\phi)\right)^{-1 / q^{\prime}}$ so that $B_{\theta, q^{\prime}}\left(\phi^{\prime}\right)=1$ and $A_{\theta}\left(\phi^{\prime}\right)<0$. Thus $\lambda_{q^{\prime}}<0$. If $q^{\prime} \leqslant q$, then $\alpha \geqslant 1$ by Hölder's inequality and our normalization of $\theta$. Consequently $A_{\theta}\left(\phi^{\prime}\right) \leqslant \lambda_{q}+\varepsilon$, which proves that $\lambda_{q}$ is nondecreasing.

On the other hand, if $\lambda_{q} \geqslant 0$ the same argument shows $\lambda_{q^{\prime}} \leqslant \lambda_{q}$ if $q^{\prime} \geqslant q$. Since we can force $\alpha$ to be close to 1 by choosing $q^{\prime}$ close to $q$, we also see that $\lambda_{q}$ is continuous on the left.

From now on, replacing $\theta$ by a constant multiple of itself, we will assume that $\theta$ has been normalized so that $\int_{N} \theta \wedge d \theta^{n}=1$.

Theorem 6.5. If $\lambda(N)<\lambda\left(S^{2 n+1}\right)$, then there exists a sequence $q_{j}$ tending to $p$ from below such that $u_{q_{j}}$ converges in $C^{k}(N)$ for any $k$ to a function $u \in C^{\infty}(N)$ such that $u>0, b_{n} \Delta_{b} u+R u=\lambda(N) u^{p-1}, A_{\theta}(u)=\lambda(N)$, and $B_{\theta, p}(u)=1$.

Proof. Case 1. $\lambda(N)<0$. For $2 \leqslant q<p$ and any $\phi \in S_{1}^{2}(N)$, we have

$$
\int_{N}\left(L_{\theta}^{*}\left(d u_{q}, d \phi\right)+R u_{q} \phi\right)=\int_{N} \lambda_{q} u_{q}^{q-1} \phi .
$$

Let $\phi=u_{q}^{q-1}$. Then since $\lambda_{q}<0$ by Lemma 6.4,

$$
\int_{N} \frac{q-1}{2} u_{q}^{q-2}\left|d u_{q}\right|_{\theta}^{2} \leqslant \int_{N}\left|R u_{q}^{q}\right| .
$$

Denote $w_{q}=u_{q}^{q / 2}$. Then

$$
\int_{N}\left|d w_{q}\right|_{\theta}^{2} \leqslant C \int_{N} w_{q}^{2}=C \int_{N} u_{q}^{q}=C .
$$

Also, by Proposition 5.5, $\int_{N} w_{q}^{p} \leqslant C \int_{N}\left(\left|d w_{q}\right|_{\theta}^{2}+w_{q}^{2}\right)$. Hence $\int_{N} w_{q}^{p} \leqslant C$. Now let $q_{0}>2$ and set $r=\left(q_{0} / 2\right) p>p$. Then for $q \geqslant q_{0}$ we have that $\left\|u_{q}\right\|_{L^{\prime}(N)}$ is uniformly bounded as $q \rightarrow p$. It follows from Theorem 5.15 that $\left\{u_{q}\right\}$ is uniformly bounded in $C^{k}(N)$, and so a subsequence $u_{q_{j}}$ converges in $C^{k}$ for every $k$. Hence, the limit $u$ satisfies $b_{n} \Delta_{b} u+R u=\lambda u^{p-1}, A_{\theta}(u)=\lambda, B_{\theta, p}(u)$ $=1, u>0$, and $u \in C^{\infty}(N)$, where $\lambda=\lim _{j \rightarrow \infty} \lambda_{q_{j}}$. By Lemma 6.4, $\lambda \leqslant$ $\lambda(N)$, and so by definition of $\lambda(N)$ we have $\lambda=\lambda(N)$.

Case 2. $\lambda(N) \geqslant 0$. In this case Lemma 6.4 shows that $\lim _{q \rightarrow p} \lambda_{q}=\lambda_{p}=$ $\lambda(N)$.

Case 2a: For some sequence $q_{j} \rightarrow p, \sup _{N}\left|d u_{q_{j}}\right|_{\theta}$ is uniformly bounded. By Proposition 5.14, $\left\{u_{q_{j}}\right\}$ is uniformly bounded in $S_{1}^{q}(N)$ for any $q$, and hence in $L^{r}(N)$ for every $r$. The theorem is concluded in the same way as in Case 1.

Case 2b: $\sup _{N}\left|d u_{q}\right|_{\theta} \rightarrow \infty$ as $q \rightarrow p$. We will show that this case never arises.

Choose a point $\xi_{q} \in N$ such that $\sup _{N}\left|d u_{q}\right|_{\theta}=\left|d u_{q}\left(\xi_{q}\right)\right|_{\theta}$. Let $\Theta_{\xi_{q}}$ be normal coordinates as in Theorem 4.3. We can assume there is a fixed neighborhood $U$ of the origin in $\mathbf{H}^{n}$ contained in the image of $\Theta_{\xi_{q}}$ for all $q$, and for each $q$ we will use $\Theta_{\xi_{q}}$ to identify $U$ with a neighborhood of $\xi_{q}$, with coordinates $(z, t)=\Theta_{\xi_{q}}$

Now consider the change of coordinates $(\tilde{z}, \tilde{t})=T^{\delta}(z, t)=\left(\delta^{-1} z, \delta^{-2} t\right)$ on $\mathbf{H}^{n}$, as in Remark 4.4, and set

$$
\tilde{\theta}_{0}=d \tilde{t}+\sum_{j=1}^{n}\left(i \tilde{z}^{j} d \overline{\tilde{z}}^{j}-i \overline{\tilde{z}}^{j} d \tilde{z}^{j}\right)=\delta^{-2} T_{*}^{\delta} \theta_{0}
$$

(Here, as in $\S 4$, we write $T_{*}^{\delta}=\left(\left(T^{\delta}\right)^{-1}\right)^{*}$.) On the set $\delta^{-1} U$ with coordinates $(\tilde{z}, \tilde{t})$ define $h_{q}(\tilde{z}, \tilde{t})=\delta^{2 /(q-2)} u_{q}\left(\delta \tilde{z}, \delta^{2} \tilde{t}\right)$ with $\delta=\delta_{q}>0$ chosen so that $\left|d h_{q}(0)\right|_{\tilde{\theta}_{0}}=1$. Observe that $\theta=\theta_{0}$ at 0 , and $|w|_{\delta^{-2} \theta}^{2}=\delta^{2}|w|_{\theta}^{2}$ for any 1-form $w$, and so

$$
\left|d h_{q}(0)\right|_{\tilde{\theta}_{0}}=\left|T^{\delta^{*}} d h_{q}(0)\right|_{\delta^{-2} \theta_{0}}=\delta^{1+2 /(q-2)}\left|d u_{q}\left(\xi_{q}\right)\right|_{\theta} .
$$

In particular, $\delta \rightarrow 0$ as $q \rightarrow p$, and hence $\delta^{-1} U$ tends to the full space $\mathbf{H}^{n}$ as $q \rightarrow p$.

Now define the contact form $\theta_{q}=\delta^{-2} T^{\delta} \theta$ in coordinates $(\tilde{z}, \tilde{t})$ on the region $\delta^{-1} U$, and set $\mathscr{L}_{q}=\Delta_{b}^{\left(\theta_{q}\right)}=\delta^{2} \Delta_{b}^{\left(T^{\delta} \theta\right)}$. The equation for $h_{q}$ can then be written

$$
b_{n} \mathscr{L}_{q} h_{q}+R_{q} \delta_{q}^{2} h_{q}=\lambda_{q} h_{q}^{q-1}
$$

in which $R_{q}$ is the scalar curvature of $\theta$ expressed in coordinates $(\tilde{z}, \tilde{t})$. Observe that $\left|R_{q}\right| \leqslant\|R\|_{L^{\infty}(N)}$.

By compactness of $N$, passing to a subsequence if necessary, we may assume that $\xi_{q}$ converges to $\xi \in N$, and if we denote by ( $W_{1}^{q}, \cdots, W_{n}^{q}$ ) the pseudohermitian frame used to define $\Theta_{\xi_{q}}$ we may assume that ( $W_{1}^{q}, \cdots, W_{n}^{q}$ ) converges in $C^{k}$ for all $k$ to a frame $\left(W_{1}, \cdots, W_{n}\right)$. Now set $Z_{j}^{q}=\delta T_{*}^{\delta} W_{j}^{q}$, so that $\left(Z_{1}^{q}, \cdots, Z_{n}^{q}\right)$ is a pseudohermitian frame for $\theta_{q}$. By examining the error terms in the expression for $W_{j}^{q}$ in Remark 4.4, it is easy to show that, for any $R>0$, $Z_{j}^{q}$ converges in $C^{k}\left(B_{R}\right)$ to $Z_{j}$ for every $k$. Similarly, $\theta_{q}$ and $\mathscr{L}_{q}$ converge uniformly in $C^{k}\left(B_{R}\right)$ to $\theta_{0}$ and $\mathscr{L}_{0}$, respectively.

Now fix a radius $R>0$. Suppose $q$ is sufficiently close to $p$ that $B_{3 R} \subset \delta_{q}^{-1} U$. Let $\eta \in C_{0}^{\infty}\left(B_{2 R}\right)$ be equal to 1 on $B_{R}$. Then

$$
\begin{align*}
\mathscr{L}_{q}\left(\eta h_{q}\right) & =\eta \mathscr{L}_{q} h_{q}-2 L_{\theta_{q}}^{*}\left(d \eta, d h_{q}\right)+\left(\mathscr{L}_{q} \eta\right) h_{q}  \tag{6.6}\\
& =\eta\left(-R_{q} \delta_{q}^{2} h_{q}+\lambda_{q} h_{q}^{q-1}\right)-2 L_{\theta_{q}}^{*}\left(d \eta, d h_{q}\right)+\left(\mathscr{L}_{q} \eta\right) h_{q} .
\end{align*}
$$

First, $\left|d h_{q}\right|_{\theta_{q}}$ is bounded by 1 in $B_{2 R}$ because it attains its maximum value of 1 at the origin. Note that

$$
\begin{equation*}
\int_{|\{\tilde{z}, \tilde{t})|<R}\left|h_{q}(\tilde{z}, \tilde{t})\right|^{q} d \tilde{z} d \tilde{t}=\delta_{q}^{2 q /(q-2)-(2 n+2)} \int_{|(z, t)|<\delta_{q} R}\left|u_{q}(z, t)\right|^{q} d z d t . \tag{6.7}
\end{equation*}
$$

For $q<p$, we have $2 q /(q-2)>(2 n+2)$, and so the coefficient of the right-hand integral is bounded by 1 as $q \rightarrow p$. Moreover, the volume element $d z d t$ is equal to $C_{n}\left(1+\delta O^{1}\right) \theta \wedge d \theta^{n}$ on $B_{2 \delta R}$ by Remark 4.4. Therefore, $h_{q} \in L^{q}\left(B_{2 R}, d \tilde{z} d \tilde{t}\right)$ with uniform bounds on the norm. In particular, $h_{q} \in$ $L^{1}\left(B_{2 R}, d \tilde{z} d \tilde{t}\right)$ uniformly as $q \rightarrow p$. Combined with the uniform bound on $\left|d h_{q}\right|_{\theta_{q}}$, this gives $h_{q} \in S_{1}^{r}\left(B_{2 R}, \theta_{q}\right)$ for every $r<\infty$ with uniform bounds on the norm, by Proposition 5.14. Thus by Proposition 5.5, $\eta h^{q}$ is uniformly bounded in $L^{r}\left(B_{2 R}\right)$ for every $r$, and by Theorem 5.15, uniformly bounded in $C^{k}\left(B_{R}\right)$ for every $k$.

Now we can take a subsequence $q_{j} \rightarrow p$ for which $h_{q_{j}}$ converges, say, in $C^{1}\left(B_{R}\right)$. Define a function $u$ on all of $\mathbf{H}^{n}$ by first choosing a subsequence $h_{q_{j}}$ converging in $C^{1}\left(B_{1}\right)$, and then a subsequence converging in $C^{1}\left(B_{2}\right)$, etc. Notice that $u \geqslant 0, u \in C^{1}\left(\mathbf{H}^{n}\right)$, and $u \not \equiv 0$ because $|d u(0)|_{\theta_{0}}=1$. For $\phi \in$ $C_{0}^{\infty}\left(\mathbf{H}^{n}\right)$ we have, since $\theta_{q_{j}}$ converges to $\theta_{0}$,

$$
\begin{equation*}
\int_{\mathbf{H}^{n}}\left(b_{n} L_{\theta_{0}}^{*}(d u, d \phi)-\lambda(N) u^{p-1} \phi\right) \theta_{0} \wedge d \theta_{0}^{n}=0 \tag{6.8}
\end{equation*}
$$

Denote $\|u\|_{p}^{p}=\int_{\mathbf{H}^{n}} u^{p} \theta_{0} \wedge d \theta_{0}^{n}$. We claim first that

$$
\begin{equation*}
\|u\|_{p} \leqslant 1 \tag{6.9}
\end{equation*}
$$

Since $\theta_{q} \wedge d \theta_{q}^{n}$ approaches $\theta_{0} \wedge d \theta_{0}^{n}$ uniformly on compact sets, the constraint $\int_{N} u_{q}^{q} \theta \wedge d \theta^{n}=1$ and equation (6.7) imply that $\int_{B_{R}} u^{p} \theta_{0} \wedge d \theta_{0}^{n} \leqslant 1$. Because $R$ is arbitrary, (6.9) is proved.

Next we verify

$$
\begin{equation*}
\int_{\mathbf{H}^{n}}|d u|_{\theta_{0}}^{2} \theta_{0} \wedge d \theta_{0}^{n} \leqslant C<\infty . \tag{6.10}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
\int_{B_{R}}|d u|_{\theta_{0}}^{2} \theta_{0} \wedge d \theta_{0}^{n} & =\lim _{j \rightarrow \infty} \int_{B_{R}}\left|d h_{q_{j}}\right|_{\theta_{j}}^{2} \theta_{q_{j}} \wedge d \theta_{q_{j}}^{n} \\
& =\lim _{j \rightarrow \infty} \int_{B_{\delta R}} \delta^{2 q /(q-2)}\left|d u_{q_{j}}\right|_{\theta}^{2} \delta^{-2} \theta \wedge\left(\delta^{-2} d \theta\right)^{n} \\
& \leqslant \varlimsup_{j \rightarrow \infty} \int_{N}\left|d u_{q_{j}}\right|_{\theta}^{2} \theta \wedge d \theta^{n},
\end{aligned}
$$

which is bounded. (Here $\delta=\delta_{q_{j}}$, and we use once again $2 q /(q-2)>2 n+2$.)
We can now conclude the proof. Because of the estimates (6.9) and (6.10) we can take a sequence $\phi_{j} \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ approximating $u$ in the norms associated to (6.9) and (6.10). Hence we conclude from (6.8) that

$$
b_{n} \int_{\mathbf{H}^{n}}|d u|_{\theta_{0}}^{2} \theta_{0} \wedge d \theta_{0}^{n}=\lambda(N)\|u\|_{p}^{p}
$$

The function $\tilde{u}=u /\|u\|_{p}$ satisfies the constraint $\|\tilde{u}\|_{p}=1$, but using (6.9) and the fact that $p \geqslant 2$ we find that

$$
b_{n} \int_{\mathbf{H}^{n}}|d \tilde{u}|_{\theta_{0}}^{2} \theta_{0} \wedge d \theta_{0}^{n}=\lambda(N)\|u\|_{p}^{p} /\|u\|_{p}^{2} \leqslant \lambda(N)<\lambda\left(\mathbf{H}^{n}\right)
$$

This contradicts the definition of $\lambda\left(\mathbf{H}^{n}\right)$. Thus Case 2(b) is impossible, and the proof is concluded.

## 7. Uniqueness

It would be interesting to know under what circumstarices a contact form with constant scalar curvature is unique. As is the case with the Riemannian Yamabe problem, the answer depends on the sign of $\lambda(N)$.

Theorem 7.1. If $\lambda(N) \leqslant 0$, then any two choices of $\theta$ with constant scalar curvature are constant multiples of each other.

Proof. We note first that the sign of any constant scalar curvature is a CR invariant of $N$. Suppose $\theta$ and $\tilde{\theta}=u^{p-2} \boldsymbol{\theta}$ both have constant scalar curvature $R$ and $\tilde{R}$, respectively. Then

$$
b_{n} \Delta_{b} u+R u=\tilde{R} u^{p-1}
$$

Integrating this over $N$ and noting that $\int_{N} \Delta_{b} u=\int_{N} L_{\theta}^{*}(d 1, d u)=0$, we conclude that either $R=\tilde{R}=0$ or $R / \tilde{R}=\int u^{p-1} / \int u>0$.

Now suppose $\lambda(N)<0$. By Theorem 6.5, there exists $\theta$ with scalar curvature $R \equiv \lambda(N)$. Suppose $\tilde{\theta}=u^{p-2} \theta$ has constant scalar curvature $\tilde{R}$. The preceding observation shows that $\tilde{R}<0$, so after multiplying $u$ by a constant we may assume $R=\tilde{R}$. Then $u$ satisfies

$$
b_{n} \Delta_{b} u+R u=R u^{p-1}
$$

It suffices to show $u \equiv 1$.
Since $\Delta_{b}$ is degenerate elliptic, it satisfies a weak maximum principle. At a point $x \in N$ where $u$ is maximum, $\Delta_{b} u(x) \geqslant 0$, and so $u^{p-1}(x)-u(x) \leqslant 0$, which implies $u \leqslant 1$. Similarly, at a point $y$ where $u$ is minimum, we conclude $u(y) \geqslant 1$. Thus $u \equiv 1$.

Now suppose $\lambda(N)=0$. By Theorem 6.5, there exists $\theta$ with scalar curvature $R \equiv 0$, and by the remarks at the beginning of the proof any other choice $\tilde{\theta}=u^{p-2} \theta$ with constant scalar curvature has $\tilde{R}=0$. Thus $u$ satisfies $b_{n} \Delta_{b} u=$ 0 , which implies $\int_{N}|d u|_{\theta}^{2}=0$. Therefore, $d u$ is a multiple of $\theta$, say $d u=f \theta$ for some $f \in C^{\infty}(N)$. Differentiating this, we see that $0=d f \wedge \theta+f d \theta$. Restricting to $G, f d \theta=0$ which implies $f \equiv 0$. Thus $u$ is constant.

On the other hand, if $\lambda(N)>0$, the solution to the Yamabe problem may not be unique. In particular, on the sphere $S^{2 n+1}$, there are many obvious solutions: if we start with the standard contact form $\theta_{1}$ (cf. §4), and subject $S^{2 n+1}$ to a CR automorphism $\Phi: S^{2 n+1} \rightarrow S^{2 n+1}$, then $\Phi^{*} \theta_{1}$ will also have constant scalar curvature. In general, $\Phi^{*} \theta_{1} \neq \theta_{1}$.

It is important to know whether these solutions are extremal for problem (3.3) on $S^{2 n+1}$. We note first that the extremals exist.

Theorem 7.2. There exists a positive $C^{\infty}$ contact form $\theta=u^{p-2} \theta_{1}$ on $S^{2 n+1}$ for which the infimum $\lambda\left(S^{2 n+1}\right)$ in (3.3) is attained.

Proof. For $2 \leqslant q<p$, let $u_{q}$ be the solution to $b_{n} \Delta_{b} u_{q}+R u_{q}=\lambda_{q} u_{q}^{q-1}$ given by Theorem 6.2. If $\left|d u_{q}\right|_{\theta}^{2}$ is uniformly bounded as $q \rightarrow p$, then $u_{q}$ converges to a solution $u_{0}$ of $b_{n} \Delta_{b} u_{0}+R u_{0}=\lambda\left(S^{2 n+1}\right) u_{0}^{p-1}$ as in the proof of Theorem 6.5, Case 2(a). On the other hand, if $\left|d u_{q}\right|_{\theta}^{2}$ is unbounded, then as in Theorem 6.5, Case 2(b), we can construct a function $\tilde{u}$ on $\mathbf{H}^{n}$ satisfying

$$
\|\tilde{u}\|_{p}=1 \quad \text { and } \quad b_{n} \int_{\mathbf{H}^{n}}|d \tilde{u}|_{\theta_{0}}^{2} \theta_{0} \wedge d \theta_{0}^{n}=\lambda \leqslant \lambda\left(S^{2 n+1}\right)
$$

But since $\lambda\left(S^{2 n+1}\right)=\lambda\left(\mathbf{H}^{n}\right)$ as defined by (4.1), we must have $\lambda=\lambda\left(S^{2 n+1}\right)$. Now, setting $\theta=F^{*}\left(\tilde{u}^{p-2} \theta_{0}\right)$ on $S^{2 n+1}$ (with $F: S^{2 n+1} \rightarrow \mathbf{H}^{n}$ as in §4), we have a contact form that can be written $\theta=u^{p-2} \theta_{1}$, with $u \in L^{p}\left(S^{2 n+1}\right)$ satisfying

$$
\begin{equation*}
b_{n} \Delta_{b} u+R u=\lambda\left(S^{2 n+1}\right) u^{p-1} \tag{7.3}
\end{equation*}
$$

on $S^{2 n+1}$ minus a point. By Proposition 5.17, this equation holds on all of $S^{2 n+1}$. Finally, by Corollary 5.16, $u$ is positive and $C^{\infty}$. (This theorem can also be proved using the method of P.-L. Lions [17].)

With this theorem, it is natural to conjecture the following in view of the analogous result of Obata [20] in the Riemannian case.

Conjecture 7.4. The contact forms $\theta=\Phi^{*} \theta_{1}$, for $\Phi \in \operatorname{Aut}\left(S^{2 n+1}\right)$, are the only ones on the sphere which have constant scalar curvature. Thus

$$
\lambda\left(S^{2 n+1}\right)=\frac{1}{2} n(n+1)\left(\int_{S^{2 n+1}} \theta_{1} \wedge d \theta_{1}^{n}\right)^{2 / p}
$$

To understand this conjecture, we may use the mapping $F: S^{2 n+1} \rightarrow \mathbf{H}^{n}$ given by the Cayley transform as in $\S 4$ to transfer the problem to the Heisenberg group. If $\theta$ is any contact form on $S^{2 n+1}$ with constant scalar curvature $R$, then $\tilde{\theta}=F_{*} \theta$ is a contact form on $\mathbf{H}^{n}$ with constant scalar curvature $R$. For some positive $C^{\infty}$ function $u$ we can write $\tilde{\theta}=u^{p-2} \theta_{0}$. Since

$$
\int_{\mathbf{H}^{n}} u^{p} \theta_{0} \wedge d \theta_{0}^{n}=\int_{\mathbf{H}^{n}} \tilde{\theta} \wedge d \tilde{\theta}^{n}=\int_{S^{2 n+1}} \theta \wedge d \theta^{n}<\infty
$$

we have $u \in L^{p}\left(\mathbf{H}^{n}\right)$. As in the proof of Theorem 7.1, we may multiply $u$ by a constant to achieve $R=n(n+1) / 2$. Then, on $\mathbf{H}^{n}, u$ satisfies

$$
\begin{equation*}
4 \Delta_{b} u=n^{2} u^{p-1} \tag{7.5}
\end{equation*}
$$

A routine computation shows that for $\theta=\Phi^{*} \theta_{1}$ with $\Phi$ a CR automorphism of $S^{2 n+1}, u$ has the form

$$
\begin{equation*}
u(z, t)=\left.C|t+i| z\right|^{2}+z \cdot \bar{\mu}+\left.\lambda\right|^{-n} \tag{7.6}
\end{equation*}
$$

with $C>0, \lambda \in \mathbf{C}, \operatorname{Im} \lambda>0$, and $\mu \in \mathbf{C}^{n}$. So Conjecture 7.4 is implied by
Conjecture 7.7. If $u \in L^{p}\left(\mathbf{H}^{n}\right)$ is a positive $C^{\infty}$ solution to (7.5), then $u$ is of the form (7.6).

So far, we have only been able to prove the following weak version of Conjecture 7.7:

Theorem 7.8. If $u \in L^{p}\left(\mathbf{H}^{n}\right)$ is a positive $C^{\infty}$ solution to (7.5) which is radial in the $z$ variable, then $u$ is of the form (7.6) (with $\mu=0$ ). (The other solutions are obtained by left translations on the Heisenberg group.)

Proof. Introduce the function $w=t+i|z|^{2}$ on $\mathbf{H}^{n}$, and write $y=|z|^{2}$, $x=t$. The hypothesis on $u$ means that $u(z, t)=v(w)$, where $v$ is a smooth function of the complex variable $w=x+i y$.

We first examine the behavior of $v$ near infinity. Consider the CR inversion $\mathscr{I}:\left(\mathbf{H}^{n}-\{0\}\right) \rightarrow\left(\mathbf{H}^{n}-\{0\}\right)$ given by $(\tilde{z}, \tilde{t})=\mathscr{I}(z, t)=\left(z / w,-t /|w|^{2}\right)$. $\mathscr{I}$ satisfes $\mathscr{I} * \theta_{0}=|w|^{-2} \theta_{0}$. Note that $\mathscr{I} * u(z, t)=v(-1 / w)$. Since

$$
\tilde{\theta}=\mathscr{I} *\left(u^{p-2} \theta_{0}\right)=|w|^{-2} u\left(z / w,-t /|w|^{2}\right)^{p-2} \theta_{0}
$$

also has constant scalar curvature $n(n+1) / 2$, we have that $\tilde{u}(z, t)=$ $|w|^{-n} u\left(z / w,-t /|w|^{2}\right)$ also satisfies (7.5) on $\mathbf{H}^{n}-\{0\}$. By Proposition 5.17, (7.5) holds on $\mathbf{H}^{n}$, so by Corollary 5.16, $\tilde{u}$ is positive and $C^{\infty}$ near the origin, and so is $\tilde{v}(w)=|w|^{-n} v(-1 / w)$. In particular, this means that, as $|w| \rightarrow \infty$, $C^{-1}|w|^{-n} \leqslant|v(w)| \leqslant C|w|^{-n}$ for some constant $C$. Differentiating $\tilde{v}$ with respect to $w$ or $\bar{w}$, we find that

$$
\begin{gathered}
\left|v_{\bar{w}}(w)\right|,\left|v_{w}(w)\right| \leqslant C|w|^{-n-1} \\
\left|v_{w w}(w)\right|,\left|v_{w \bar{w}}(w)\right| \leqslant C|w|^{-n-2} .
\end{gathered}
$$

Now consider the function $\phi(w)=(v(w))^{-2 / n}=(u(z, t))^{-2 / n}$. Observe that $Z_{j} u=2 i \bar{z}^{j} \partial v / \partial w$, and so

$$
\begin{aligned}
\Delta_{b} u & =-\frac{1}{2} \sum_{j}\left(Z_{j} \bar{Z}_{j}+\bar{Z}_{j} Z_{j}\right) u=-4 y v_{w \bar{w}}-n v_{y} \\
& =\phi^{-(n+2) / 2}\left(2 n y \phi_{w \bar{w}}-n(n+2) y \frac{\phi_{w} \phi_{\bar{w}}}{\phi}+\frac{n^{2}}{2} \phi_{y}\right),
\end{aligned}
$$

and thus (7.5) becomes

$$
\phi_{w \bar{w}}=\frac{n+2}{2} \frac{\phi_{w} \phi_{\bar{w}}}{\phi}-\frac{n}{4} \frac{\phi_{y}}{y}+\frac{n}{8 y} .
$$

A rather long computation using this last equation shows that, with $\psi=$ $\phi-y / 2$,

$$
\begin{align*}
\operatorname{Re}_{\bar{w}}\left(y^{n} \phi^{-(n+1)}\right. & \left.\left(\psi_{\bar{w}} \phi_{w w}+\psi_{w}\left(\phi_{w \bar{w}}-\frac{\phi_{w} \phi_{\bar{w}}}{\phi}\right)\right)\right) \\
& =y^{n} \phi^{-(n+1)}\left(\phi_{w w} \phi_{\bar{w} \bar{w}}+\frac{n+2}{n}\left(\phi_{w \bar{w}}-\frac{\phi_{w} \phi_{\bar{w}}}{\phi}\right)^{2}\right) \tag{7.9}
\end{align*}
$$

When integrated over the upper half-plane $\{(x, y): y>0\}$, we claim the left-hand side vanishes. It suffices to show that

$$
A(w)=y^{n} \phi^{-(n+1)}\left(\psi_{\bar{w}} \phi_{w w}+\psi_{w}\left(\phi_{w \bar{w}}-\frac{\phi_{w} \phi_{\bar{w}}}{\phi}\right)\right)
$$

goes to zero sufficiently rapidly as $|w| \rightarrow \infty$. But our estimates on the decay of $v$ and its derivatives imply

$$
C^{-1}|w|^{2} \leqslant|\phi| \leqslant C|w|^{2}, \quad\left|\phi_{w}\right|,\left|\psi_{w}\right| \leqslant C|w|, \quad\left|\phi_{w w}\right|,\left|\phi_{w \bar{w}}\right| \leqslant C .
$$

Thus $|A(w)| \leqslant C|w|^{-(n+1)}$, and so

$$
\int_{y>0} \partial_{\bar{w}} A d x d y=\lim _{R \rightarrow \infty} \int_{y>0} \partial_{\bar{w}} A d x d y
$$

and since $\left|\int_{|w|=R, y>0} A\right| \leqslant \mathrm{CR}^{-n}$, the last term goes to zero as $R \rightarrow \infty$.

Since the integrand on the right-hand side of (7.9) is the positive function $y^{n} \phi^{-(n+1)}$ multiplied by a sum of squares, we conclude that

$$
\phi_{w w} \equiv \phi_{w \bar{w}}-\frac{\phi_{w} \phi_{\bar{w}}}{\phi} \equiv 0 .
$$

The second equality implies that $\log \phi$ is harmonic, so $\phi=|f|^{2}$ for some function $f$ which is holomorphic in $w$. But then $\phi_{w w}=0$ implies $f$ is a linear polynomial in $w$, so $\phi$ is of the form $\phi(w)=C|w+\lambda|^{2}$ for $C \in \mathbf{R}, \lambda \in \mathbf{C}$. This implies immediately that $u$ is of the form (7.6) (with $\mu=0$ ).

## Appendix

In this appendix we will prove Proposition 5.10.
Lemma A.1. Let $U_{1}$ be an open set such that $U_{1} \subset \subset U$. With the hypotheses of Proposition 5.10, $u \in S_{1}^{2}\left(U_{1}\right)$.

Proof. For $f \in C_{0}^{\infty}(U)$, define

$$
P f(\xi)=\int_{U} f(\eta) F(\Theta(\eta, \xi)) \theta(\eta) \wedge d \theta(\eta)^{n} / n!2^{2 n}
$$

where $F$ is defined in Proposition 5.1 and $\Theta$ in Theorem 4.3. The arguments of [9, Proposition 16.5], show that $P$ is a parametrix for $\Delta_{b}$ in the sense that for $h \in C_{0}^{\infty}(U), P\left(\Delta_{b} h\right)=h+R h$ in $U$, where $R$ is smoothing of order 1 and $P$ is smoothing of order 2 in the sense of the Folland-Stein spaces $S_{k}^{P}(U)$. In particular, if $W_{1}, \cdots, W_{n}$ is a pseudohermitian frame for $U$ and $1<q<r<\infty$, $1 / r=1 / q-1 /(2 n+2)$, then

$$
\begin{equation*}
W_{j} P \text { is bounded: } L^{q}(U) \rightarrow L^{r}(U), j=1, \cdots, n \tag{A.2}
\end{equation*}
$$

(A.3) $\quad W_{j} R$ is bounded: $L^{q}(U) \rightarrow L^{q}(U), \quad j=1, \cdots, n$.

Let $\psi \in C_{0}^{\infty}(U)$ be a real-valued function such that $\psi \equiv 1$ in a neighborhood of $\bar{U}_{1}$. Then we have in the distribution sense

$$
\Delta_{b}(\psi u)=\left(\Delta_{b} \psi\right) u-f \psi u-2 L_{\theta}^{*}(d \psi, d u)
$$

Therefore, applying a routine limiting argument and the properties of $P$, we have

$$
\psi u+R(\psi u)=P\left(\left(\Delta_{b} \psi\right) u-f \psi u-2 L_{\theta}^{*}(d \psi, d u)\right)
$$

in the distribution sense on $U_{1}$. Consequently, on $U_{1}$,

$$
W_{j}(\psi u)=-W_{j} R(\psi u)+W_{j} P\left(\left(\Delta_{b} \psi\right) u-f \psi u-2 L_{\theta}^{*}(d \psi, d u)\right)
$$

Because $\psi$ is constant in a neighborhood of $\bar{U}_{1}, d \psi$ and $\Delta_{b} \psi$ vanish there. The kernel representing the operator $P$ is $C^{\infty}$ away from the diagonal $\eta=\xi$ in $U$, and thus

$$
W_{j} P\left(\left(\Delta_{b} \psi\right) u-2 L_{\theta}^{*}(d \psi, d u)\right) \in C^{\infty}\left(\bar{U}_{1}\right)
$$

By (A.3), $W_{j} R(\psi u) \in L^{p}(U) \subset L^{2}(U)$ (with $p=2+2 / n$ as usual). Finally, $f \in L^{n+1}(U), u \in L^{p}(U)$, and Hölder's inequality imply $f \psi u \in L^{p^{\prime}}(U)$, where $1 / p^{\prime}=1 / p+1 /(n+1)$. Consequently, using (A.2) with $q=p^{\prime}, W_{j} P(f \psi u)$ $\in L^{2}(U)$. This yields $W_{j}(\psi u) \in L^{2}(U)$, or $W_{j} u \in L^{2}\left(U_{1}\right)$, so Lemma A. 1 is proved.

It follows from Lemma A. 1 that we can use functions in $S_{1}^{2}\left(U_{1}\right)$ as test functions: Let $\phi_{j} \in C_{0}^{\infty}\left(U_{1}\right)$ tend to $\phi \in S_{1}^{2}\left(U_{1}\right)$ in the $S_{1}^{2}$ norm. Then

$$
\int_{U} u \Delta_{b} \phi_{j}=\int_{U_{1}} L_{\theta}^{*}\left(d u, d \phi_{j}\right) \rightarrow \int_{U_{1}} L_{\theta}^{*}(d u, d \phi)
$$

Also, $\phi_{j} \rightarrow \phi$ in $L^{p}\left(U_{1}\right)$, so by Hölder's inequality

$$
\int_{U_{1}} f u \phi_{j} \rightarrow \int_{U_{1}} f u \phi .
$$

Since $\int_{U_{1}}\left(u \Delta_{b} \phi_{j}+f u \phi_{j}\right)=0$ we conclude that

$$
\begin{equation*}
\int L_{\theta}^{*}(d u, d \phi)+f u \phi=0 \quad \text { for every } \phi \in S_{1}^{2}\left(U_{1}\right) \tag{A.4}
\end{equation*}
$$

(This and all subsequent integrations are with respect to $\theta \wedge d \theta^{n}$.)
Now choose $\beta>1$ and $N>0$. Define

$$
G(t)=\left\{\begin{array}{lll}
t^{\beta} & \text { for } 0 \leqslant t \leqslant N, \\
N^{\beta-1} t & \text { for } t \geqslant N,
\end{array} \quad F(t)= \begin{cases}t^{(\beta+1) / 2} & \text { for } 0 \leqslant t \leqslant N \\
N^{(\beta-1) / 2} t & \text { for } t \geqslant N .\end{cases}\right.
$$

Notice that for all $t \geqslant 0$ except $t=N$,

$$
\begin{equation*}
F^{\prime}(t)^{2} \leqslant \beta G^{\prime}(t), \quad F(t)^{2}=t G(t) \tag{A.5}
\end{equation*}
$$

$$
G(t) \leqslant F(t) F^{\prime}(t)
$$

Let $\psi \in C_{0}^{\infty}\left(U_{1}\right), \psi \geqslant 0$. Because $\psi$ has compact support and $G(t)$ is a Lipschitz function uniformly in $t$, the function $\phi=\psi^{2} G(u)$ belongs to $S_{1}^{2}\left(U_{1}\right)$. Hence by (A.4)

$$
\begin{equation*}
\int \psi^{2} G^{\prime}(u)|d u|_{\theta}^{2}+2 \psi L_{\theta}^{*}(d u, d \psi) G(u)+f u \psi^{2} G(u)=0 . \tag{A.7}
\end{equation*}
$$

From (A.6) we have

$$
\begin{aligned}
\left|\int \psi L_{\theta}^{*}(d u, d \psi) G(u)\right| & \leqslant\left(\int \psi^{2}|d u|_{\theta}^{2} F^{\prime}(u)^{2}\right)^{1 / 2}\left(\int|d \psi|_{\theta}^{2} F(u)^{2}\right)^{1 / 2} \\
& \leqslant \frac{1}{4 \beta} \int \psi^{2}|d u|_{\theta}^{2} F^{\prime}(u)^{2}+\beta \int|d \psi|_{\theta}^{2} F(u)^{2}
\end{aligned}
$$

Combining this inequality with (A.5) and (A.7) we find that

$$
\frac{1}{2 \beta} \int \psi^{2}|d u|_{\theta}^{2} F^{\prime}(u)^{2} \leqslant 2 \beta \int|d \psi|_{\theta}^{2} F(u)^{2}+\int|f| \psi^{2} F(u)^{2}
$$

Denote $w=\psi F(u)$. Then $d w=F(u) d \psi+\psi F^{\prime}(u) d u$. The Sobolev inequality (Proposition 5.5) implies there is a constant $C$ such that

$$
\begin{aligned}
\left(\int w^{p}\right)^{2 / p} & \leqslant C \int|d w|_{\theta}^{2}+C \int w^{2} \\
& \leqslant C_{\beta} \int|d \dot{\psi}|_{\hat{\theta}}^{2} F(u)^{2}+C_{\beta} \int|f| w^{2}+C \int w^{2}
\end{aligned}
$$

If $E$ denotes the set where $\psi \neq 0$, then

$$
\int|f| w^{2} \leqslant\left(\int_{E}|f|^{n+1}\right)^{1 /(n+1)}\left(\int w^{p}\right)^{2 / p}
$$

For $E$ sufficiently small that $\left(\int_{E}|f|^{n+1}\right)^{1 /(n+1)}<\frac{1}{2} C_{\beta}$, we conclude that

$$
\left(\int w^{p}\right)^{2 / p} \leqslant 2 C_{\beta} \int|d \psi|_{\theta}^{2} F(u)^{2}+2 C \int w^{2}
$$

Taking the limit as $N \rightarrow \infty$, we have

$$
\left(\int \psi^{p} u^{(\beta+1) p / 2}\right)^{2 / p} \leqslant C_{\beta}^{\prime} \int\left(|d \psi|_{\theta}^{2}+\psi^{2}\right) u^{\beta+1}
$$

Now by choosing a suitable collection of cutoff functions $\psi$ we can show that if $u \in L^{\beta+1}\left(U_{2}\right)$ for some $U_{2} \subset \subset U_{1}$, then $u \in L^{(\beta+1) p / 2}\left(U_{3}\right)$ for all $U_{3} \subset \subset$ $U_{2}$. Thus, since $p / 2>1$, we conclude by induction that $u \in L^{s}\left(U_{2}\right)$ for any $U_{2} \subset \subset U_{1}$ and any $s<\infty$.
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