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AVALANCHE: A NETWORK CODING ANALYSIS

RAYMOND W. YEUNG∗

Abstract. In this paper, we study the application of random network coding in peer-to-peer

(P2P) networks. The system we analyze is based on a prototype called Avalanche proposed in

[8] for large scale content distribution on such networks. We present the necessary techniques for

analyzing the system and show that random network coding provides the system with both maximum

bandwidth efficiency and robustness. We also point out that the model for random network coding

in P2P networks is very different from the one that has been studied extensively in the literature.

1. Introduction. For quite some time, BitTorrent [2] and other peer-to-peer

applications (e.g., eDonkey [3] and BitComet [4]) have dominated the Internet traffic

[5][6]. In 2005, Microsoft announced a prototype called Avalanche [7][8] for large

scale content distribution on peer-to-peer (P2P) networks that uses network coding

[1][10][11], specifically random linear network coding [12], as the core technology.

Most recently, Avalanche has been further developed into Microsoft Secure Content

Distribution (MSCD) and has been trialed on the Internet for software distribution

[9].

What distinguishes Avalanche from BitTorrent and other similar systems is the

application of network coding. The performance of Avalanche has been studied by

simulation in [8]. A mathematical analysis of a simplified version of such a system

can be found in [14].

Potentially, Avalanche can be incorporated in future versions of Windows, so that

hundreds of millions of PCs on the Internet will form a gigantic P2P network. On such

a network, software updates, patches, entertainment contents, etc, can be delivered

efficiently to a large number of users in a scalable manner. In this paper, we analyze

the performance of Avalanche from the network coding perspective.

The rest of the paper is organized as follows. In Section 2, we describe how the

system works. In Section 3, we present a network coding analysis of the system.

Concluding remarks are in Section 4.

2. How the System Works. In this section, we give a brief introduction to

Avalanche. We will only focus on those aspects of the system which are relevant to

our analysis. For further details on the system, we refer the reader to [8].

Consider the distribution of a file originally residing on a single server to a large

number of users on a P2P network. In such a system, the server does not upload the file

to each individual user. Rather, it divides the file into k data blocks, B1, B2, . . . , Bk,
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and uploads possibly coded versions of these blocks to different users at random.

These users again help distributing the file by uploading blocks to other users in the

network. By means of such repeated operations, a logical network is formed by the

users as the process evolves. On this logical network, henceforth referred to as the

network, information can be dispersed very rapidly, and the file is eventually delivered

to every user in the network. Note that the topology of the network is not known

ahead of time.

In the system, new users can join the network as a node at any time as long as

the distribution process is active. Upon arrival, a new user will contact a designated

node called the tracker that provides a subset of the other users already in the system,

forming the set of neighboring nodes of the new user. Subsequent information flow in

the network is possible only between neighboring nodes.

What distinguishes Avalanche from BitTorrent or any other similar system is the

application of network coding, which was introduced in [1]. Compared with routing,

network coding allows coding at the nodes within the network, and it offers the benefit

of achieving the maximum possible throughput when information is multicast in a

point-to-point network. It was further shown in [10][11] that linear network coding

suffices to achieve the maximum throughput when a single message (e.g., a file) is

to be multicast, which is the scenario under consideration. Random linear network

coding proposed in [12] further enables the application of network coding when the

network topology is unknown. For a tutorial on network coding, we refer the reader

to [15].

For the purpose of coding, the data blocks B1, B2, . . . , Bk are represented as

blocks of symbols in a large finite field F referred to as the base field, whose size is of

the order 216. At the beginning of the distribution process, a Client A contacts the

server and receives a number of encoded blocks. For example, the server uploads two

encoded blocks E1 and E2 to Client A, where for i = 1, 2,

(1) Ei = ci
1B1 + ci

2B2 + . . . + ci
kBk,

with ci
j , 1 ≤ j ≤ k being chosen randomly from the base field F . Note that each

E1 and E2 is some random linear combination of B1, B2, . . . , Bk. In other words,

instead of choosing two particular uncoded data blocks to upload, the server forms

two encoded blocks by applying random network coding to all the blocks it possesses

and uploads them to Client A.

Associated with each encoded block Ei (i ≥ 1) is a coefficient vector ui = [ui
j ]

k
j=1

that gives the necessary information to construct Ei from B1, B2, · · · , Bk. We have

explained how the blocks E1 and E2 are formed, and it is readily seen from (1) that

for i = 1, 2, ui = [ci
j ].



AVALANCHE: A NETWORK CODING ANALYSIS 355

In general, whenever a node needs to upload an encoded block to a neighboring

node, the block is formed by taking a random linear combination of all the blocks

possessed by that node. Continuing with the above example, when Client A needs to

upload an encoded block E3 to a neighboring Client B, we have

(2) E3 = c3
1E1 + c3

2E2,

where c3
1 and c3

2 are randomly chosen from F . Substituting (1) into (2), we obtain

E3 =
k∑

j=1

(c3
1c

1
j + c3

2c
2
j )Bj(3)

=
k∑

j=1

(c3
1u

1
j + c3

2u
2
j )Bj(4)

Thus the coefficient vector u3 is given by c3
1u

1 + c3
2u

2.

The exact strategy for downloading encoded blocks from the neighboring nodes

so as to avoid receiving redundant information depends on the implementation, and

two such strategies were proposed in [8]. The main idea is that downloading from a

neighboring node is necessary only if the neighboring node has at least one block not

in the linear span of all the blocks possessed by that particular node. Upon receiving

enough linearly independent encoded blocks, a node is able to decode the whole file.

Intuitively, the application of network coding can reduce the file download time

because a coded block uploaded by a node contains information about every block

possessed by that node. Moreover, in case some nodes leave the system before the

end of the distribution process, it is more likely that the remaining nodes have the

necessary information to recover the whole file if network coding is used. These issues

have been discussed in [8]. In the next section, we give a quantitative analysis to

substantiate these claimed advantages of using network coding.

3. Model and Analysis. Let V be the set of all nodes in the system. In a

real implementation, blocks of data are transmitted between neighboring nodes in an

asynchronous manner, and possibly at different speeds. To simplify the analysis, we

assume that every transmission from one node to a neighboring node is completed in

an integral number of time units. Then we can unfold the network of nodes in discrete

time into a graph G∗ = (V ∗, E∗) with the node set

(5) V ∗ = {(i, t) : i ∈ V and t ≥ 0},

where node (i, t) ∈ V ∗ corresponds to node i ∈ V at time t. The edge set E∗ specified

below is determined by the strategy adopted for the server as well as for all the

other nodes in V to request uploading of data blocks from the neighboring nodes.

Specifically, there are two types of edges in E∗:
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1. There is an edge with capacity m from node (i, t) to node (j, t′), where t < t′,

if m blocks are transmitted from node i to node j, starting at time t and

ending at time t′.

2. For each i ∈ V and t ≥ 0, there is an edge with infinite capacity from node

(i, t) to node (i, t + 1).

An edge of the second type models the assumption that the blocks, once possessed by

a node, are retained in that node indefinitely over time. Without loss of generality,

we may assume that all the blocks possessed by nodes (i, l), l ≤ t are transmitted on

the edge from node (i, t) to node (i, t + 1).

An illustration of the graph G∗ up to t = 3 is given in Figure 1, where the edges

with infinite capacities are lightened for clarity. Note that the graph G∗ is acyclic

because each edge is pointed in the positive time direction and hence a cycle cannot

be formed.
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Fig. 1. A illustration of the graph G∗.

Denote the server node by s and regard node (s, 0) in G∗ as the source node

generating the whole file consisting of k data blocks and multicasting it to all the

other nodes in G∗ via random linear network coding. Note that random linear network

coding is applied on G∗, not the logical network formed by the user nodes. Thus the

model for random network coding studied here is very different from the one that has

been studied extensively in the literature.

We also note that in order to simplify our description of the system, we have

omitted the necessity of delivering the coefficient vectors associated with the encoded

blocks for the purpose of decoding. We refer the reader to [12][13] for this implemen-

tation detail.

We are now ready to determine the time it takes for a particular node i ∈ V

to receive the whole file. Denote the value of a max-flow from node (s, 0) to a node

v ∈ G∗ other than (s, 0) by maxflow(v). When the base field is sufficiently large, with

probability close to 1, those nodes (i, t) with

(6) maxflow((i, t)) ≥ k
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can receive the whole file [12]. In other words, with high probability, the time it takes

a node i ∈ V to receive the whole file is equal to t∗, the minimum t that satisfies (6).

Obviously, this is a lower bound on the time it takes a node i ∈ V to receive the whole

file, and it is achievable with high probability by the system under investigation. In

the rare event that node i cannot decode at the time t∗, it can eventually decode upon

downloading some additional encoded blocks from the neighboring nodes.

When some nodes leave the system before the end of the distribution process, an

important question is whether the remaining nodes have the necessary information

to recover the whole file. To be specific, assume that a subset of users U c ⊂ V leave

the system after time t, and we want to know whether the users in U = V \U c have

sufficient information to recover the whole file. If they do, by further exchanging

information among themselves, every user in U can eventually receive the whole file

(provided that no more nodes leave the system). Toward this end, again consider the

graph G∗. Let

U(t) = {(u, t) : u ∈ U}

and denote the value of a max-flow from node (s, 0) to the set of nodes U(t) by

maxflow(U(t)). If

(7) maxflow(U(t)) ≥ k,

then the users in U with high probability would have the necessary information to

recover the whole file. This is almost the best possible performance one can expect

from such a system, because if maxflow(U(t)) < k, it is simply impossible for the

users in U to recover the whole file even if they are allowed to exchange information

among themselves.

4. Conclusion. In this paper, we have presented a network coding analysis of

Avalanche, showing that it achieves the theoretical lower bound on the file download

time with respect to the strategy adopted for the centralized server as well as for the

nodes in the network to request uploading of data blocks from neighboring nodes.

However, the actual performance of the system is affected by how the strategy is cho-

sen, which involves consideration of computational efficiency, incentive mechanisms,

etc. We refer the reader to [8] for the details. Further research along this line may

include performance optimization of the system based on the analytical framework

presented in this paper.
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