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#### Abstract

In this paper we prove the global existence and study decay property of the solutions to the initial boundary value problem for the solutions to the quasilinear wave equation of Kirchhoff-Carrier type with a general weakly nonlinear dissipative term by constructing a stable set in $H^{2} \cap H_{0}^{1}$.


## 1 Introduction

We consider the problem
( $P$ )

$$
\left\{\begin{array}{l}
u^{\prime \prime}-\Phi\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right) \Delta_{x} u+\rho\left(t, u^{\prime}\right)+f(u)=0 \text { in } \Omega \times[0,+\infty[, \\
u=0 \text { on } \Gamma \times[0,+\infty[, \\
u(x, 0)=u_{0}(x), \quad u^{\prime}(x, 0)=u_{1}(x) \text { on } \Omega,
\end{array}\right.
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with a smooth boundary $\partial \Omega=\Gamma, \Phi(s)$ is a $C^{1}$ - class function on $\left[0,+\infty\left[\right.\right.$ satisfying $\Phi(s) \geq m_{0}>0$ for $s \geq 0$ with $m_{0}$ constant, $\rho(t, v)$ and $f(u)$ are functions like $\sigma(t) g(v)$ with a positively nonincreasing function $\sigma(t)$ on $\mathbb{R}_{+}$and an increasing odd function $g(v)$, and $-|u|^{\alpha} u, \alpha \geq 0$.

[^0]For the problem $(P)$, when $\Phi(s) \equiv 1$ and $\rho(t, x)=\delta x(\delta>0)$, Ikehata and Suzuki [9] investigated the dynamics, they have shown that for sufficiently small initial data $\left(u_{0}, u_{1}\right)$, the trajectory $\left(u(t), u^{\prime}(t)\right)$ tends to $(0,0)$ in $H_{0}^{1}(\Omega) \times L^{2}(\Omega)$ as $t \rightarrow+\infty$. When $\rho(t, x)=\delta|x|^{m-1} x(m \geq 1)$ and $f(y)=-\beta|y|^{p-1} y(\beta>0, p \geq 1)$, Georgiev and Todorova [5] have shown that if the damping term dominates over the source, then a global solution exists for any initial data. Quite recently, Ikehata [7] proved that a global solution exists with no relation between $p$ and $m$,

In [2], Aassila proved the existence of a global decaying $H^{2}$ solution when $\rho(t, x)=h(x)$ has not necessarily a polynomial growth near zero and a source term of the form $\beta|y|^{p-1} y$, but with small parameter $\beta$. The decay rate of the global solution depends on the polynomial growth near zero of $h(x)$ as it was proved in [15], [16],[12] and [7].

When $\Phi(s)$ is not a constant function, the equation with $\rho(t, x) \equiv 0$ and $f(y) \equiv 0$ is often called the wave equation of Kirchhoff type which has been introduced in order to study the nonlinear vibrations of an elastic string by Kirchhoff [11] and the existence of global solutions was investigated by many authors (see [17], [10],[6] , [3]...). In [3], the first author studied the existence of a global decaying solution for mildly degenerate Kirchhoff-Carrier equation $\left(\Phi(s)=s^{\alpha}, \alpha \geq 1\right.$ and $\left.\left\|\nabla_{x} u_{0}\right\|_{2} \geq 0\right)$ with two dissipatives terms of polynomial form, we proved a polynomial decay of the energy of the solution using a general method on the energy decay introduced by Nakao[15]. Unfortunately this method does not seem to be applicable to the case of more general functions $\rho$.

In [8], the authors discussed the existence of a global decaying solution in the case $\Phi(s)=m_{0}+s^{\frac{(\gamma+2)}{2}}, \gamma \geq 0, \rho(t, v)=|v|^{r} v, 0 \leq r \leq \frac{2}{(n-2)}(0 \leq r \leq \infty$ if $n=1,2), f(u)=-|u|^{\alpha} u, 0<\alpha \leq \frac{4}{(n-2)}(0<\alpha<\infty$ if $n=1,2)$ by use of a stable set method due to Sattinger [18]. But, then, the method in [8] cannot be applied to the case $\alpha>\frac{4}{(n-2)}$, which is caused by the construction of stable set in $H_{0}^{1}$. In [16](see also [1]) Nakao has constructed a stable set in $H_{0}^{1} \cap H^{2}$ to obtain a global decaying solution to the initial boundary value problem for non-linear dissipative wave equations.

Our purpose in this paper is to give a global solvability in the class $H_{0}^{1} \cap H^{2}$ and energy decay estimates of the solutions to problem $(P)$ for a general non-linear damping $\rho$ and a polynomial non-linear source term. We use some new techniques introduced in [2] to derive a decay rate of the solution. So we use the argument combining the method in [2] with the concept of stable set in $H_{0}^{1} \cap H^{2}$. We also use some ideas from [13] introduced in the study of the decay rates of solutions to the wave equation $u_{t t}-\Delta u+h\left(u_{t}\right)=0$ in $\Omega \times \mathbb{R}^{+}$.

We conclude this section by stating our plan and giving some notations. In section 2 we shall prepare some lemmas needed for our arguments. Section 3 is devoted to the proof of the global existence and decay estimates to the problem $(P)$. Section 4 is devoted to the proof of the global existence and decay estimates to the problem $(P)$ in the case $\alpha=0$, i.e., $f(u)=-u$. In this case the smallness of $|\Omega|$ (the volume of $\Omega$ ) will play an essential role in our argument. In the last section we shall treat the case $\Phi \equiv 1$, we prove only the global decaying $H_{0}^{1}$ solution, but we obtain more results than the case when $\Phi \not \equiv 1$. The condition that $\beta$ ( $k_{1}$ in our paper) is small is removed here, also we extend some results obtained by Ikehata,

Matsuyama [8], Aassila [2] and Martinez [13].
Throughout this paper the functions considered are all real valued. We erase the space variable $x$ of $u(t, x), u_{t}(t, x)$ and simply denote $u(t, x), u_{t}(t, x)$ by $u(t), u^{\prime}(t)$, respectively, when no confusion arises. Let $l$ be a number with $2 \leq l \leq \infty$. We denote by $\|.\|_{l}$ the $L^{l}$ norm over $\Omega$. In particular, $L^{2}$ norm $\|.\|_{2}$ is simply denoted $\|.\|_{2}^{2}$. (.) denotes the usual $L^{2}$ inner product. We use familiar function spaces $H_{0}^{1}$, $H^{2}$.

## 2 Preliminaries

Let us state the precise hypotheses on $\Phi, \rho$ and $f$.
(H.1) $\Phi$ is a $C^{1}$-class function on $\mathbb{R}^{+}$and satisfies

$$
\begin{equation*}
\Phi(s) \geq m_{0} \text { and }\left|\Phi^{\prime}(s)\right| \leq m_{1} s^{\frac{\gamma}{2}} \text { for } 0 \leq s<\infty \tag{1}
\end{equation*}
$$

with some $m_{0}>0, m_{1} \geq 0$ and $\gamma \geq 0$.
(H.2) $\rho(t, v)$ satisfies the following hypotheses: There exists a nonincreasing function $\sigma: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$of class $C^{1}$ on $\mathbb{R}_{+}$satisfying $\int_{0}^{+\infty} \sigma(t) d t=+\infty$ and a strictly increasing and odd function $g$ of class $C^{1}$ on $[-1,1]$ such that $g(v)=v$ for all $|v| \geq 1$ and

$$
\begin{equation*}
\forall t \geq 0, \forall v \in \mathbb{R}, \quad \sigma(t) g(|v|) \leq|\rho(t, v)| \leq g^{-1}\left(\frac{|v|}{\sigma(t)}\right) \tag{2}
\end{equation*}
$$

where $g^{-1}$ denotes the inverse function of $g$. In particular, this implies that $v \mapsto$ $\rho(t, v)$ has a linear growth at infinity, and that $\sigma(0) \leq 1$.

Define

$$
\begin{equation*}
H(y)=\frac{g(y)}{y} \tag{3}
\end{equation*}
$$

Note that $H(0)=g^{\prime}(0)$.
We will study the following cases:
Hyp. 1 We assume that (2) is satisfied, and that $g(v)=v$ for all $v \in \mathbb{R}$.
Hyp. 2 We assume that (2) is satisfied, and that there exists some $p>1$ such that $g(v)=v^{p}$ on $[0,1]$.
Hyp. 3 We assume that (2) is satisfied, and that $g^{\prime}(0)=0$ and the function $H$ is nondecreasing on $[0, \eta]$ for some $\eta>0$. (Note $H(0)=0$.)
(H.3) $f($.$) belongs to C^{1}(\mathbb{R})$ and satisfies (for typical example, we can take $f(u)=$ $\left.-|u|^{\alpha} u\right)$ :

$$
\begin{equation*}
|f(u)| \leq k_{2}|u|^{\alpha+1} \text { and }\left|f^{\prime}(u)\right| \leq k_{2}|u|^{\alpha} \text { for } u \in \mathbb{R} \tag{4}
\end{equation*}
$$

with some $k_{2}>0$ and

$$
\begin{equation*}
0<\alpha<\frac{2}{(N-4)^{+}} \tag{5}
\end{equation*}
$$

where $(N-4)^{+}=\max \{N-4,0\}$.
We first state three well known lemmas, and then we recall and give the proof of three other lemmas that will be needed later.

Lemma 2.1 (Sobolev-Poincaré inequality). Let $q$ be a number with $2 \leq q<$ $+\infty(n=1,2)$ or $2 \leq q \leq 2 n /(n-2)(n \geq 3)$, then there is a constant $c_{*}=c(\Omega, q)$ such that

$$
\|u\|_{q} \leq c_{*}\|\nabla u\|_{2} \quad \text { for } \quad u \in H_{0}^{1}(\Omega)
$$

Lemma 2.2 (Gagliardo-Nirenberg). Let $1 \leq r<q \leq+\infty$ and $p \leq q$. Then, the inequality

$$
\|u\|_{W^{m, q}} \leq C\|u\|_{W^{m, p}}^{\theta}\|u\|_{r}^{1-\theta} \quad \text { for } \quad u \in W^{m, p} \bigcap L^{r}
$$

holds with some $C>0$ and

$$
\theta=\left(\frac{k}{n}+\frac{1}{r}-\frac{1}{q}\right)\left(\frac{m}{n}+\frac{1}{r}-\frac{1}{p}\right)^{-1}
$$

provided that $0<\theta \leq 1$ (we assume $0<\theta<1$ if $q=+\infty$ ).
Lemma 2.3 ([12]). Let $E: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a non-increasing function and assume that there are two constants $p \geq 1$ and $A>0$ such that

$$
\int_{S}^{+\infty} E^{\frac{p+1}{2}}(t) d t \leq A E(S), \quad 0 \leq S<+\infty
$$

then we have

$$
E(t) \leq c E(0)(1+t)^{\frac{-2}{p-1}} \forall t \geq 0, \quad \text { if } \quad p>1
$$

and

$$
E(t) \leq c E(0) e^{-\omega t} \forall t \geq 0, \quad \text { if } \quad p=1
$$

$c$ and $\omega$ are positive constants independent of the initial energy $E(0)$.
Lemma 2.4 ([13]-[2]). Let $E: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a non increasing function and $\phi:$ $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$an increasing $C^{2}$ function such that

$$
\phi(0)=0 \quad \text { and } \quad \phi(t) \rightarrow+\infty \quad \text { as } \quad t \rightarrow+\infty .
$$

Assume that there exist $p \geq 1$ and $A>0$ such that

$$
\int_{S}^{+\infty} E(t)^{\frac{p+1}{2}}(t) \phi^{\prime}(t) d t \leq A E(S), \quad 0 \leq S<+\infty
$$

then we have

$$
E(t) \leq c E(0)(1+\phi(t))^{\frac{-2}{p-1}} \forall t \geq 0, \quad \text { if } p>1
$$

and

$$
E(t) \leq c E(0) e^{-\omega \phi(t)} \forall t \geq 0, \quad \text { if } \quad p=1
$$

$c$ and $\omega$ are positive constants independent of the initial energy $E(0)$.
Proof of Lemma 2.4. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be defined by $f(x):=E\left(\phi^{-1}(x)\right.$ ), (we remark that $\phi^{-1}$ has a sense by the hypotheses assumed on $\phi$ ). $f$ is non-increasing, $f(0)=E(0)$ and if we set $x:=\phi(t)$ we obtain

$$
\int_{\phi(S)}^{\phi(T)} f(x)^{\frac{p+1}{2}} d x=\int_{\phi(S)}^{\phi(T)} E\left(\phi^{-1}(x)\right)^{\frac{p+1}{2}} d x
$$

$$
=\int_{S}^{T} E(t)^{\frac{p+1}{2}} \phi^{\prime}(t) d t \leq A E(S)=A f(\phi(S)) \quad 0 \leq S<T<+\infty .
$$

Setting $s:=\phi(S)$ and letting $T \rightarrow+\infty$, we deduce that

$$
\int_{s}^{+\infty} f(x)^{\frac{p+1}{2}} d x \leq A f(s) \quad 0 \leq s<+\infty
$$

Thanks to lemma 2.3, we deduce the desired results.
Lemma 2.5. Let $E: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a non increasing function and assume that there exists $q \geq 0, q^{\prime} \geq 0, c \geq 0$ and $\omega>0$ such that

$$
\begin{equation*}
\int_{S}^{+\infty} E(t)^{q+1} d t \leq \frac{1}{\omega} E(S)^{1+q}+\frac{c}{(1+S)^{q^{\prime}}} E(0)^{q} E(S) \quad \forall S \geq 0 \tag{6}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
E(t) \leq E(0) e^{1-\omega t} \quad \forall t \geq 0, \quad \text { if } q=0=c \tag{7}
\end{equation*}
$$

and there exists $C>0$ such that

$$
\begin{equation*}
E(t) \leq E(0) \frac{C}{(1+t)^{\frac{\left(1+q^{\prime}\right)}{q}}} \quad \forall t \geq 0, \quad \text { if } q>0 . \tag{8}
\end{equation*}
$$

Proof of Lemma 2.5. If $E(0)=0$, then $E \equiv 0$ and there is nothing to prove. Otherwise, replacing the function $E$ by $\frac{E}{E(0)}$ we may assume that $E(0)=1$. We note by $C$ any constant depending of $\sigma, \sigma^{\prime}$ and $c$.

First, we deduce from (6) that

$$
\int_{S}^{+\infty} E(\tau)^{1+q} d \tau \leq C E(t)
$$

Thanks to lemma 2.3, we deduce that

$$
E(t) \leq \frac{C}{(1+t)^{\frac{1}{q}}}
$$

we reinject this estimate in (6) to deduce from it that $E$ verify

$$
\int_{S}^{+\infty} E(\tau)^{1+q} d \tau \leq C \frac{E(S)}{1+S}+C \frac{E(S)}{(1+S)^{q^{\prime}}}
$$

Let $\sigma_{1}=\inf \left\{1, q^{\prime}\right\}$. Then

$$
\int_{S}^{+\infty} E(\tau)^{1+q} d \tau \leq C \frac{E(S)}{(1+S)^{\sigma_{1}}}
$$

Let $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, g(t)=\frac{E(t)}{(1+t)^{\sigma_{1}}}$ and applying lemma 2.4 to the function $g$ with $\phi(t)=(1+t)^{\sigma_{1}(1+\sigma)+1}-1$, we deduce:

$$
E(t) \leq \frac{C}{(1+t)^{\frac{\left(1+\sigma_{1}\right)}{q}}}
$$

If $\sigma^{\prime} \leq 1$, we obtain (8). If not

$$
E(t) \leq \frac{C}{(1+t)^{\frac{2}{q}}}
$$

and we start again until obtaining the desired exposant: let $n \in \mathbb{N}$ such that $\sigma \in$ $[n, n+1]$. We prove by induction that for each $k \in \mathbb{N}, k \leq n, E$ satisfy:

$$
\begin{equation*}
E(t) \leq \frac{C_{k}}{(1+t)^{\frac{(1+k)}{q}}} \quad \forall t \geq 0 \tag{9}
\end{equation*}
$$

We have proved (9) for $k=0$ and for $k=1$ if $n \geq 1$. Suppose that $n \geq 2$ and that (9) is true for some $k<n$. Then we use (9) to deduce from (6) that E satisfy:

$$
\int_{S}^{+\infty} E(\tau)^{1+q} d \tau \leq C \frac{E(S)}{(1+S)^{1+k}}+C \frac{E(S)}{(1+S)^{q^{\prime}}}
$$

As $1+k \leq n \leq \sigma^{\prime}$, we have

$$
\int_{S}^{+\infty} E(\tau)^{1+q} d \tau \leq C \frac{E(S)}{(1+S)^{1+k}} \quad \forall t \geq 0
$$

and we deduce from Lemma 2.3 that

$$
E(t) \leq \frac{C_{k}}{(1+t)^{\frac{(1+k)}{q}}} \quad \forall t \geq 0
$$

that shows

$$
E(t) \leq \frac{C_{k}}{(1+t)^{\frac{(n+1)}{q}}} \quad \forall t \geq 0
$$

and with the same argument:

$$
E(t) \leq \frac{C_{k}}{(1+t)^{\frac{\left(q^{\prime}+1\right)}{q}}} \quad \forall t \geq 0
$$

Lemma 2.6 ([13]). Let $E: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a non increasing function and $\phi: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}_{+}$an increasing $C^{2}$ function such that

$$
\phi(0)=0 \quad \text { and } \quad \phi(t) \rightarrow+\infty \quad \text { as } \quad t \rightarrow+\infty
$$

Assume that there exists $q \geq 0, q^{\prime} \geq 0, c \geq 0$ and $\omega>0$ such that

$$
\begin{equation*}
\int_{S}^{+\infty} E(t)^{q+1} \phi^{\prime}(t) d t \leq \frac{1}{\omega} E(S)^{1+q}+\frac{c}{(1+\phi(S))^{q^{\prime}}} E(0)^{q} E(S) \quad \forall S \geq 0 \tag{10}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
E(t) \leq E(0) e^{1-\omega \phi(t)} \quad \forall t \geq 0, \quad \text { if } q=0=c \tag{11}
\end{equation*}
$$

and there exists $C>0$ such that

$$
\begin{equation*}
E(t) \leq E(0) \frac{C}{(1+\phi(t))^{\frac{\left(1+q^{\prime}\right)}{q}}} \quad \forall t \geq 0, \quad \text { if } q>0 \tag{12}
\end{equation*}
$$

Proof of Lemma 2.6. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be defined by $f(x):=E\left(\phi^{-1}(x)\right.$ ), (we remark that $\phi^{-1}$ has a sense by the hypotheses assumed on $\phi$ ). $f$ is non-increasing, $f(0)=E(0)$ and if we set $x:=\phi(t)$ we obtain

$$
\begin{gathered}
\int_{\phi(S)}^{+\infty} f(x)^{q+1} d x=\int_{\phi(S)}^{+\infty} E\left(\phi^{-1}(x)\right)^{q+1} d x=\int_{S}^{+\infty} E(t)^{q+1} \phi^{\prime}(t) d t \leq \\
\frac{1}{\omega} f(\phi(S))^{q+1}+\frac{c}{(1+\phi(S))^{q^{\prime}}} f(\phi(0))^{q} f(\phi(S)) \quad 0 \leq S<\infty .
\end{gathered}
$$

Setting $s:=\phi(S)$, we deduce that

$$
\int_{s}^{+\infty} f(x)^{\frac{p+1}{2}} d x \leq \frac{1}{\omega} f(s)^{q+1}+\frac{c}{(1+s)^{q^{\prime}}} f(0)^{q} f(\phi(S)), \quad 0 \leq s<+\infty .
$$

Thanks to lemma 2.5 , we deduce the desired results.
Remark 2.1. The use of a 'weight function' $\phi(t)$ to establish the decay rate of solutions to hyperbolic PDE was successfully done by Aassila [2], Martinez [13], and Mochizuki and Motai [14].

Lemma 2.7. There exists a function $\phi:[1,+\infty[\rightarrow[1,+\infty[$ increasing and such that $\phi$ is concave and

$$
\begin{gather*}
\phi(t) \rightarrow+\infty \text { as } t \rightarrow+\infty,  \tag{15}\\
\phi^{\prime}(t) \rightarrow 0 \text { as } t \rightarrow+\infty,  \tag{16}\\
\phi^{\prime}(t)=\sigma(t) H\left(\frac{1}{\phi(t)}\right), \quad \forall t \geq 1 .  \tag{13}\\
\frac{1}{\phi(t)} \leq g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right) . \tag{14}
\end{gather*}
$$

Proof of Lemma 2.7. We need lemma 2.7 to prove the decay estimate (30) below in the case when the function $\rho$ satisfies Hyp.3.

Let us define $\widetilde{\psi}(t)$ by

$$
\begin{equation*}
\widetilde{\psi}(t):=1+\int_{1}^{t} \frac{1}{H\left(\frac{1}{\tau}\right)} d \tau, \quad t \geq 1 \tag{17}
\end{equation*}
$$

Then $\tilde{\psi}:\left[1,+\infty\left[\rightarrow\left[1,+\infty\left[\right.\right.\right.\right.$ is a strictly increasing and convex function of class $C^{2}$ and

$$
\widetilde{\psi}^{\prime}(t)=\frac{1}{H\left(\frac{1}{t}\right)} \rightarrow+\infty \text { as } t \rightarrow+\infty
$$

Hence

$$
\tilde{\psi}(t) \rightarrow+\infty \text { as } t \rightarrow+\infty
$$

Now define

$$
\begin{equation*}
\widetilde{\phi}(t)=\widetilde{\psi}^{-1}(t) \quad \forall t \geq 1 \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(t)=\widetilde{\phi}\left(1+\int_{1}^{t} \sigma(\tau) d \tau\right) \quad \forall t \geq 1 \tag{19}
\end{equation*}
$$

We see that $\phi(t)$ verify all the hypotheses of lemma 2.7, indeed define

$$
S(t)=1+\int_{1}^{t} \sigma(\tau) d \tau
$$

Since $\sigma$ is a positive function of class $C^{1}, \phi$ is a strictly increasing function of class $C^{2}$ and

$$
\phi^{\prime}(t)=\sigma(t) \widetilde{\phi}^{\prime}(S(t)) .
$$

The decrease of $\sigma$ implies that $\phi$ is concave. Moreover, we note that

$$
\begin{aligned}
& \phi(t) \rightarrow+\infty \text { as } t \rightarrow+\infty \text { because } \int_{1}^{\infty} \sigma(\tau) d \tau=+\infty \\
& \phi^{\prime}(t) \rightarrow 0 \text { as } t \rightarrow+\infty, \text { because } \widetilde{\phi}^{\prime}(t) \rightarrow 0
\end{aligned}
$$

Next we remark that $\phi$ satisfies (15): indeed

$$
\phi^{\prime}(t)=\sigma(t) \widetilde{\phi}^{\prime}(S(t))=\sigma(t) \frac{1}{\widetilde{\psi^{\prime}}(\widetilde{\phi}(S(t)))}=\sigma(t) \frac{1}{\widetilde{\psi^{\prime}(\phi(t))}}=\sigma(t) H\left(\frac{1}{\phi(t)}\right)
$$

At last we verify that $\phi$ satisfies (16): for $t$ large enough we have

$$
\tilde{\psi}(t) \leq 1+\frac{t-1}{H\left(\frac{1}{t}\right)} \leq \frac{t}{H\left(\frac{1}{t}\right)}=\frac{1}{g\left(\frac{1}{t}\right)}
$$

provided that $H\left(\frac{1}{t}\right) \leq 1$. Therefore

$$
t \leq \tilde{\phi}\left(\frac{1}{g\left(\frac{1}{t}\right)}\right)
$$

Thus we get that for $t$ large enough

$$
\frac{1}{\phi(t)}=\frac{1}{\tilde{\phi}\left(1+\int_{1}^{t} \sigma(\tau) d \tau\right)} \leq g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right)
$$

Note that as a consequence of (15), we see that there exist $k>0$ such that

$$
\begin{equation*}
\phi^{\prime}(t) \leq k \sigma(t), \quad \forall t \geq 0 \tag{20}
\end{equation*}
$$

Now, we shall construct a stable set in $H_{0}^{1} \cap H^{2}$. For this, we need define some functionals defined on $H_{0}^{1}$. We set

$$
\begin{gathered}
J(u) \equiv \frac{1}{2} \int_{0}^{\left\|\nabla_{x} u\right\|_{2}^{2}} \Phi(s) d s+\int_{\Omega} \int_{0}^{u} f(\eta) d \eta d x \quad \text { for } u \in H_{0}^{1}, \\
\tilde{J}(u) \equiv \Phi\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right)\left\|\nabla_{x} u\right\|_{2}^{2}+\int_{\Omega} f(u) u d x \quad \text { for } u \in H_{0}^{1}
\end{gathered}
$$

and

$$
E(u, v) \equiv \frac{1}{2}\|v\|_{2}^{2}+J(u) \quad \text { for }(u, v) \in H_{0}^{1} \times L^{2} .
$$

Lemma 2.8. Let $0<\alpha<\frac{4}{(N-4)^{+}}$. Then, for any $K>0$, there exists a number $\varepsilon_{0} \equiv \varepsilon_{0}(K)>0$ such that if $\left\|\Delta_{x} u\right\| \leq K$ and $\left\|\nabla_{x} u\right\| \leq \varepsilon_{0}$, we have

$$
\begin{equation*}
J(u) \geq \frac{m_{0}}{4}\left\|\nabla_{x} u\right\|_{2}^{2} \quad \text { and } \quad \tilde{J}(u) \geq \frac{m_{0}}{2}\left\|\nabla_{x} u\right\|_{2}^{2} . \tag{21}
\end{equation*}
$$

Proof: We see from the Gagliardo-Nirenberg inequality that

$$
\begin{align*}
\|u\|_{\alpha+2}^{\alpha+2} & \leq C\|u\|_{\frac{2 N}{(N-2)}}^{(\alpha+2)(1-\theta)}\left\|\Delta_{x} u\right\|_{2}^{(\alpha+2) \theta}  \tag{22}\\
& \leq C\left\|\nabla_{x} u\right\|_{2}^{(\alpha+2)(1-\theta)}\left\|\Delta_{x} u\right\|_{2}^{(\alpha+2) \theta}
\end{align*}
$$

with

$$
\begin{equation*}
\theta=\left(\frac{N-2}{2 N}-\frac{1}{\alpha+2}\right)^{+}\left(\frac{2}{N}+\frac{N-2}{2 N}-\frac{1}{2}\right)^{-1}=\frac{((N-2) \alpha-4)^{+}}{2(\alpha+2)}(\leq 1) \tag{23}
\end{equation*}
$$

Here, we note that

$$
(\alpha+2)(1-\theta)-2= \begin{cases}\alpha>0 & \text { if } 0<\alpha \leq \frac{4}{N-2}(0<\alpha<\infty \text { if } N=1,2)  \tag{24}\\ \frac{(4-N) \alpha+4}{2}>0 & \text { if } \frac{4}{N-2}<\alpha<\frac{4}{N-4}\left(\frac{4}{N-2}<\alpha<\infty \text { if } N=3,4\right) .\end{cases}
$$

Hence, if $\left\|\Delta_{x} u\right\|_{2} \leq K$, we have

$$
\begin{align*}
J(u) & \geq \frac{m_{0}}{2}\left\|\nabla_{x} u\right\|_{2}^{2}-\frac{k_{2}}{\alpha+2}\|u\|_{\alpha+2}^{\alpha+2} \\
& \geq \frac{m_{0}}{2}\left\|\nabla_{x} u\right\|_{2}^{2}-C\left\|\nabla_{x} u\right\|_{2}^{(\alpha+2)(1-\theta)}\left\|\Delta_{x} u\right\|_{2}^{(\alpha+2) \theta}  \tag{25}\\
& \geq\left\{\frac{m_{0}}{2}-C K^{(\alpha+2) \theta}\left\|\nabla_{x} u\right\|_{2}^{(\alpha+2)(1-\theta)-2}\right\}\left\|\nabla_{x} u\right\|_{2}^{2} .
\end{align*}
$$

Using (24), we define $\varepsilon_{0} \equiv \varepsilon_{0}(K)$ by

$$
C K^{(\alpha+2) \theta} \varepsilon_{0}^{(\alpha+2)(1-\theta)-2}=\frac{m_{0}}{4} .
$$

Thus, we obtain

$$
\begin{equation*}
J(u) \geq \frac{m_{0}}{4}\left\|\nabla_{x} u\right\|_{2}^{2} \tag{26}
\end{equation*}
$$

if $\left\|\nabla_{x} u\right\|_{2} \leq \varepsilon_{0}$. It is clear that (26) is valid for $\tilde{J}(u)$.

Let us define a stable set defined in $H_{0}^{1} \cap H^{2}$ as follows:
$\mathcal{W}_{K} \equiv\left\{(u, v) \in\left(H_{0}^{1} \cap H^{2}\right) \times H_{0}^{1} \mid\left\|\Delta_{x} u\right\|_{2}<K,\left\|\nabla_{x} v\right\|_{2}<K\right.$ and $\left.\sqrt{4 m_{0}^{-1} E(u, v)}<\varepsilon_{0}\right\}$ for $K>0$.

Remark 2.2. If $f(u) u \geq 0$, we need not take $\varepsilon_{0}(K)$, and $\mathcal{W}_{K}$ is replaced by

$$
\tilde{\mathcal{W}}_{K} \equiv\left\{(u, v) \in\left(H_{0}^{1} \cap H^{2}\right) \times H_{0}^{1} \mid\left\|\Delta_{x} u\right\|_{2}<K,\left\|\nabla_{x} v\right\|_{2}<K\right\}
$$

## 3 Global Existence and Asymptotic Behavior

A simple computation shows that

$$
E^{\prime}(t)=-\int_{\Omega} u^{\prime} g\left(u^{\prime}\right) d x \leq 0
$$

hence the energy is non-increasing and we have in particular $E(t) \leq E(0)$ for all $t \geq 0$.

Lemma 3.1. Let $u(t)$ be a strong solution satisfying $\left(u(t), u^{\prime}(t)\right) \in \mathcal{W}_{K}$ on $[0, T[$ for some $K>0$. Assume that the function $\sigma$ satisfies

$$
\begin{equation*}
\int_{0}^{\infty} \sigma(t) d t=+\infty \tag{27}
\end{equation*}
$$

Then we have

1. Under Hyp.1, there exists a positive constant $\omega$ such that the energy of the solution $u$ of $(P)$ decays as:

$$
\begin{equation*}
E(t) \leq E(0) \exp \left(1-\omega \int_{0}^{t} \sigma(\tau) d \tau\right) \quad \text { on }[0, T[. \tag{28}
\end{equation*}
$$

2. Under Hyp.2, there exists a positive constant $C(E(0))(C(0)=0)$ depending on $E(0)$ in a continuous way such that the energy of the solution $u$ of $(P)$ decays as:

$$
\begin{equation*}
E(t) \leq\left(\frac{C(E(0))}{\int_{0}^{t} \sigma(\tau) d \tau}\right)^{\frac{2}{(p-1)}} \quad \text { on }[0, T[. \tag{29}
\end{equation*}
$$

3. Under Hyp.3, there exists a positive constant $C(E(0))(C(0)=0)$ depending on $E(0)$ in a continuous way such that the energy of the solution $u$ of $(P)$ decays as:

$$
\begin{equation*}
E(t) \leq C(E(0))\left[g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right)\right]^{2} \quad \forall t \geq 1 \tag{30}
\end{equation*}
$$

Proof of lemma 3.1. From now on, we denote by $c$ various positive constants which may be different at different occurrences. We multiply the first equation of $(P)$ by $E \phi^{\prime} u$, where $\phi$ is a function which will be chosen later, we obtain

$$
\begin{gathered}
0=\int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u\left(u^{\prime \prime}-\Phi\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right) \Delta u+\rho\left(t, u^{\prime}\right)+f(u)\right) d x d t \\
=\left[E^{q} \phi^{\prime} \int_{\Omega} u u^{\prime} d x\right]_{S}^{T}-\int_{S}^{T}\left(q E^{\prime} E^{q-1} \phi^{\prime}+E^{q} \phi^{\prime \prime}\right) \int_{\Omega} u u^{\prime} d x d t-2 \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{\prime 2} d x d t \\
+\int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega}\left(u^{\prime 2}+\Phi\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right)|\nabla u|^{2}+f(u) u\right) d x d t+\int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u \rho\left(t, u^{\prime}\right) d x d t
\end{gathered}
$$

under the assumption $\left(u(t), u^{\prime}(t)\right) \in \mathcal{W}_{K}$, the functionals $J(u(t))$ and $\tilde{J}(u(t))$ are both equivalent to $\left\|\nabla_{x} u(t)\right\|_{2}^{2}$ by lemma 2.8. So we deduce that

$$
\begin{gathered}
\int_{S}^{T} E^{q+1} \phi^{\prime} d t \leq-\left[E^{q} \phi^{\prime} \int_{\Omega} u u^{\prime} d x\right]_{S}^{T}+\int_{S}^{T}\left(q E^{\prime} E^{q-1} \phi^{\prime}+E^{q} \phi^{\prime \prime}\right) \int_{\Omega} u u^{\prime} d x d t \\
+2 \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{\prime 2} d x d t-\int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u \rho\left(t, u^{\prime}\right) d x d t \\
\leq- \\
\left.+E^{q} \phi^{\prime} \int_{\Omega} u u^{\prime} d x\right]_{S}^{T}+\int_{S}^{T}\left(q E^{\prime} E^{q-1} \phi^{\prime}+E^{q} \phi^{\prime \prime}\right) \int_{\Omega} u u^{\prime} d x d t \\
+2 \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{\prime 2} d x d t+c(\varepsilon) \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} \rho\left(t, u^{\prime}\right)^{2} d x d t+\varepsilon \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{2} d x d t
\end{gathered}
$$

for every $\varepsilon>0$. Choosing $\varepsilon$ small enough, we deduce that

$$
\begin{align*}
\int_{S}^{T} E^{q+1} \phi^{\prime} d t & \leq-\left[E^{q} \phi^{\prime} \int_{\Omega} u u^{\prime} d x\right]_{S}^{T}+\int_{S}^{T}\left(q E^{\prime} E^{q-1} \phi^{\prime}+E^{q} \phi^{\prime \prime}\right) \int_{\Omega} u u^{\prime} d x d t  \tag{31}\\
& +c \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{2}+\rho\left(t, u^{\prime}\right)^{2} d x d t
\end{align*}
$$

Since $E$ is nonincreasing and $\phi^{\prime}$ is a bounded nonnegative function on $\mathbb{R}_{+}$(and we denote by $\mu$ its maximum), we easily estimate the right-hand side terms of (31)

$$
\begin{aligned}
\left|E(t)^{q} \phi^{\prime} \int_{\Omega} u^{\prime} u\right| \leq & \frac{c \mu}{q+1} E(t)^{q+1} \\
\int_{S}^{T}\left(q E^{\prime} E^{q-1} \phi^{\prime}+E^{q} \phi^{\prime \prime}\right) \int_{\Omega} u u^{\prime} d x d t & \leq c \mu \int_{S}^{T}-E^{\prime}(t) E(t)^{q} d t \\
& \leq+c \int_{S}^{T} E(t)^{q+1}\left(-\phi^{\prime \prime}(t)\right) d t \\
& \leq c \mu E(S)^{1+q}
\end{aligned}
$$

Then, we obtain the estimate

$$
\begin{equation*}
\int_{S}^{T} E(t)^{1+q} \phi^{\prime}(t) d t \leq c E(S)^{1+q}+c \int_{S}^{T} E(t)^{q} \phi^{\prime}(t) \int_{\Omega} u^{\prime 2}+\rho\left(t, u^{\prime}\right)^{2} d x d t \tag{32}
\end{equation*}
$$

Proof of (28). We consider the case

$$
\sigma(t)|v| \leq|\rho(t, v)| \leq \frac{1}{\sigma(t)}|v| \quad \forall t \in \mathbb{R}, \forall v \in \mathbb{R}
$$

Then we have

$$
\begin{equation*}
u^{\prime 2}+\rho\left(t, u^{\prime}\right)^{2} \leq \frac{2}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right) \quad \forall t \in \mathbb{R}, \forall x \in \Omega \tag{33}
\end{equation*}
$$

Therefore we deduce from (32) (applied with $\mathrm{q}=0$ ) that

$$
\begin{equation*}
\int_{S}^{T} E(t) \phi^{\prime}(t) d t \leq C E(S)+2 C \int_{S}^{T} \phi^{\prime}(t) \int_{\Omega} \frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right) d x d t \tag{34}
\end{equation*}
$$

Define

$$
\begin{equation*}
\phi(t)=\int_{0}^{t} \sigma(\tau) d \tau \tag{35}
\end{equation*}
$$

It is clear that $\phi$ is a concave nondecreasing function of class $C^{2}$ on $\mathbb{R}_{+}$. The hypothesis (27) ensures that

$$
\begin{equation*}
\phi(t) \rightarrow+\infty \text { as } t \rightarrow+\infty . \tag{36}
\end{equation*}
$$

Then we deduce from (34) that

$$
\begin{equation*}
\int_{S}^{T} E(t) \phi^{\prime}(t) d t \leq C E(S)+2 C \int_{S}^{T} \int_{\Omega} u^{\prime} \rho\left(t, u^{\prime}\right) d x d t \leq 3 C E(S) \tag{37}
\end{equation*}
$$

and thanks to lemma 2.6 we obtain

$$
\begin{equation*}
E(t) \leq E(0) e^{(1-\phi(t)) /(3 C)} \tag{38}
\end{equation*}
$$

Proof of (29). Now we assume that there exists $p>1$ such that (2) is satisfied with $g(v)=v^{p}$ on $[0,1]$. Define $\phi$ by (35). We apply Lemma 2.6 with $q=\frac{(p-1)}{2}$.

We need to estimate

$$
\int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{\prime 2}+\rho\left(t, u^{\prime}\right)^{2} d x d t
$$

For $t \geq 0$, consider

$$
\begin{aligned}
& \Omega_{1, v}^{t}=\left\{x \in \Omega,\left|u^{\prime}\right| \leq 1\right\} \text { and } \Omega_{2, v}^{t}=\left\{x \in \Omega,\left|u^{\prime}\right|>1\right\} \\
& \Omega_{1, \rho}^{t}=\left\{x \in \Omega,\left|u^{\prime}\right| \leq \sigma(t)\right\} \text { and } \Omega_{2, \rho}^{t}=\left\{x \in \Omega,\left|u^{\prime}\right|>\sigma(t)\right\} .
\end{aligned}
$$

First we note that for every $t \geq 0$,

$$
\Omega_{1, v}^{t} \cup \Omega_{2, v}^{t}=\Omega=\Omega_{1, \rho}^{t} \cup \Omega_{2, \rho}^{t} .
$$

Next we deduce from Hyp. 2 that for every $t \geq 0$,

$$
\begin{aligned}
& \text { if } x \in \Omega_{1, v}^{t} \text {, then } u^{\prime 2} \leq\left(\frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right)\right)^{\frac{2}{(p+2)}} \\
& \text { if } x \in \Omega_{2, v}^{t} \text {, then } u^{\prime 2} \leq \frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right) \\
& \text { if } x \in \Omega_{1, \rho}^{t}, \text { then } \rho\left(t, u^{\prime}\right)^{2} \leq\left(\frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right)\right)^{\frac{2}{(p+2)}} \\
& \text { if } x \in \Omega_{2, \rho}^{t}, \text { then } \rho\left(t, u^{\prime}\right)^{2} \leq \frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right)
\end{aligned}
$$

Hence, using Hölder's inequality, we get that
(39)

$$
\begin{aligned}
& \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{\prime 2}+\rho\left(t, u^{\prime}\right)^{2} d x d t \\
& \leq 2 \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} \frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right) d x d t+2 \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega}\left(\frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right)\right)^{\frac{2}{(p+1)}} d x d t \\
& \leq 2 \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} \frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right) d x d t+2 c(\Omega) \int_{S}^{T} E^{q} \phi^{\prime}\left(\int_{\Omega} \frac{1}{\sigma(t)} u^{\prime} \rho\left(t, u^{\prime}\right) d x\right)^{\frac{2}{(p+1)}} d t \\
& \leq c E(S)^{1+q}+2 c(\Omega) \int_{S}^{T} E^{q} \phi^{\frac{(p-1)}{(p+1)}}\left(\frac{-E^{\prime} \phi^{\prime}}{\sigma(t)}\right)^{\frac{2}{(p+1)}} d t .
\end{aligned}
$$

Set $\varepsilon>0$; thanks to Young's inequality and to our definitions of $p$ and $\phi$, we obtain

$$
\begin{align*}
& \int_{S}^{T} E^{q} \phi^{\prime} \int_{\Omega} u^{\prime 2}+\rho\left(t, u^{\prime}\right)^{2} d x d t \\
& \leq c E(S)^{1+q}+2 \frac{p-1}{p+1} \varepsilon^{\frac{(p+1)}{(p-1)}} \int_{S}^{T} E^{1+q} \phi^{\prime} d t+\frac{4}{p+1} \frac{1}{\varepsilon^{\frac{(p+1)}{2}}} E(S) .  \tag{40}\\
& \quad \int_{S}^{T} E^{1+q} \phi^{\prime} d t \leq 2 C E(S),
\end{align*}
$$

and thanks to lemma 2.6 (applied with $c=0$ ) we obtain

$$
E(t) \leq \frac{C}{\phi(t)^{\frac{2}{(p-1)}}}
$$

Now we assume that Hyp. 3 is satisfied with some strictly increasing odd function $g$ of class $C^{1}$.

The key point is to construct a suitable weight function $\phi$ and convenient partitions of $\Omega$. In the following, we assume that the function $H$ is nondecreasing on $[0,1]$ (if $H$ is nondecreasing only on $[0, \eta]$ for some $\eta>0$, it is easy to adapt the proof, see [2]).
Proof of (30). We estimate the terms of the right-hand side of (32) in order to apply the results of Lemma 2.6: we choose $q=1$ and study first

$$
\int_{S}^{T} E \phi^{\prime} \int_{\Omega} u^{\prime 2} d x d t
$$

We have the following estimate:
Lemma 3.2. There exists $C>0$ such that

$$
\begin{equation*}
\int_{S}^{T} E \phi^{\prime} \int_{\Omega} u^{\prime 2} d x d t \leq C E(S)^{2}+C \frac{E(S)}{\phi(S)} \quad \forall 1 \leq S<T \tag{41}
\end{equation*}
$$

Proof of Lemma 3.2. Introduce

$$
\begin{equation*}
h(t)=\frac{1}{\phi(t)}, \quad \forall t \geq 1 \tag{42}
\end{equation*}
$$

$h$ is a decreasing positive function and satisfies

$$
h(1)=1 \text { and } h(t) \rightarrow 0 \text { as } t \rightarrow+\infty .
$$

Define for every $t \geq 1$

$$
\begin{gather*}
\Omega_{3, v}^{t}=\left\{x \in \Omega:\left|u^{\prime}\right| \leq h(t)\right\},  \tag{43}\\
\Omega_{4, v}^{t}=\left\{x \in \Omega: h(t)<\left|u^{\prime}\right| \leq h(1)\right\}, \\
\Omega_{5, v}^{t}=\left\{x \in \Omega:\left|u^{\prime}\right|>h(1)\right\} .
\end{gather*}
$$

Fix $S \geq 1$; first we look at the part on $\Omega_{5, v}^{t}$. We deduce from (2) that

$$
v^{2} \leq \frac{1}{\sigma} v \rho(t, v), \forall t \geq 1, \forall|v| \geq 1
$$

Thus we have

$$
\begin{align*}
\int_{S}^{T} E \phi^{\prime} \int_{\Omega_{5, v}^{t}} u^{\prime 2} d x d t . & \leq \int_{S}^{T} E \frac{\phi^{\prime}}{\sigma(t)} \int_{\Omega_{5, v}^{t}} u^{\prime} \rho\left(t, u^{\prime}\right) d x d t  \tag{46}\\
& \leq \int_{S}^{T} E\left(-E^{\prime}\right) d t \leq k E(S)^{2}
\end{align*}
$$

Next we look at the part on $\Omega_{4, v}^{t}$. Set $t \geq 1$ and $x \in \Omega_{4, v}^{t}$ : then $\left|u^{\prime}(t, x)\right| \leq 1$. Thanks to the definition of $h$, to (15) and to Hyp.3, we have

$$
\phi^{\prime}(t) u^{\prime 2}=\sigma(t) H(h(t)) u^{\prime 2} \leq \sigma(t) H\left(u^{\prime}\right) u^{\prime 2} \leq u^{\prime} \rho\left(t, u^{\prime}\right) .
$$

Therefore

$$
\begin{equation*}
\int_{S}^{T} E \phi^{\prime} \int_{\Omega_{4, v}^{t}} u^{\prime 2} d x d t \leq \int_{S}^{T} E \int_{\Omega_{4, v}^{t}} u^{\prime} \rho\left(t, u^{\prime}\right) d x d t \leq E(S)^{2} . \tag{47}
\end{equation*}
$$

At last we look at the part on $\Omega_{3, v}^{t}$ :

$$
\begin{align*}
& \int_{S}^{T} E \phi^{\prime} \int_{\Omega_{4, v}^{t}} u^{\prime 2} d x d t \leq \int_{S}^{T} E \phi^{\prime}\left(\int_{\Omega_{4, v}^{t}} h^{2} d x\right) d t  \tag{48}\\
& \leq|\Omega| E(S) \int_{S}^{T} \phi^{\prime} h(t)^{2} d t=|\Omega| E(S) \int_{S}^{T} \phi^{\prime} \frac{1}{\phi(t)^{2}} d t \leq|\Omega| \frac{E(S)}{\phi(S)} .
\end{align*}
$$

We add (46)-(48) to conclude.
Next we prove in the same way the following
Lemma 3.3. There exists $C>0$ such that

$$
\begin{equation*}
\int_{S}^{T} E \phi^{\prime} \int_{\Omega_{4, v}^{t}} \rho\left(t, u^{\prime}\right)^{2} d x d t \leq C E(S)^{2}+C \frac{E(S)}{\phi(S)} \quad \forall 1 \leq S<T \tag{49}
\end{equation*}
$$

Proof of Lemma 3.3. We use the same strategy: define for every $t \geq T_{0}$

$$
\begin{equation*}
\Omega_{3, \rho}^{t}=\left\{x \in \Omega: g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right) \leq h(t)\right\} \tag{50}
\end{equation*}
$$

$$
\begin{gather*}
\Omega_{4, \rho}^{t}=\left\{x \in \Omega: h(t)<g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right) \leq 1\right\},  \tag{51}\\
\Omega_{5, \rho}^{t}=\left\{x \in \Omega: g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right)>1\right\},
\end{gather*}
$$

Then it is easy to verify that
if $x \in \Omega_{5, \rho}^{t}$, then $\rho\left(t, u^{\prime}\right)^{2} \leq g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right)\left|\rho\left(t, u^{\prime}\right)\right|=\frac{\left|u^{\prime}\right|}{\sigma(t)}\left|\rho\left(t, u^{\prime}\right)\right|$;
if $x \in \Omega_{3, \rho}^{t}$, then $\rho\left(t, u^{\prime}\right)^{2} \leq h(t)^{2}$.
At last we see that if $x \in \Omega_{4, \rho}^{t}$, then

$$
\frac{\phi^{\prime}(t)}{\sigma(t)}=H(h(t)) \leq H\left(g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right)\right)=\frac{\frac{\left|u^{\prime}\right|}{\sigma(t)}}{g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right)}
$$

thus

$$
\phi^{\prime}(t)\left|\rho\left(t, u^{\prime}\right)\right| \leq \phi^{\prime}(t) g^{-1}\left(\frac{\left|u^{\prime}\right|}{\sigma(t)}\right) \leq\left|u^{\prime}\right| .
$$

The proof of Lemma 3.3 follows from these three estimates.
Using (32), Lemma 3.2 and Lemma 3.3, we get that

$$
\begin{equation*}
\int_{S}^{T} E^{2} \phi d t \leq C E(S)^{2}+C \frac{E(S)}{\phi(S)} \quad \forall S \geq 1 \tag{53}
\end{equation*}
$$

Then we use Lemma 2.6 and the estimate (16) to conclude that there exists $C^{\prime}$ and $T_{1} \geq 1$ such that

$$
E(t) \leq \frac{C^{\prime}}{\phi(t)^{2}} \leq C^{\prime}\left[g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right)\right]^{2} \quad \forall t \geq T_{1}
$$

Thus the proof of Lemma 3.1 is achieved.
Lemma 3.4. Let $u(t)$ be a strong solution satisfying $\left(u(t), u^{\prime}(t)\right) \in \mathcal{W}_{K}$ on $[0, T[$ for some $K>0$. Assume that

- Under Hyp. 1

$$
\int_{0}^{+\infty}\left(\exp \left(1-\omega \int_{0}^{t} \sigma(\tau) d \tau\right)\right)^{\min }\left\{\frac{\gamma+1}{2}, \frac{\alpha\left(1-\theta_{0}\right)}{2}\right\} d t<+\infty
$$

- Under Hyp. 2

$$
\int_{0}^{+\infty}\left(\int_{0}^{t} \sigma(\tau) d \tau\right)^{-\frac{\min \left\{\gamma+1, \alpha\left(1-\theta_{0}\right)\right\}}{p-1}} d t<+\infty
$$

- Under Hyp. 3

$$
\int_{0}^{+\infty}\left(g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right)\right)^{\min \left\{\gamma+1, \alpha\left(1-\theta_{0}\right)\right\}} d t<+\infty
$$

Then we have

$$
\left\|\nabla u^{\prime}(t)\right\|_{2}^{2}+\|\Delta u(t)\|_{2}^{2} \leq Q_{1}^{2}\left(I_{0}, I_{1}, K\right)
$$

with

$$
\lim _{I_{0} \rightarrow 0} Q_{1}^{2}\left(I_{0}, I_{1}, K\right)=I_{1}^{2}
$$

and where we set

$$
\begin{gathered}
I_{0}^{2}=E(0)=\frac{1}{2}\left\|u_{1}\right\|_{2}^{2}+J\left(u_{0}\right) \\
I_{1}^{2}=\left\|\nabla u_{1}\right\|_{2}^{2}+\Phi\left(\left\|\nabla_{x} u_{0}\right\|_{2}^{2}\right)\left\|\Delta u_{0}\right\|_{2}^{2}
\end{gathered}
$$

Proof of lemma 3.4. Multiplying the first equation of $(P)$ by $-\Delta u^{\prime}(t)$ and integrating over $\Omega$, we get

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left[\left\|\nabla u^{\prime}(t)\right\|_{2}^{2}+\Phi\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right)\|\Delta u(t)\|_{2}^{2}\right]+\left(\nabla \rho\left(t, u^{\prime}(t)\right), \nabla u^{\prime}(t)\right) \\
& \left.=-\int_{\Omega} f^{\prime}(u) \nabla u \cdot \nabla u^{\prime}(t) d x\right)+\Phi^{\prime}\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right)\left(\nabla u^{\prime}(t), \nabla u(t)\right)\left\|\Delta_{x} u\right\|_{2}^{2}
\end{aligned}
$$

We set

$$
E_{1}(t) \equiv\left\|\nabla_{x} u^{\prime}\right\|_{2}^{2}+\Phi\left(\left\|\nabla_{x} u\right\|_{2}^{2}\right)\left\|\Delta_{x} u\right\|_{2}^{2}
$$

Using the assumption on $\Phi, g$ et $f$, we have

$$
\begin{align*}
\frac{d}{d t} E_{1}(t) & \leq C\left\|\nabla_{x} u\right\|_{2}^{\gamma+1}\left\|\nabla_{x} u^{\prime}\right\|_{2}\left\|\Delta_{x} u\right\|_{2}^{2}+2 k_{2} \int_{\Omega}|u|^{\alpha}\left|\nabla_{x} u\right|\left|\nabla_{x} u^{\prime}\right| d x \\
& \leq C\left\{E(t)^{\frac{(\gamma+1)}{2}} K^{3}+\left(\int_{\Omega}|u|^{2 \alpha}\left|\nabla_{x} u\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega}\left|\nabla_{x} u^{\prime}\right| d x\right)^{\frac{1}{2}}\right\} \tag{54}
\end{align*}
$$

Here, we see from the Gagliardo-Nirenberg inequality that

$$
\begin{align*}
\left(\int_{\Omega}|u|^{2 \alpha}\left|\nabla_{x} u\right|^{2} d x\right)^{\frac{1}{2}} & \leq\|u(t)\|_{N \alpha}^{\alpha}\left\|\nabla_{x} u(t)\right\|_{\frac{2 N}{(N-2)}} \\
& \leq C\|u(t)\|_{\frac{2 N}{(N-2)}}^{\alpha\left(1-\theta_{0}\right)}\left\|\Delta_{x} u(t)\right\|_{2}^{\alpha \theta_{0}}\left\|\Delta_{x} u(t)\right\|_{2}  \tag{55}\\
& \leq C\left\|\nabla_{x} u(t)\right\|_{2}^{\alpha\left(1-\theta_{0}\right)}\left\|\Delta_{x} u(t)\right\|_{2}^{\alpha \theta_{0}+1} \\
& \leq C E(t)^{\alpha\left(1-\theta_{0}\right)} K^{\alpha \theta_{0}+1}
\end{align*}
$$

with

$$
\theta_{0}=\left(\frac{N-2}{2}-\frac{1}{\alpha}\right)^{+}=\frac{((N-2) \alpha-2)^{+}}{2 \alpha}(\leq 1)
$$

Hence, it follows from (54) and (55) that

$$
\begin{equation*}
\frac{d}{d t} E_{1}(t) \leq C\left\{E(t)^{\frac{(\gamma+1)}{2}} K^{3}+E(t)^{\frac{\alpha\left(1-\theta_{0}\right)}{2}} K^{\alpha \theta_{0}+2}\right\} \tag{56}
\end{equation*}
$$

we conclude that

$$
\begin{aligned}
\left\|\Delta_{x} u(t)\right\|_{2}^{2}+\left\|\nabla_{x} u^{\prime}(t)\right\|_{2}^{2} & \leq \frac{1}{\min \left\{1, m_{0}\right\}}\left\{I_{1}^{2}+C K^{3} \int_{0}^{\infty} E(t)^{\frac{(\gamma+1)}{2}} d t\right. \\
& \left.+C K^{\alpha \theta_{0}+2} \int_{0}^{\infty} E(t)^{\frac{\alpha\left(1-\theta_{0}\right)}{2}} d t\right\}
\end{aligned}
$$

## Examples

Consider

$$
\rho(t, v)=\frac{1}{t^{\theta}} g(v)
$$

with $\theta \in[0,1]$ then we have the following estimate (we take in consideration the conditions in lemma 3.4).
a) under Hyp.1:

$$
E(t) \leq E(0) e^{1-\omega t^{1-\theta}} \text { if } \theta \in[0,1[, \gamma \geq 0, \alpha>0
$$

b) under Hyp.2:

$$
\begin{aligned}
& E(t) \leq C(E(0)) t^{-2\left(\frac{1-\theta)}{(p-1)}\right.} \text { if } \theta \in[0,1[ \\
& (1-\theta)(1+\gamma)>p-1 \text { and } \alpha(1-\theta)\left(1-\theta_{0}\right)>p-1
\end{aligned}
$$

c) Under Hyp. 3:
if $g(x)$ is the inverse function of

$$
M(0)=0 \text { and } M(x)=\frac{x^{\sigma}}{(\log (-\log x))^{\beta}} \text { for } 0<x<x_{0},(\beta, \sigma>0) .
$$

The function $g$ exists and verifies the hypothesis (H.2), when $0<\sigma<1$ (see Appendix). So

$$
g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right)=\frac{1}{t^{\sigma(1-\theta)}(\log ((1-\theta) \log t))^{\beta}}
$$

the conditions in the lemma 3.4 gives
B1

$$
\int_{t_{0}}^{\infty} \frac{1}{t^{\sigma(\gamma+1)(1-\theta)}(\log (\log t))^{\beta(\gamma+1)}} d t<\infty
$$

and
B2

$$
\int_{t_{0}}^{\infty} \frac{1}{t^{\sigma \alpha\left(1-\theta_{0}\right)(1-\theta)}(\log (\log t))^{\beta \alpha\left(1-\theta_{0}\right)}} d t<\infty
$$

which are similar to Bertrand integrals. So, when $\gamma=0$, the first integral ( $B 1$ ) is not finite, we obtain the following cases: if $\sigma(\gamma+1)(1-\theta)>1$, the integral is finite, if $\sigma(\gamma+1)(1-\theta)=1$, and $\beta(\gamma+1)>1$, also the integral is finite. The second integral (B2) is finite under the following conditions:

$$
\sigma^{-1}(1-\theta)^{-1}<\alpha \leq \frac{2}{(N-2)^{+}} \quad \text { for } N=1,2,3
$$

or

$$
\alpha>\frac{2(1-\sigma(1-\theta))}{\sigma(1-\theta)} \quad \text { for } N=3
$$

or

$$
\alpha=\sigma^{-1}(1-\theta) \quad \text { and } \quad \beta^{-1}<\alpha \leq \frac{2}{(N-2)^{+}} \quad \text { for } N=1,2,3
$$

or

$$
\alpha=\frac{2(1-\sigma(1-\theta))}{\sigma(1-\theta)} \quad \text { and } \quad \alpha>\frac{2(1-\beta)}{\beta} \quad \text { for } N=3
$$

Hence, we must restrict ourselves to $1 \leq N \leq 3$.
Theorem 3.1. Under the hypotheses of lemma 3.1 and 3.4 there exists an open set $S_{1} \subset\left(H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right) \times H_{0}^{1}(\Omega)$, which includes $(0,0)$ such that if $\left(u_{0}, u_{1}\right) \in S_{1}$, the problem $(P)$ has a unique global solution u satisfying

$$
u \in L^{\infty}\left(\left[0, \infty\left[; H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(\left[0, \infty\left[; H_{0}^{1}(\Omega)\right) \cap W^{2, \infty}\left(\left[0, \infty\left[; L^{2}(\Omega)\right)\right.\right.\right.\right.\right.\right.
$$

furthermore we have the decay estimate
Under Hyp.1:

$$
\begin{equation*}
E(t) \leq E(0) \exp \left(1-\omega \int_{0}^{t} \sigma(\tau) d \tau\right) \quad \forall t>0 \tag{57}
\end{equation*}
$$

Under Hyp.2:

$$
\begin{equation*}
E(t) \leq\left(\frac{C(E(0))}{\int_{0}^{t} \sigma(\tau) d \tau}\right)^{\frac{2}{(p-1)}} \quad \forall t>0 \tag{58}
\end{equation*}
$$

Under Hyp.3:

$$
\begin{equation*}
E(t) \leq C(E(0))\left[g^{-1}\left(\frac{1}{1+\int_{1}^{t} \sigma(\tau) d \tau}\right)\right]^{2} \quad \forall t>0 \tag{59}
\end{equation*}
$$

## Proof of theorem 3.1.

Let $K>0$. Put

$$
S_{K} \equiv\left\{\left(u_{0}, u_{1}\right) \in \mathcal{W}_{K} \mid Q_{1}\left(I_{0}, I_{1}, K\right)<K\right\}
$$

and

$$
S_{1} \equiv \bigcup_{K>0} S_{K}
$$

Note that if $E_{0}, E_{1}$ are sufficiently small, then $S_{K}$ in not empty.
If $\left(u_{0}, u_{1}\right) \in S_{K}$ for some $K>0$, then an assumed strong solution $u(t)$ exist globally and satisfies $\left(u(t), u^{\prime}(t)\right) \in \mathcal{W}_{K}$ for all $t \geq 0$. Let $\left\{w_{j}\right\}_{j=1}^{\infty}$ be the basis of $H_{0}^{1}$ consisted by the eigenfunction of $-\Delta$ with Dirichlet condition. We define the approximation solution $u_{m}(\mathrm{~m}=1,2, \ldots)$ in the form

$$
u_{m}=\sum_{j=1}^{m} g_{j m} w_{j}
$$

where $g_{j m}(t)$ are determined by
$\left(u_{m}^{\prime \prime}(t), w_{j}\right)+\Phi\left(\left\|\nabla_{x} u_{m}(t)\right\|_{2}^{2}\right)\left(\nabla_{x} u_{m}(t), \nabla_{x} w_{m}\right)+\left(\rho\left(t, u_{m}^{\prime}(t)\right), w_{j}\right)+\left(f\left(u_{m}(t)\right), w_{j}\right)=0$ for $j \in\{1,2, \ldots, m\}$ with the initial data where $u_{m}(0)$ and $u_{m}^{\prime}(0)$ are determined in such a way that

$$
\begin{aligned}
& u_{m}(0)=u_{0 m}=\sum_{j=1}^{m}\left(u_{0}, w_{j}\right) w_{j} \rightarrow u_{0} \text { strongly in } H_{0}^{1} \bigcap H^{2} \text { as } m \rightarrow \infty \\
& u_{m}^{\prime}(0)=u_{1 m}=\sum_{j=1}^{m}\left(u_{1}, w_{j}\right) w_{j} \rightarrow u_{1} \text { strongly in } H_{0}^{1} \text { as } m \rightarrow \infty
\end{aligned}
$$

as $m \rightarrow \infty$.
By the theory of ordinary differential equations, (60) has a unique solution $u_{m}(t)$. Suppose that $\left(u_{0}, u_{1}\right) \in S_{K}$ for $K>0$. Then, $\left(u_{m}(0), u_{m}^{\prime}(0)\right) \in S_{K}$ for large $m$. It is clear that all the estimates obtained above are valid for $u_{m}(t)$ and, in particular, $u_{m}(t)$ exists on $\left[0, \infty\left[\right.\right.$. Thus, we conclude that $\left(u_{m}(t), u_{m}^{\prime}(t)\right) \in \mathcal{W}_{K}$ for all $t \geq 0$ and all the estimates are valid for $u_{m}(t)$ for all $t \geq 0$.

Thus, $u_{m}(t)$ converges along a subsequence to $u(t)$ in the following way:

$$
\begin{aligned}
u_{m}(.) & \rightarrow u(.) \text { weakly } * \text { in } L_{l o c}^{\infty}\left([0, \infty) ; H_{0}^{1} \bigcap H^{2}\right), \\
u_{m}^{\prime}(.) & \rightarrow u_{t}(.) \text { weakly } * \text { in } L_{l o c}^{\infty}\left([0, \infty) ; H_{0}^{1}\right), \\
u_{m}(.) & \rightarrow u_{t t}(.) \text { weakly } * \text { in } L_{l o c}^{\infty}\left([0, \infty) ; L^{2}\right),
\end{aligned}
$$

and hence,

$$
\begin{aligned}
& \Phi\left(\left\|\nabla_{x} u_{m}(.)\right\|_{2}^{2}\right) \nabla_{x} u_{m}(.) \rightarrow \Phi\left(\left\|\nabla_{x} u(.)\right\|_{2}^{2}\right) \nabla_{x} u(.) \text { weakly * in } L_{\text {loc }}^{\infty}\left([0, \infty) ; H_{0}^{1}\right), \\
& \rho\left(t, u_{m}(.)\right) \rightarrow \rho(t, u(.)) \text { weakly } * \text { in } L_{l o c}^{\infty}\left([0, \infty) ; H_{0}^{1}\right),
\end{aligned}
$$

Therefore, the limit function $u(t)$ is a desired solution belonging to

$$
L^{\infty}\left(\left[0, \infty\left[; H_{0}^{1} \cap H^{2}\right) \cap W^{1, \infty}\left(\left[0, \infty\left[; H_{0}^{1}\right) \cap W^{2, \infty}\left(\left[0, \infty\left[; L^{2}\right)\right.\right.\right.\right.\right.\right.
$$

The uniqueness can be proved by use of the monotonicity of $\rho, n \alpha<\frac{2 n}{(n-4)}$ and $\sup _{0 \leq t \leq T}\left(\|u(t)\|_{H^{2}}+\left\|u^{\prime}(t)\right\|_{H_{0}^{1}}\right) \leq C(T)<\infty($ see [2] $)$.

## 4 The case $\alpha=0$

In this section we shall discuss the existence of a global solution to the problem $(P)$ with $f(u) \equiv-u$. More precisely, we impose an assumption on $f(u)$ instead of (H.3) as follows:
(H.3)' $f($.$) satisfies$

$$
\begin{equation*}
f(u)=-k_{3} u \quad \text { for } u \in \mathbb{R} \tag{61}
\end{equation*}
$$

with $k_{3} C(\Omega)<m_{0}, k_{3}>0$, where $C(\Omega)$ is a quantity such that

$$
\begin{equation*}
C(\Omega)=\sup _{u \in H_{0}^{1} \backslash\{0\}} \frac{\|u\|_{2}}{\left\|\nabla_{x} u\right\|_{2}} \tag{62}
\end{equation*}
$$

Remark 4.1. The condition $k_{3} C(\Omega)<m_{0}$ implies that $|\Omega|$ is small in some sense. On the other hand, if $f(u)=u$, we need not take $C(\Omega)$ into consideration.

Our result reads as follows.
Theorem 4.1. Under the hypotheses of lemma 3.1 (we replace (H.3) by (H.3)') and 3.4, there exists an open unbounded set $S_{2}$ in $\left(H^{2} \cap H_{0}^{1}\right) \times H_{0}^{1}$, which includes $(0,0)$, such that if $\left(u_{0}, u_{1}\right) \in S_{2}$, the problem $(P)$ has a unique solution $u$ in the sense of theorem 3.1 which satisfies the decay estimate (57) or (58) or (59).

## Proof of theorem 4.1.

The proof of theorem 4.1 is also given in parallel way to the proof of theorem 3.1 and we sketch the outline.

First, let $k_{3} C(\Omega)<m_{0}$. Then, we see by (62)

$$
\begin{equation*}
J(u)=\frac{1}{2} \int_{0}^{\left\|\nabla_{x} u\right\|_{2}^{2}} \Phi(s) d s-\frac{k_{3}}{2}\|u\|_{2}^{2} \geq \frac{1}{2}\left(m_{0}-k_{3} C(\Omega)\right)\left\|\nabla_{x} u\right\|_{2}^{2} \tag{63}
\end{equation*}
$$

We may assume $\tilde{J}(u)$ also satisfies (63).
If $u(t)$ is a strong solution satisfying $\left\|\nabla_{x} u(t)\right\|_{2}<K$ and $\left\|\nabla_{x} u^{\prime}(t)\right\|_{2}<K$ on $[0, T[$ for some $K>0$, we can derive the decay estimate (28), (29) and (30) by a similar argument as lemma 3.1.

Multiplying the equation by $-\Delta_{x} u^{\prime}$, we see

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} E_{1}(t) & \leq\left|\Phi^{\prime}\left(\left\|\nabla_{x} u(t)\right\|_{2}^{2}\right)\right|\left(\nabla_{x} u(t), \nabla_{x} u^{\prime}(t)\right)\left\|\Delta_{x} u(t)\right\|_{2}^{2}+\frac{k_{3}}{2} \frac{d}{d t}\left\|\nabla_{x} u(t)\right\|_{2}^{2}  \tag{64}\\
& \leq C K^{3} E(t)^{\frac{(\gamma+1)}{2}}+\frac{k_{3}}{2} \frac{d}{d t}\left\|\nabla_{x} u(t)\right\|_{2}^{2}
\end{align*}
$$

where we set

$$
E_{1}(t)=\Phi\left(\left\|\nabla_{x} u(t)\right\|_{2}^{2}\right)\left\|\Delta_{x} u(t)\right\|_{2}^{2}+\left\|\nabla_{x} u^{\prime}(t)\right\|_{2}^{2}
$$

we integrate (64) to obtain

$$
\begin{aligned}
& \left\|\Delta_{x} u(t)\right\|_{2}^{2}+\left\|\nabla_{x} u(t)\right\|_{2}^{2} \\
& \leq \frac{1}{\min \left\{1, m_{0}\right\}}\left\{I_{1}^{2}+C K^{3} \int_{0}^{\infty} E(t)^{\frac{(\gamma+1)}{2}} d t+k_{3}\left\|\nabla_{x} u(t)\right\|_{2}^{2}-k_{3}\left\|\nabla_{x} u_{0}\right\|_{2}^{2}\right\} \\
& \leq \frac{1}{\min \left\{1, m_{0}\right\}}\left\{I_{1}^{2}+C I_{0}^{2}+C I_{0}^{\gamma+1} K^{3} \int_{0}^{\infty} E(t)^{\frac{(\gamma+1)}{2}} d t\right\} \\
& \equiv Q_{2}^{2}\left(I_{0}, I_{1}, K\right) \text { on }[0, T[.
\end{aligned}
$$

In lemma 3.4, We replace $\min \left\{\frac{\gamma+1}{2}, \frac{\alpha\left(1-\theta_{0}\right)}{2}\right\}$ and $\min \left\{\gamma+1, \alpha\left(1-\theta_{0}\right)\right\}$ by $\frac{\gamma+1}{2}$ and $\gamma+1$.
Defining

$$
S_{K} \equiv\left\{\left(u_{0}, u_{1}\right) \in H_{0}^{1} \bigcap H^{2} \mid Q_{2}\left(I_{0}, I_{1}, K\right)<K\right\}
$$

and

$$
S_{2} \equiv \bigcup_{K>0} S_{K}
$$

we conclude that if $\left(u_{0}, u_{1}\right) \in S_{2}$, the corresponding solution to the problem $(P)$ exists globally and satisfies the estimate (28), (29), (30) and $\left\|\Delta_{x} u(t)\right\|_{2}^{2}+\left\|\nabla_{x} u^{\prime}(t)\right\|_{2}^{2}<$ $K^{2}$ for all $t>0$. The proof of theorem 4.1 is complete.

## 5 The case $\Phi \equiv 1$

It is well known that usually, we study global existence for Kirchhoff equation (i.e. when $\Phi \not \equiv 1$ ) in the classe $H^{2} \cap H_{0}^{1}$ (also when $f \equiv \rho \equiv 0$ ). Thus the condition in lemma 3.4 excludes some functions $g$ which verify (H.2) as for example $\rho(t, x)=e^{-\frac{1}{x}}$ or $\rho(t, x)=e^{-e^{\frac{1}{x}}}$ or the example (1) in some cases in lemma 3.1, so, we consider the case $\Phi \equiv 1$ (or a constant function) and we prove a global decaying $H_{0}^{1}$ solution. Here we do not need the condition of lemma 3.4 and we will take only $\alpha \leq \frac{4}{(n-2)^{+}}$ because we work only in $H_{0}^{1}(\Omega)$.

Now, we consider the initial boundary value problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}-\Delta_{x} u+\rho\left(t, u^{\prime}\right)+f(u)=0 \text { in } \Omega \times[0,+\infty[ \\
u=0 \text { on } \Gamma \times[0,+\infty[, \\
u(x, 0)=u_{0}(x), \quad u^{\prime}(x, 0)=u_{1}(x) \text { on } \Omega
\end{array}\right.
$$

First, we shall construct a stable set in $H_{0}^{1}$. For this, we need define some functionals defined on $H_{0}^{1}$. We set

$$
\begin{gathered}
J(u) \equiv \frac{1}{2}\left\|\nabla_{x} u\right\|_{2}^{2}+\int_{\Omega} \int_{0}^{u} f(\eta) d \eta d x \quad \text { for } u \in H_{0}^{1} \\
\tilde{J}(u) \equiv\left\|\nabla_{x} u\right\|_{2}^{2}+\int_{\Omega} f(u) u d x \quad \text { for } u \in H_{0}^{1}
\end{gathered}
$$

and

$$
E(u, v) \equiv \frac{1}{2}\|v\|_{2}^{2}+J(u) \quad \text { for }(u, v) \in H_{0}^{1} \times L^{2}
$$

Then we can define the stable set as

$$
\mathcal{W}=\left\{u \in H_{0}^{1}(\Omega),\left\|\nabla_{x} u\right\|_{2}^{2}-k_{1}\|u\|_{\alpha+2}^{\alpha+2}>0\right\} \cup\{0\}
$$

Lemma 5.1. (i) If $\alpha<\frac{4}{[n-2]^{+}}$, then $\mathcal{W}$ is an open neighborhood of 0 in $H_{0}^{1}(\Omega)$.
(ii) If $u \in \mathcal{W}$, then

$$
\begin{equation*}
\left\|\nabla_{x} u\right\|_{2}^{2} \leq d_{*} J(u) \tag{66}
\end{equation*}
$$

with $d_{*}=\frac{2(\alpha+2)}{\alpha}$.
Proof of lemma 5.1.
(i) From the Sobolev-Poincaré inequality we have

$$
\begin{equation*}
k_{1}\|u\|_{\alpha+2}^{\alpha+2} \leq A k_{1}\left\|\nabla_{x} u\right\|_{2}^{\alpha}\left\|\nabla_{x} u\right\|_{2}^{2} \tag{67}
\end{equation*}
$$

where $A=c_{*}^{\alpha+2}$. Let

$$
U(0) \equiv\left\{u \in H_{0}^{1}(\Omega) \backslash\left\|\nabla_{x} u\right\|_{2}^{\alpha}<\frac{1}{A k_{1}}\right\} .
$$

Then, for any $u \in U(0) \backslash\{0\}$, we deduce from (67) that

$$
k_{1}\|u\|_{\alpha+2}^{\alpha+2}<\left\|\nabla_{x} u\right\|_{2}^{2}
$$

that is, $K(u)>0$. This implies $U(0) \subset \mathcal{W}$.
(ii) By the definition of $K(u)$ and $J(u)$ we have the inequality

$$
\begin{aligned}
J(u) & \geq \frac{1}{2}\left\|\nabla_{x} u\right\|_{2}^{2}-\frac{k_{1}}{\alpha+2}\|u\|_{\alpha+2}^{\alpha+2} \\
& \geq \frac{\alpha}{2(\alpha+2)}\left\|\nabla_{x} u\right\|_{2}^{2}
\end{aligned}
$$

Lemma 5.2. Let $u(t)$ be a strong solution of $\left(P^{\prime}\right)$. Suppose that

$$
\begin{equation*}
u(t) \in \overline{\mathcal{W}} \text { and } \tilde{J}(u(t)) \geq \frac{1}{2}\left\|\nabla_{x} u(t)\right\|_{2}^{2} \tag{68}
\end{equation*}
$$

for $0 \leq t<T$. Then we have (28), (29) and (30) verified on $[0, T[$.

## Examples

1) Consider

$$
\rho(t, v)=\frac{1}{t^{\theta}} g(v)
$$

with $\theta \in[0,1]$ then we have the following estimate
a) under Hyp.1:

$$
\begin{aligned}
& E(t) \leq E(0) e^{1-\omega t^{1-\theta}} \text { if } \theta \in[0,1[, \\
& E(t) \leq E(0) \frac{e}{(\log t)^{\omega}} \text { if } \theta=1 .
\end{aligned}
$$

b) under Hyp.2:

$$
\begin{aligned}
& E(t) \leq \frac{C(E(0))}{t^{2\left(\frac{1-\theta)}{(p-1)}\right.}} \text { if } \theta \in[0,1[, \\
& E(t) \leq E(0) \frac{C(E(0))}{(\log t)^{\frac{2}{(p-1)}}} \text { if } \theta=1 .
\end{aligned}
$$

c) under Hyp.3:

$$
\text { If } g(v)=e^{-\frac{1}{v^{p}}} \text { for } 0<v<\frac{1}{2}, p>0
$$

then we have

$$
\begin{aligned}
& E(t) \leq \frac{C(E(0))}{(\ln t)^{2 / p}} \text { if } \theta \in[0,1[. \\
& E(t) \leq \frac{C(E(0))}{(\log (\log t))^{2 / p}} \text { if } \theta=1 .
\end{aligned}
$$

2) We can also consider the case where $\rho(t, v)=\sigma(t) g(v)$ with

$$
\sigma(t)=\frac{1}{t(\log t)\left(\log _{2} t\right) \ldots\left(\log _{p} t\right)}
$$

for t large nought and with some $p \geq 1$. Then there exists $c>0$ such that

$$
\int_{0}^{t} \sigma(\tau) d \tau=c+\log _{p+1}(t)
$$

Then, under Hyp. 1:

$$
E(t) \leq E(0) e^{1-\omega \log _{p+1}(t)}=E(0) \frac{e}{\left(\log _{p}(t)\right)^{\omega}}
$$

Proof of lemma 5.2. The functionals $J(u(t))$ and $\tilde{J}(u(t))$ are both equivalent to $\left\|\nabla_{x} u(t)\right\|_{2}^{2}$, indeed we have

$$
\int_{\Omega} f(u) u d x \leq k_{1}\|u\|_{\alpha+2}^{\alpha+2} \leq\left\|\nabla_{x} u(t)\right\|_{2}^{2}
$$

So, we have

$$
\frac{1}{2}\left\|\nabla_{x} u\right\|_{2}^{2} \leq K(u(t)) \leq \frac{3}{2}\left\|\nabla_{x} u\right\|_{2}^{2}
$$

Also, we have

$$
|J(u(t))| \leq \frac{1}{2}\left\|\nabla_{x} u(t)\right\|_{2}^{2}+\frac{1}{\alpha+2}\left\|\nabla_{x} u\right\|_{2}^{2} \leq \frac{\alpha+4}{2(\alpha+2)}\left\|\nabla_{x} u(t)\right\|_{2}^{2}
$$

therefore

$$
\begin{equation*}
K(u(t)) \geq \frac{1}{2}\left\|\nabla_{x} u\right\|_{2}^{2} \geq \frac{\alpha+2}{\alpha+4} J(u) \tag{69}
\end{equation*}
$$

Now, we can derive the decay estimate (28), (29) and (30) by similar argument as lemma 3.1.

Theorem 5.1. Suppose that

$$
\alpha \leq \frac{4}{n-2} \quad(\alpha<\infty \quad \text { if } n \leq 2)
$$

and suppose that initial data $\left\{u_{0}, u_{1}\right\}$ belongs to $\mathcal{W}$ and its initial energy $E(0)$ is sufficiently small such that

$$
\begin{equation*}
C_{4} E(0)^{\frac{\alpha}{2}}<1, \tag{70}
\end{equation*}
$$

where $C_{4}=2 k_{1} c_{*}^{\alpha+2} d_{*}^{\frac{\alpha}{2}}$.
Then, the problem $\left(P^{\prime}\right)$ has a unique global solution $u \in \mathcal{W}$ satisfying

$$
u \in L^{\infty}\left(\left[0, \infty\left[; H_{0}^{1}(\Omega)\right) \cap W^{1, \infty}\left(\left[0, \infty\left[; L^{2}(\Omega)\right)\right.\right.\right.\right.
$$

furthermore we have the decay estimate (28), (29) and (30) for all $t \geq 0$.

## Proof of theorem 5.1.

Since $u_{0} \in \mathcal{W}$ and $\mathcal{W}$ is an open set, putting

$$
T_{1}=\sup \{t \in[0,+\infty): u(s) \in \mathcal{W} \text { for } 0 \leq s \leq t\}
$$

we see that $T_{1}>0$ and $u(t) \in \mathcal{W}$ for $0 \leq t<T_{1}$. If $T_{1}<T_{\max }<\infty$, where $T_{\max }$ is the lifespan of the solution, then $u\left(T_{1}\right) \in \partial \mathcal{W}$; that is

$$
\begin{equation*}
K\left(u\left(T_{1}\right)\right)=0 \text { and } u\left(T_{1}\right) \neq 0 \tag{71}
\end{equation*}
$$

We see from lemma 2.2 and lemma 5.1 that

$$
\begin{equation*}
k_{1}\|u(t)\|_{\alpha+2}^{\alpha+2} \leq \frac{1}{2} B(t)\left\|\nabla_{x} u(t)\right\|_{2}^{2} \tag{72}
\end{equation*}
$$

for $0 \leq t \leq T_{1}$, where we set

$$
\begin{equation*}
B(t)=C_{4} E(0)^{\frac{\alpha}{2}} \tag{73}
\end{equation*}
$$

with $C_{4}=2 k_{1} c_{*}^{\alpha+2} d_{*}^{\frac{\alpha}{\frac{2}{2}}}$.
Next, we put

$$
T_{2} \equiv \sup \{t \in[0,+\infty): B(s)<1 \text { for } 0 \leq s<t\},
$$

and then we see that $T_{2}>0$ and $T_{2}=T_{1}$ because $B(t)<1$ by (70). Then

$$
\begin{align*}
K(u(t)) & \geq\left\|\nabla_{x} u(t)\right\|_{2}^{2}-\frac{1}{2} B(t)\left\|\nabla_{x} u(t)\right\|_{2}^{2} \\
& \geq \frac{1}{2}\left\|\nabla_{x} u(t)\right\|_{2}^{2} \tag{74}
\end{align*}
$$

for $0 \leq t \leq T_{1}$. Moreover, (71) and (74) imply

$$
K\left(u\left(T_{1}\right)\right) \geq \frac{1}{2}\left\|\nabla_{x} u\left(T_{1}\right)\right\|_{2}^{2}>0
$$

which is a contradiction, and hence, it might be $T_{1}=T_{\text {max }}$. Therefore, (28), (29) and (30) hold true for $0 \leq T \leq T_{\max }$, and such estimate give the desired a priori estimate; that is, the local solution $u$ can be extended globally (i.e., $T_{\max }=\infty$ ). The proof of theorem 5.1 is now completed.

## Remarks:

By a similar argument as the proof of theorem 4.1, we can extend theorem 5.1 to the case $\alpha=0$.

## Appendix

Let $g(x)$ the inverse of the function $M(x)$ defined by

$$
M(0)=0, \quad M(x)=\frac{x^{\sigma}}{(\log (-\log x))^{\beta}} \text { for } 0<x<x_{0}, \quad(\sigma, \beta>0) .
$$

If we set $x=1 / t\left(0<x<x_{0}\right)$ we have

$$
g^{-1}\left(\frac{1}{t}\right)=\frac{1}{t^{\sigma}(\log (\log t))^{\beta}} \quad\left(t \geq t_{0}\right) .
$$

Now, we prove that the function $g(x)$ exists and verifies the hypothesis (H.2), indeed, we have

$$
(M(x))^{\prime}=\frac{x^{\sigma}\left[\sigma(\log (-\log x))-\frac{\beta}{\log x}\right]}{(\log (-\log x))^{\beta+1}}, \quad(\sigma, \beta>0) .
$$

When $x$ is near $0\left(0<x<x_{0}\right)$, it is clear that $(M(x))^{\prime} \geq 0$, so $M(x)$ is an increasing continuous function. Thus the function $g$ exists. We have also

$$
\frac{x}{M(x)}=\frac{(\log (-\log x))^{\beta}}{x^{\sigma-1}} \rightarrow 0
$$

as $x \rightarrow 0$ if $0<\sigma<1$, so $M(x) \rightarrow 0$ (as $x \rightarrow 0$ ) less fast than $x$ (near 0 ), we deduce that $g(x) \rightarrow 0$ as $x \rightarrow 0$ more fast than $x$ i.e. $|g(x)| \leq c|x|$, we obtain hypothesis (H.2). Now, $\frac{M(x)}{x}$ is a decreasing function, indeed,

$$
\left(\frac{M(x)}{x}\right)^{\prime}=\frac{x^{\sigma-2}\left[(\sigma-1)(\log (-\log x))-\frac{\beta}{\log x}\right]}{(\log (-\log x))^{\beta+1}}
$$

we take $x=e^{-n}, n$ big, we see that $\left(\frac{M(x)}{x}\right)^{\prime} \leq 0 . g$ is a bijective and decreasing function, so for each $x$ and $y$ near 0 , such that $x \leq y$, we have $\frac{M(x)}{x} \geq \frac{M(y)}{y}$, also there exist unique $x^{\prime}$ and $y^{\prime}$ such that $M(x)=x^{\prime}$ and $M(y)=y^{\prime}$ (because $M$ is a bijective function), also $M(x)$ is an increasing function, thus, we have

$$
x \leq y \Longleftrightarrow M(x)=x^{\prime} \leq M(y)=y^{\prime}
$$

So

$$
\begin{aligned}
x^{\prime} \leq y^{\prime} & \Longleftrightarrow \frac{x^{\prime}}{g\left(x^{\prime}\right)} \geq \frac{y^{\prime}}{g\left(y^{\prime}\right)} \\
& \Longleftrightarrow \frac{g\left(x^{\prime}\right)}{x^{\prime}} \leq \frac{g\left(y^{\prime}\right)}{y^{\prime}} \text { for } 0<x<x_{0}
\end{aligned}
$$
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