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This is a monograph dealing with the single-server queue, first from a very
fundamental nonprobabilistic point of view, then, in more concrete fashion as
specific hypotheses leading to concrete analytical results are introduced. The
work will be of primary interest to the reader interested in the mathematical
theory of the single-server queue, with strong emphasis on Bene§’ own work,
rather than the practitioner interested in a collection of formulas covering diverse
physical situations. This is not to minimize, however, the practical value of the
results in Chapters 4 and 5, to be mentioned below.

The emphasis is on obtaining as much information as possible about the
quantity W (t), the so-called virtual waiting time. W(¢) can be defined in a
physical way as the length of time an “inspector’”’ (not one of the customers)
would have to wait if he arrived at the queue at time ¢, and joined the line of
customers present at that time. The “load” on the queue is described by specify-
ing the step function K(-) which jumps upward by an amount equal to the
service period of a customer at the instant of his arrival. The general philosophy
is to consider the queue as operating on the function K(-) to produce the func-
tion W(-). Mathematically, W(-) and K(-) are related through the integral
equation
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where U(z) = max (0, sgn z).

Historically, the very fruitful idea of focusing interest on W(-), rather than
the waiting times of the individual customers, which are more difficult to handle,
is due to Takées [5], who considered the case of non-uniform Poisson arrivals
and independent service times. Later on ([3], [1], [2], [4]; the last of these refer-
ences presumably appeared after completion of the manuseript) it was realized
that interesting information regarding W(-) could be obtained from (1) with-
out any probabilistic assumptions whatsoever regarding the nature of K(-).
In this way, the foundations of the theory are laid in Chapters 1 and 2, and when,
finally, probabilistic assumptions regarding K(-) are made, the significance of
the functional equations for Pr {W(¢) < w} is brought out very clearly.

In order to make the functional equations tractable to analysis by transform
methods, some kind of stationarity assumptions are necessary. Specifically,
the assumption of weak stationarity, which states that

Pri{K(t) — K(u) —t+u = w|W(u) = 0}
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is determined by ¢ — w and w, is introduced. Then, in Chapters 4 and 5, asymp-
totic results as ¢ — «, using Abelian and Tauberian methods, are obtained.
The hard classical analysis used here is very appealing. For example, Theorem
4.8, page 61, gives the value of

lim;.., Pr{W(t) = 0},

if it exists, in terms of the service factor p, which, in turn, is determined by the
roots of a transcendental equation.

The last paragraph of the book contains a brief result on the calculation of
the distribution of z, the first zero of W (-), that is, the length of the busy period.
It may be appropriate to mention that a nonprobabilistic approach to z has in
the meanwhile been given in [4].
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