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ON THE GEOMETRY OF ALMOST COMPLEX 6-MANIFOLDS*

ROBERT L. BRYANT'

This article is dedicated to the memory of Shiing-Shen Chern,
whose beautiful works and gentle encouragement
have had the most profound influence on my own research

Abstract. This article discusses some basic geometry of almost complex 6-manifolds.

A 2-parameter family of intrinsic first-order functionals on almost complex structures on 6-
manifolds is introduced and their Euler-Lagrange equations are computed.

A natural generalization of holomorphic bundles over complex manifolds to the almost complex
case is introduced. The general almost complex manifold will not admit any nontrivial bundles of
this type, but there is a class of nonintegrable almost complex manifolds for which there are such
nontrivial bundles. For example, the Go-invariant almost complex structure on the 6-sphere admits
such nontrivial bundles. This class of almost complex manifolds in dimension 6 will be referred to
as quasi-integrable and a corresponding condition for unitary structures is considered.

Some of the properties of quasi-integrable structures (both almost complex and unitary) are
developed and some examples are given.

However, it turns out that quasi-integrability is not an involutive condition, so the full gener-
ality of these structures in Cartan’s sense is not well-understood. The failure of this involutivity is
discussed and some constructions are made to show, at least partially, how general these structures
can be.
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1. Introduction. In the theory of almost complex manifolds, dimension 6 is
special for a number of reasons.

First, there is a famous non-integrable almost complex structure on the 6-sphere
and the tantalizing problem of determining whether or not there exists an integrable
complex structure on the 6-sphere remains open as of this writing, despite much
interest and effort.

Second, there exist nontrivial functorial constructions of differential forms asso-
ciated to an almost complex structure J on a 6-manifold that are first-order in the
almost complex structure, something that does not happen in dimension 4. These are
reviewed in §2.

In particular, there is a 2-parameter family of first-order 6-forms invariantly asso-
ciated to an almost complex structure in dimension 6 and hence these can be regarded
as defining a 2-parameter family of natural Lagrangians for 6-dimensional almost com-
plex structures. The Euler-Lagrange equations of these functionals are computed and
some of their properties and some examples are discussed. Integrable almost complex
structures are critical points for these functionals, but it turns out that there are
many nonintegrable almost complex structures that are also critical points for all of
these functionals.
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Third, there is a natural generalization of the notion of holomorphic bundles to
almost complex manifolds (this is true in any dimension), one that is based on replac-
ing the holomorphic transition function definition with the structure of a connection
whose curvature is of type (1,1). This opens the way to discussing a generalization
of the notion of Hermitian-Yang-Mills connections to almost complex manifolds. 1
explain this in §3.

For the general nonintegrable almost complex manifold, this notion turns out to
be too rigid to admit any nontrivial examples, but, in dimension 6, there is a spe-
cial class of almost complex manifolds, which I have called quasi-integrable, for which
the overdetermined system that defines these generalized Hermitian-Yang-Mills con-
nections turns out to be just as well-behaved, locally, as the familiar system on an
integrable complex manifold. In particular, important examples, such as the stan-
dard nonintegrable structure on the 6-sphere, turn out to be quasi-integrable (more
generally, nearly Kéhler almost complex manifolds turn out to be quasi-integrable).!

My original goal was to regard quasi-integrable almost complex structures as
a generalization of integrable ones to which the methods of Gromov [12] might be
applicable for establishing existence on compact 6-manifolds. Then one might be able
to use the category of pseudo-holomorphic bundles on such structures as a replacement
for the usual geometry of holomorphic mappings and submanifolds. One might even
be able to use the functionals described above to look for particularly good quasi-
integrable structures on 6-manifolds.

Such a program raises the natural question of how general or ‘flexible’ the quasi-
integrable almost complex structures are. Unfortunately, quasi-integrability for al-
most complex structures turns out not to be a simple matter of imposing a smooth
set of first-order equations on an almost complex structure. Instead, the space of 1-jets
of quasi-integrable almost complex structures is a singular subset of codimension 8 in
the space of all 1-jets of all almost complex structures, the singularity being the worst
exactly along the locus of 1-jets of integrable almost complex structures. Moreover,
unless the first Chern class ¢;(T'M, J) is 3-torsion (a condition that depends only on
the homotopy class of the almost complex structure J), the 1-jet of a quasi-integrable
almost complex structure J on a compact manifold M% cannot avoid this singular
locus. Such behavior does not bode well for application of Gromov’s methods.

Instead it turns out to be better to work with a closely related notion, that of
quasi-integrable U(3)-structures on 6-manifolds (and their hyperbolic analogs, quasi-
integrable U(1,2)-structures), since this condition is defined by a smooth set of 16
first-order equations on the U(3)-structure (respectively, U(1, 2)-structure).

In fact, what I have called the class of quasi-integrable U(3)-structures was al-
ready considered by Hervella and Vidal [14, 15] and by Gray and Hervella [10],
who developed a nomenclature that would describe these U(3)-structures as being
of type W1 &WsdW;.

The relation between the two notions of quasi-integrability is that, away from the
singular locus, a quasi-integrable J has a canonical reduction to a quasi-integrable
unitary structure (J,7) (where n is a nonsingular form of type (1,1) with respect
to J) while, for any quasi-integrable unitary structure (J,7), the underlying almost
complex structure J is quasi-integrable. (However, examples show that when J is

Tt was Gang Tian, in 1998, who pointed out to me that the (pseudo-)Hermitian-Yang-Mills
connections on complex vector bundles over S would be of interest in understanding the singular
behavior of certain generalized Yang-Mills connections associated to calibrated geometries. I would
like to thank him for his suggestion.
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quasi-integrable, there may not be a nonsingular n defined across the singular locus
such that (J,n) is quasi-integrable.)

Unfortunately, it turns out that although quasi-integrable unitary structures are
well-behaved up to second order, the PDE system that defines them is not involutive.
It is not even formally integrable, as obstructions appear at the third order. This was
something that I did not know (or even suspect) at the time of my lectures [3, 4] on
this material in 1998 and 2000. In fact, in my lecture in 2000, I erroneously claimed
that quasi-integrability for U(3)-structures was an involutive condition. It was only
later, when I was writing up a careful proof up for publication, that I discovered my
mistake. This is explained fully in §4.5, where a third-order obstruction to formal
integrability is derived.

This third-order obstruction shows that the quasi-integrable U(3)-structures on
a connected M split into two disjoint classes: Those for which the Nijenhuis tensor
vanishes identically (and hence the underlying almost complex structure is integrable)
and those for which the Nijenhuis tensor vanishes only along a proper subset of real
codimension 2. The former class is, of course, very well understood and forms an invo-
lutive class of its own. The latter class is much less understood. Indications are that
the latter class is, in fact, less general than the former class, as counter-intuitive as
this may seem.? For example, any smooth 1-parameter deformation (.J;,7;) through
quasi-integrable U(3)-structures of the generic U(3)-structure (Jo, ) with Jy inte-
grable will necessarily have J; be integrable for ¢ sufficiently small.

I have not proved that the third-order obstruction that I identify is the only third-
order obstruction, much less have I shown that, when this third-order obstruction is
taken into account, there will be no higher order obstructions to formal integrability.
This would require some rather complex calculations that, so far, I have not been able
to do. This remains an interesting problem for the future.

REMARK 1 (Sources). The results in this article were mostly reported on in two
lectures [3, 4] on aspects of the geometry of almost complex 6-manifolds. Of course,
this written article contains many details and proofs that could not be given in those
lectures for want of time. Moreover, the results on noninvolutivity were not known
at the time of the lectures.

I discussed this work with Professor Chern from time to time and intended to
write the results up for publication, but, after discovering the obstructions to formal
integrability discussed above, I intended to resolve that issue first. Unfortunately, I
was not able to do so before moving on to other projects, so the write-up languished
in my private files.

Since I am no longer working in this area and interest continues to be expressed
in my results, I have decided to release this article in its present form.

Those familiar with Professor Chern’s unrivaled mastery of the method of equiv-
alence and his use of differential forms will see immediately what an enormous debt
I owe to him in this and many other works. He will continue to be sorely missed.

REMARK 2 (Verbitsky’s eprint). On 28 July 2005, Mikhail Verbitsky wrote to
me and informed me of his eprint [23], which contains several results that overlap
those of my own, though they were arrived at independently. The main overlaps
appear to me to be these: First, he rediscovered one of the two first-order functionals

2] realize that I am not being very precise about the notion of ‘generality’ being employed here.
Roughly speaking, what I mean is that, for k£ > 3, the space of k-jets of structures in the former class
has larger dimension than the space of k-jets of structures in the latter class.
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that I list in Theorem 1. Second, he identified the class of almost complex structures
that T have called elliptically quasi-integrable as being of interest (though for different
reasons than I have). Third, he showed that, among the strictly quasi-integrable
almost complex structures, the only ones that are critical for the functional that he
defines are the ones that underlie nearly Kahler structures. 3

2. Almost complex 6-manifolds. Let M° be a 6-manifold and let J : TM —
TM be an almost complex structure on M.* As usual, one has the splitting

(2.1) AN (M) = AV (M) @ A% (M),

where A9 (M) consists of the complex-valued 1-forms o on M that satisfy a(Jv) =

ia(v) for all v € TM and A%!(M) = ALO(M). This induces a type decomposition

(2.2) AMM) = @ AP(M)

pt+g=m
for m > 0 in the usual way, where
(2.3) APYM) = AP (ALO(M)) ® A1 (Ao’l(M)).

(Strictly speaking, one should write A% (M) for AP9(M), but this will be done only
when the almost complex structure J is not clear from context.)

The exterior derivative d : A*(M) — A*(M) splits into a sum of terms d™* :
AP:4 — APTTaTS wwhere, of course,  + s = 1 and, as is easy to see, 7,5 > —1. Thus,
one can write

(2.4) d=d>1+d"0 4 4% 44712

I will also use the common notation d*° = 9 and d%! = 0.

The Leibnitz rule implies that the operator d=12 : ALO(M) — A%2(M) is linear
over the C*° functions on M and so represents a tensor. This tensor is known as the
Nijenhuis tensor and, by the famous Newlander-Nirenberg Theorem [18], it vanishes
identically if and only if the almost complex structure is actually complex.

REMARK 3 (Existence). In dimension 6, it is easy to determine when a given
manifold M carries an almost complex structure. The classical condition in terms of
the characteristic classes is that wy (M) = B(w2(M)) = 0, where w1 (M) and wq(M)
are the Stiefel-Whitney classes and 3 : H?(M,Zy) — H?*(M,Z) is the Bockstein
homomorphism. Equivalently, M must be orientable (i.e., wy(M) = 0) and wq(M)
must be of the form wa (M) = ¢1(K) mod (2), where K is some complex line bundle
over M, (i.e., M must possess a Spin°(6)-structure).

The set J(M) of almost complex structures on M is the space of sections of a
bundle J(M) — M whose fiber is modeled on GL(6,R)/ GL(3,C). In fact, if F(M) —
M is the right principal GL(6,R)-bundle of coframes u : T, M — RS then J(M) =
F(M)/GL(3,C). Unless otherwise stated, the topology on J (M) will be the Whitney
C™ topology.

3His result is loosely related to my Proposition 2, though our hypotheses and conclusions are
quite different.

4Throughout this article, when M is a manifold, the space of complex-valued smooth alternat-
ing p-forms on M will be denoted by AP(M).
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Each section J of J(M) determines an orientation of M and a line bundle K =
A%(T}’OM)* such that we(M) = ¢1(K) mod (2). Moreover, when M is compact,
the set J(M, 0, K) of sections of J(M) that determine a given orientation o and line
bundle K is easily seen to be nonempty.

REMARK 4 (First-order invariants). The group Diff (M) acts transitively on J(M)
in the obvious way, but it does not act transitively on J*(J(M)).
In fact, the 1-jet of J at z € M determines the complex linear mapping

(2.5) dy b (TR OM)* — A»O(T2M)*.

Conversely, given two almost complex structures I and J defined in a neighborhood
of z that have the same 0-jet at = (i.e., I, = J,) and that determine the same linear
mapping d, 12, there exists a diffeomorphism ¢ : M — M that is the identity at z to
first-order and has the property that ¢*(J) and I have the same 1-jet at x.

In this sense, the Nijenhuis tensor is a complete first-order invariant of almost
complex structures under the action of the diffeomorphism group.

It is, perhaps, also worth remarking that the map d, 12 is essentially arbitrary.
(This is true in any even dimension, not just (real) dimension 6): For any complex
constants CJEE = —C’ij, consider the complex valued 1-forms on C™ defined by

(2.6) ol =dz' + 305 7 dz".

On an open neighborhood U C C” of z = 0, these n 1-forms and their complex
conjugates are linearly independent. As a consequence, there is a unique almost
complex structure Jo on U for which the of are a basis of the Jg-linear 1-forms on U.
A straightforward calculation yields

(2.7) dy (a'y) = éc%g allg n oy,
thus verifying that d, b2 can be arbitrarily prescribed.

2.1. Invariant forms constructed from the Nijenhuis tensor. Let U C M
be an open set on which there exist linearly independent 1-forms !, a2, a3 in AX9(U).
Write a = (o) : TU — C? and note that o maps each fiber T},U isomorphically (and
complex linearly) onto C3. 1 will say that « is a J-complex local coframing on M
with domain U.

There exists a unique smooth mapping N(«) : U — M3x3(C) such that

1 PYIE]

a a?ra

(2.8) d2a=d"1?[a? | = N(a) | a®rad
o’ T2

alra

If 3 = (8 : TU — C? is any other J-linear coframing on U, then there exists a
unique function g : U — GL(3, C) such that 8 = ga and computation yields

(2.9) N(B) = N(ga) = det(g) " g N(e)'g.

This motivates investigating the representation p : GL(3,C) — End(M3x3(C))
defined by

(2.10) p(g)(a) = det(g) "' ga'y.

In particular, it will be important to understand its orbit structure.’?

5Contrary to the claim made in [23, §3], the p-stabilizer of a generic point in Msx3(C) is not
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2.1.1. The form ®. Clearly, one has ’det(p(g)a)‘2 = |det(g)| 2| det(a)|?, so
that

(2.11) |det (N (gav)) ’2 = | det(g)| ™ |det(N(cv)) 2

)

implying that the nonnegative 6-form
(2.12) <I>:%‘det(N(oz))|2o¢1/\a2Ao¢3/\§A$A$

is well-defined on U independent of the choice of . Consequently, ® is the restriction
to U of a nonnegative 6-form, also denoted @, that is well-defined globally on M.
When it is necessary to make the dependence on the almost complex structure J
explicit, I will denote this 6-form by ®(.J).

2.1.2. The form w. Another invariant is the canonical (1,1)-form w that is
defined as follows: Let

(2.13) Q : M3x3(C) x M3x3(C) — M3x5(C)

be the unique bilinear map satisfying Q(a,b) = Q(b,a) and Q(a,a) = det(a)a™!.
This @ satisfies Q(*a, 'b) = *Q(a,b) and

(2.14) Q(gah, gbh) = det(g) det(h) h ™' Q(a,b) g~ !

for all g, h € GL(3,C) and a,b € M3x3(C). As aresult, the (1, 1)-form w defined on U
by

(2.15) w=1TarQ('N(a),N(a)) ra,

does not depend on the choice of the coframing a and, since ‘Q(‘a, @) = Q(*a,d), this
form is real-valued. Consequently, it is the restriction to U of a real-valued (1, 1)-form
that is well-defined globally on M. When it is necessary to make the dependence on J
explicit, this 2-form will be denoted by w(.J).

2.1.3. The form 1. A third invariant can be defined as follows: Let
(216) P: M3><3((C) X M3><3((C) X M3><3((C) — C

be the symmetric trilinear map satisfying P(a,a,a) = det(a) for a € M3x3(C). Note
the identities P(‘a,tb,*c) = P(a,b,c) and

(2.17) P(a,b,c) =+ tr(Q(a,b)c) = + tr(Q(a, c)b),
which will be useful below. The map P has the equivariance
(2.18) P(gah, gbh, gch) = det(g) det(h) P(a, b, c)
for all g, h € GL(3,C). Thus, the (3,0)-form on U defined by
(2.19) ¢ = P(N(a),N(a),'N(a)) a* ra® rd?,

is independent of the choice of coframing o on U. Consequently, it is the restriction
to U of a well-defined (3, 0)-form on M. When it is necessary to make the dependence
on J explicit, this (3, 0)-form will be denoted by ¥(J).

trivial; it is not even discrete. In fact, the generic p-orbit in M3x3(C) has codimension 2, so the
‘generic’ p-stabilizer has dimension 2.
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2.1.4. Tautological forms. One way to interpret the above constructions is
that there exist, on J* (J(M)), unique, M-semi-basic, smooth differential forms @ (of
degree 6), P (of degree 3), and w (of degree 2) such that, for any almost complex
structure J : M — J(M), one has

(2.20) Fr@)=2(),  JI)W)=v), ) (w) =w),

where j!(J) : M — J'(J(M)) is the 1-jet lifting of J : M — J(M).

2.1.5. Bi-forms. For later use, I will point out the existence of two further
first-order invariant ‘bi-form’ tensors that will turn out to be important. These two
forms Ey(J) and E(J) are sections of the bundle A»(M) ® A39(M) and are given
in terms of a local complex coframing a by the formulae

(221) Ei(J)=1'arQ('N(e),'N(e)) rna® P(N(a),N(a),N(a)) a' ra® ra?
and
(2.22) Eo(J)=4'arQ(N(a),N(a))ra® P('N(a),'N(a),N(a)) a* ra® na®.

The change-of-coframing formulae already discussed show that these bi-forms are
globally defined on M. The reader will note the similarity of these definitions to

Eo(J) = w(J) @ 9(J),

2.23 -
(2.23) anQ('N(a),N(a)) ra® P(N(a),N(a),'N(a)) a' ra® ra?,

i
-2

which is also a section of AL1(M) @ A30(M).

2.2. Relations and Inequalities. There are some relations among these in-
variant forms:

PROPOSITION 1 (Relations). The invariants w, v, and ® satisfy
(2.24) Siva =0+ 3u°.
In particular,
w3,

(2.25) ~lo<

e
=

Proof. The equation (2.24) is equivalent to
(2.26) 9| P(a, a,td)‘2 = ‘det(a)’2 + 8 det(Q(a,"a))

for a € M543(C) while the inequality (2.25) is equivalent to the homogeneous poly-
nomial inequality

(2.27) —1det(a)|* < det(Q(a, ‘a)),

Obviously (2.26) implies (2.27), so it suffices to establish (2.26). This latter relation
can be proved directly simply by expanding out both sides, but this is something of
a mess and is somewhat unconvincing.

To establish (2.26), it suffices to prove it on an open subset of M3z, 3(C) ~ C.
Moreover, because of the equivariance of the mappings P and @, if this relation holds
for a given a € M3x3(C), then it holds on the entire p-orbit of a. Thus, I will describe
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a ‘normal form’ for the p-action on an open set in M3, 3(C). (This normal form will
also come in handy for other reasons.)

First, consider the restriction of the p-action to SL(3,C) C GL(3,C). This
restricted action is just p(g)(a) = ga’g and hence M343(C) is reducible as a real
SL(3, C)-representation. Namely, write a = h 4 ik where h and k are Hermitian sym-
metric, h = *h and k = 'k, and note that this splitting is preserved by the p-action
of SL(3,C).

As is well-known in linear algebra, there is an open set in the space of pairs of
3-by-3 Hermitian symmetric matrices that can be simultaneously diagonalized by an
element of SL(3,C).5 In particular, a nonempty open set of elements of M3x3(C) are
p-equivalent to diagonal elements of the form

aq 0 0
(2.28) a=10 ay O
0 0 as

where the a; are nonzero. Now, after p-acting by a diagonal element of GL(3, C), one
can clearly reduce such an element to the form

eM 0 0
(2.29) a=| 0 e* 0
0 0 e

where A1 + Ay + A3 = 0. Thus, the union of the p-orbits of such elements contains an
open set in M345(C), so it suffices to prove (2.26) for a of this form.
However, for a in the form (2.29), one has det(a) = 1 and computation yields

(2.30) P(a,a,'a) = L(e7#M 4 e 22 4 o721%9)
and
cos(A2—A3) 0 0
(2.31) Q(a,'a) = 0 cos(A3—A1) 0
0 0 cos(A1—A2)

The relation (2.26) for a of the form (2.29) now follows trivially. O

REMARK 5 (More identities). Although the structure equations will be explored
more thoroughly in a later section, the reader may be interested to note the identity

(2.32) dHw = % tr(*N(a)Q(*N(a),N(a))) al ra®ra?,

which follows immediately from (2.8) and (2.15).
Since the identity tr(‘a Q(*a,a)) = 3P(a,a,'a) holds for all @ € M3x3(C), one
has

(2.33) d 2w = 3ivy,
so that one has the useful identity

(2.34) dw = 3Im(3)) + 0w + Ow = 3Tm(vh) + 2 Re(dw).

6For example, any pair (h, k) for which the cubic polynomial p(t) = det(h + tk) has three real
distinct roots can be simultaneously diagonalized by this action and the set of such pairs is open.
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Of course, Ow = d%'w = dw is a second-order invariant of .J.
Similarly, the (2,2)-form d=%24¢ is first-order in .J while the expression 9v is
second-order. In fact, with respect to any complex coframing «, one has
a?nad
(2.35) A2y = (a?ra®  oPral alaa?) R(N(a)) | adral
alra?

where R : M3yx3(C) — Ms343(C) is the function

(2.36) R(a) = P(a,a,'a)a.
Thus, the identity tr(‘a Q(‘a,a)) = 3P(a, a,'a) implies
(2.37) wad Y = 3 a1,

which also follows from (2.33) by differentiating the identity wat) = 0.

It seems likely (though I have not written out a proof) that the ring of smooth
first-order invariant forms definable for an almost complex structure J on a 6-manifold
is generated by w, v, d~ 121, ®, and their conjugates.

Note, by the way, that (2.24) implies that all of these first-order forms can be
generated from w by repeatedly applying the operator d 12, conjugation, and exterior
multiplication. Thus, in some sense, w is the fundamental object.

REMARK 6 (Nonvanishing invariants). If J is an integrable almost complex
structure, then d=%2 = 0, so, of course, all of the invariant forms constructed above
from the Nijenhuis tensor vanish. In the other direction, one might be interested to
know when it is possible to have one of these invariant forms be nowhere vanishing.

Now, ®(J) is nowhere vanishing if and only if the bundle map

(2.38) A8 (TVOM)T — A2(TO M)

is an isomorphism. This would imply that the bundles (T*°M)* and A? (To’lM )*
have the same Chern classes, i.e., that 3c1(J) = 0 and ¢1(J)? = ¢1(J)ea(J) = 0
(where, of course, the Chern classes are computed for the bundle T'M with the complex
structure J).

Thus, for example, any almost complex structure on CP? that is homotopic to
the standard complex structure cannot have a nonvanishing @, since the first Chern
class of the standard almost complex structure is nontrivial.

If ¢(J) were to be nonvanishing, then one clearly would have ¢;(J) = 0, for,
in this case, the ‘canonical bundle’ K = A3(T*9M)* would be trivial (and not just
3-torsion) because 9 (J) would be a nonvanishing section of it.

Finally, note that, if w(J) were everywhere nondegenerate, then either w(J)3 > 0,
in which case, by (2.24) one sees that 1(.J) is nowhere vanishing, or else w(J)3 < 0,
in which case, again by (2.24), one sees that ®(.J) is nowhere vanishing.

One has a stronger result in the case that w(J) is a positive (1,1)-form: It is easy
to prove that, if Q(%a,a) is a positive definite Hermitian symmetric matrix, then a is
p-equivalent to a matrix of the form (2.29) in which all of the \; satisfy |\;| < 3.
Consequently, if w(J) is positive, then both ¢ (J) and ®(J) are nonvanishing and one
has the inequality”

(2.39) Tw(J)? < @(J).

"N.B.: The assumption that w(J) be a positive (1, 1)-form is essential for the inequality (2.39),
since it does not hold in general.
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The case of equality in this last inequality will turn out to be important below, where
it will be seen to be equivalent to strict quasi-integrability (when w is positive).

2.3. First-order functionals. The above constructions yield the following re-
sult:

THEOREM 1 (Invariant functionals). If M® is compact and oriented, then for any
constants c¢1 and ca, the functional

(2.40) F.(J) = /M 1 ©(J) + co d () ap(J)

is a diffeomorphism-invariant, first-order functional on the space Jy(M) of almost
complex structures on M that induce the given orientation. The functional F, belongs
to the class LS. O

REMARK 7 (A classification). It is not difficult to show that any smooth func-
tion L : M343(C) — R that satisfies

(2.41) L(p(g)a) = | det(g)|~*L(a)

for all g € GL(3,C) is of the form
(2.42) La) = ¢; |det(a)‘2 + ¢z | P(a, a, ta)‘Q

for some real constants ¢; and cy. From this and the discussion in Remark 4, it
follows without difficulty that the functionals listed in Theorem 1 are the only smooth,
diffeomorphism-invariant, first-order functionals on Jy (M).

Note that the map (z,y) = (|det(a)|?, |P(a,a,'a)[*) : M3x3(C) — R? has, as its
image, the entire closed quadrant x > 0, y > 0, so that neither of the terms in L
dominates the other in general.

The fact that these first-order functionals are in LY should be no surprise; as is
usual with geometrically interesting functionals, they are on the boundary of Sobolev
embedding.

2.4. The Euler-Lagrange system. It is natural to ask about the critical points
of the functionals F, introduced in Theorem 1. Because these functionals are first-
order, their Euler-Lagrange equations can be computed using the method of Poincaré-
Cartan forms [6].

To implement this method, I will first exhibit the 1-jet bundle J* (J(M)) — M as
a quotient of a prolonged coframe bundle F() (M) — M and then use the canonical
forms on F(V (M) to do the necessary computations.

2.4.1. (0,2)-connections. To motivate this, I will begin by reminding the reader
about (0, 2)-connections associated to almost complex structures. If J is an al-
most complex structure on M5, then one has the GL(3,C)-bundle F(.J) of J-linear
coframes u : T,M — C3 and the canonical (i.e., tautological) C3-valued 1-form 7
on F(J). A connection on F(J) is a GL(3, C)-equivariant 1-form x on F(J) with val-
ues in gl(3, C) such that the 2-form dn+rAn is semi-basic for the projection F(J) — M.
One says that such a connection is a (0, 2)-connection if it satisfies the stronger con-
dition that

(2.43) dn® = —mj— A+ %C;,; 0 aAnk.
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for some (necessarily unique) functions C’;E = —C']%j on F(J). Such connections always

exist and, in fact, the set of such connections is the space of sections of an affine
bundle FV(.J) — F(J) of real rank 36.

2.4.2. The prolonged coframe bundle. For the next step, recall that
GL(6,R) can be embedded into GL(6,C) as the subgroup of invertible matrices of
the form

(2.44) (g g)

where A and B lie in M3x3(C).

Now, let 7 : F(M) — M be the bundle of C3-valued coframes v : T,M — C3.
When there is no danger of confusion, I will simply write F for F(M). Let w : TF — C?
be the canonical C3-valued 1-form on F. Sometimes, w = (w?) is called the ‘soldering
form’.

Using the identification of gl(6,R) with pairs of matrices in gl(3,C) implicit
in (2.44), one can see that specifying a pseudo-connection® on F is equivalent to
specifying a pair of 1-forms « and  with values in M3x3(C) such that the 2-form

(2.45) dw+arw+ frw

is semi-basic. I will say that such a pseudo-connection is C-compatible if it satisfies
the stronger condition that

(2.46) dw’ + o nw’ + ﬂ;AJ = %Tji,—C wl Awk

for some functions T;E = —Tij on F. (Note that it is necessary to consider pseudo-
connections here because the only actual connections satisfying such a condition are
the ones that satisfy TJE']—C =0.)

As is easy to see, the pseudo-connections on F that are C-compatible are the
sections of an affine bundle F() — F of real rank 144. On F() | there exist canonical
complex-valued 1-forms ¢% and 6% and complex-valued functions NJEE = —N};J, such
that the following structure equations hold

(2.47) dw’ = —¢) nw? —G;AE+%NJ%LUJ' Awk.

These canonical forms and functions are defined by the property that, when a C-
compatible pseudo-connection defined by an « and § as in (2.46) is regarded as a
section V : F — F(1)| then V pulls back ¢ to be a, 6 to be 3, and N to be T

It is convenient to think of N as taking values in M343(C) as earlier, i.e., N :
F — Ms,3(C), since GL(3,C) clearly acts on F®") in such a manner that this
mapping is p-equivariant.

Given a choice of C-compatible pseudo-connection on F defined by 1-forms « and 3
as above (and, therefore, defining the function 7' on F), one can consider the plane
field 3+ C TF of corank 18 on F defined by the equations 3 = (ﬂ;) =0. At u € F, the
plane B+ C T,F is tangent to the GL(3, C)-structure associated to an almost complex
structure. In fact, 3~ determines a 1-jet of an almost complex structure at u. Thus,

8 A pseudo-connection on a principal right G-bundle 7 : B — M is a g-valued 1-form 1 that pulls
back to each m-fiber in B to be the canonical left-invariant 1-form in the usual sense. It is a more
general notion than ‘connection’ since one does not require G-equivariance.
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there is a natural submersion & : F() — J1(J(M)). The map ¢ has been defined in
such a way that it pulls back the canonical contact system on J!(J(M)) to be the
ideal 7 generated by the 1-forms 6;. In fact, the maximal integral manifolds of Z on
which

(2.48) Q=1 rw® rwd Awl aw? Awd £ 0,

are precisely the natural embeddings of the bundles F(!) (J) into F for almost com-
plex structures J.

Now computations that could be carried out abstractly on J! (J(M )) can be
carried out explicitly on F(!) using the canonical forms and functions. It is this
technique that will now be employed.

Recall that there are canonical forms @ and ¥ on J'(J(M)) that satisfy (2.20).
These forms pull back to F(V) via & to satisfy

(2.49) ED0 = |det(N)*Q
and
(2.50) &P =P(N,N,!N)w' rw? rwd.

In particular, for any constants ¢; and cz, one has
(2.51) (1@ + coi Y AP) = (c1| det(N)[* 4 c2| P(N, N,*N)[?) Q.

Set L = L(N) = c1| det(N)|*+c2| P(N, N,!N)|? and note that L has the equivari-
ance

(2.52) L(p(g)a) = | det(g)|~*L(a)

for all @ € M3x3(C). I am now going to compute the Euler-Lagrange system for the
functional

(2.53) A =L(N)Q.

To do this effectively, I will need the second structure equations on F(V). To
compute these, write

(2.54) dw’ = =g nw? — (0% + FNZ wF) nw,

and, temporarily, set 77[,;; = 9{; + %N;E J, so that the above equation takes the form
(2.55) dw' = —¢% nw! — Plawd.

Taking the exterior derivative of this expression gives

(2.56) 0= —(dg + @i A & + 9k AUF) nw? — (AUl + o AU + 9k A dF) AT,

so that, by Cartan’s Lemma, there must exist 1-forms 7%, = 7}, W;E, and w;;]; =i

kj
so that
d¢>§- + ¢l /\gb? + 9L M/)_;f = —7T§-k AwP — 71';,5 AWk,

(2.57) i i k ik i k i TR
dys + O A7 +Yp AP = —TsAw — M AW
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(The forms 7 are not canonically defined on F(V), but this ambiguity will not cause a
problem.) Setting
i i 0 i i 0 i 0 i
(258) ijc = deTc + NjE Qbé — ok (b] — leﬁ(bk = _VEj7
one finds that the above equations imply
(2.59) d6‘;§ = ¢! AH;S — 0L Aok — (W;E + %V;E) rwF mod wh,w?, WP,

2.4.3. The Euler-Lagrange ideal. Now, given L = L(N) = L as above,
let Lfk = —ij be the functions such that

(2.60) dL = Re(L}* dN;)

(Since L is a polynomial of degree 6 on M3y 5(C), the functions LZE are polynomials
of degree 5.)
The equivariance of L and §2 and the definitions made so far imply that

(2.61) d(LQ) = Re(L¥ vip) A Q.

J

Let wp be the 5-form that satisfies

(2.62) wi Awp) = 6] Q
and w’ rwpz; = 0 for all ¢ and j. Consider the 6-form

(2.63) N =LQ+2Re (Lg’E 9;;Aw[,;]) .

The structure equations derived so far and the definitions made imply that?

2.64 dA = 2Re (0in Y]
7 [
where

Consequently, the Euler-Lagrange ideal £y on J(J(M)) for the first-order func-
tional defined by A = L Q pulls back to F(!) to be generated by the 1-forms 0%, their
exterior derivatives, and the 6-forms Tf (whose real and imaginary parts constitute 18
independent forms).

2.4.4. The Euler-Lagrange equations. The upshot of these calculations is
the following result, whose proof has just been given in the course of the above dis-
cussion.

THEOREM 2 (Euler-Lagrange Equations). Let L(a) = eci|det(a)]® +
c2|P(a,a,'a)|* for a € Msx3(C) and real constants ¢1 and cy. Define the polyno-
mial functions L7*(a) = —L*(a) as in (2.60). Then an almost complex structure J

9The reader familiar with the theory of Poincaré-Cartan forms for first-order functionals will
recognize this formula as the first step in computing the so-called Betounes form of the Lagrangian A.
While I could, at this point, compute the entire Betounes form, I will not need it in this article, so I
leave this aside. For more information about the Betounes form, see [6].
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on MS is a critical point of the functional F. as defined in (2.40) if an only if, for
any local J-linear coframing o : TU — C? and (0, 2)-connection r satisfying

a?rad
(2.66) da=—-kra+ N(a) | adral |,
alra?
the following identities hold:
(2.67) d(L(N() a[,;]) + L*(N(a)) 64 A Q) — LEF(N(a)) &) A apg = 0.

REMARK 8 (The nature of the equations). As expected, Theorem 2 shows that
the Euler-Lagrange equations for F, are second-order and quasi-linear (i.e., linear in
the second derivatives of J). The reader will also note that they constitute a system
of 18 equations. Of course, these equations can be expressed as the vanishing of a
globally defined tensor on M and that will be done below in Corollary 1, but this is not
particularly illuminating. The above formulation is good for practical calculations.

These equations cannot be elliptic since they are invariant under the diffeomor-
phism group. It seems reasonable to expect the functional F, to have ‘better’ convexity
properties when both ¢; and co are positive, but I do not know whether this is the
case. However, an analysis that is somewhat long does show that, when ¢; and ¢, are
positive, F, is elliptic for variations transverse to the action of the diffeomorphism
group when linearized at any J for which w(J) is positive definite. (Note that, when
c1 and ¢y are nonnegative, the functional F,. is bounded below by 0 and hence all
integrable almost complex structures are absolute minima for F,. Of course, the inte-
grable almost complex structures are critical points of the functional F, for any value
of ¢.)

Finally, note that, even though « is not uniquely determined by (2.66), this am-
biguity in x does not show up in the Euler-Lagrange equations (2.67). The reason is
that (2.66) determines x up to replacement by *x where
(2.68) Wi = 4 sty ob

for some functions sk, = s};. Since ap contains a'ra®ra® as a factor, *w{rag =

/@f/\a[,;], so that the second term in the left hand side of (2.67) is unaffected by the
ambiguity in the choice of k. It also follows that

(2.69) Ky A Qg = Ky Aapg + s Q
and this, coupled with the skewsymmetry Lf-% = —ij , shows that the ambiguity in
the choice of x does not affect the final term of the left hand side of (2.67).

REMARK 9 (Degenerate critical points). Of course, any J that satisfies ®(J) =0
is a critical point of the functional Fi. when co = 0, just as any J that satisfies ¢(J) = 0
is a critical point of F,. when ¢; = 0.

In particular, if d=12 : 410 — A%2 has rank at most 1 at each point, then one
has both ®(J) = 0 and ¢(J) = 0, implying that all such almost complex structures
are critical for all of the F.,.

On the other hand, as will be seen below in Proposition 8, the almost complex
structure underlying a nearly Kéhler structure will have w(J) > 0 and yet will be
critical for all of the functionals F,.. Thus, nondegenerate ‘supercritical’ (i.e., critical
for all F,) almost complex structures do occur.
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2.4.5. The tensorial version. Finally, I give the ‘tensorial’ version of the Euler-
Lagrange equations. First, though, I note that because of the canonical isomorphism

(2.70) APU(M) = APO(M) @ A%(M),

the d-operators 0 : AMH (M) — AV2(M) and 0 : A>°(M) — A31(M) can be combined
by the Leibnitz rule and exterior product to yield a well-defined, first-order, linear
operator

(271) 5:A1,1(M)®A3,0(M) —>A1’O(M)®A3’2(M).

Then Theorem 2 can be expressed in the following terms.

COROLLARY 1 (The Euler-Lagrange equations). An almost complex structure J
is critical for the functional F. if and only if it satisfies

(2.72) 9 (c1 Ea(J) + c2(5B2(J) + 2Eo(J))) =0,

where the E;(J) are defined as in (2.21), (2.22), and (2.23).

Proof. This is an exercise in unraveling the definitions and applying Theorem 2.
The essential part of the calculation is noting that the elementary identity

(2.73) dP(a,b,c) = 3 tr(Q(b, ¢)da+ Q(c,a) db + Q(a,b) dc)
can be expanded to yield a formula for dL when
(2.74) L(a) = ¢1 |det(a)|” + 2 | P(a, a, 'a)|*.

Substituting this formula for dL into the explicit equations of Theorem 2 and writing
out the definition of 9 in a coframing then yields the desired result. O

REMARK 10 (Reality and the tensors F;(J)). By properties of the representa-
tion p, it is an invariant condition on J that, at each point, the Nijenhuis matrix N («)
be a complex multiple of a Hermitian symmetric matrix.

In this case, which will be called the case of a Nijenhuis tensor of real type, one
clearly has

(2.75) 8(J) = & 0(7) 2 900,
Moreover, by the formulae (2.21), (2.22), and (2.23), one also has
(2.76) Er(J) = Ex(J) = Eo(J) = w(J) @ ¢(J).

In particular, by Corollary 1, an almost complex structure J with Nijenhuis tensor of
real type is a critical point of all of the functionals F, if and only if it is critical for
some functional F, where ¢ = (c1,c2) satisfies ¢; + ¢ # 0. In turn, this happens if
and only if J satisfies the second-order condition

(2.77) 3(w() ® w()=0,

3

(2.78) A(w(J)) @Y(J) +w(J)@d($(J])) =0,
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where the terms on the left hand side are regarded as sections of A9 (M) ® A%2(M)
via the canonical isomorphism

(2.79) AV (M) © AO(M) = AV (M) ® A2(M)
and the canonical homomorphism induced by wedge product

(2.80) AVY M) @ A3 (M) — AV (M) @ A3 (M).

2.4.6. The nearly pseudo-Kidhler case. An interesting special case is the
following one, in which a second-order (determined) system of PDE on J coupled with
a first-order open condition on J implies the Euler-Lagrange equations for all of the
functionals F. and, moreover, a first-order closed condition on .J.

PROPOSITION 2 (Nearly pseudo-Kéhler structures). Suppose that the almost
complex structure J on MO satisfies Ow = 0 while 1 is nonvanishing. Then J is
critical for all of the functionals F, and its Nijenhuis tensor is of real type.

Proof. Since 0w = 0 = dw, the relation (2.34) simplifies to

(2.81) dw = 3Im(y) = 33 (P — ).
This implies di) = d1p, which, by type considerations, implies both that
(2.82) =0

and that d=12% is a real-valued (2, 2)-form. Of course, this already implies that
(2.83) I(wmy)=0.

Now, by (2.35) and the formula for R(a), it follows from the reality of d—12¢
that, for any local complex coframing o : TU — C3, the matrix

(2.84) R(N(a)) = P(N(a), N(a),"N(a)) N(a),

is Hermitian symmetric. Since
(2.85) ¢ = P(N(a),N(a),'N(a)) o' no® ra?

is assumed to be nonvanishing, it follows that N(«) is a (nonzero) complex multiple
of a Hermitian symmetric matrix, i.e., that J has a Nijenhuis tensor of real type, as
claimed.

In particular, by Corollary 1, Remark 10, and the formula 5(w ® ) =0, it now
follows that .J is critical for all F,, as claimed. O

REMARK 11 (Nomenclature). In the case that dw = 0 while ¢ is nowhere
vanishing, one now sees by the formula for R(a) and the reality of the Nijenhuis
tensor that

(2.86) dy =d M%) =202

As will be seen in §4, the equations dw = 3Im(z)) and di) = 2w? characterize the
so-called ‘strictly nearly Kéhler’ case when w is a positive (1,1)-form and ¢ is non-
vanishing. However, as will be seen, there are examples of solutions of the above
equations for which w is not a positive (1, 1)-form, and this can be thought of as the
‘strictly nearly pseudo-Kéahler’ case.
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3. Pseudo-holomorphic bundles. When (M,J) is a complex m-manifold,
there is a close relationship between holomorphic structures on complex bundles
over M and connections on those bundles whose curvature satisfies certain restric-
tions. This relationship is made somewhat clearer in the context of Hermitian bundles
over M, so that is how the discussion will begin.

Suppose, first, that E — M is a holomorphic bundle over M. Let H(FE) denote the
space of Hermitian metrics on E. As is well-known [11, p. 73], for any h € H(FE), there
exists a unique connection V" on E that is compatible with h and satisfies (V")%! =
Or. The curvature (V)2 of V" is an End(E)-valued (1,1)-form on M.

Conversely, suppose that E is a complex vector bundle over M, that h € H(E)
is an Hermitian metric on E, and that V is an h-compatible connection on E whose
curvature V2 is of type (1,1). Then there is a unique holomorphic structure on E
such that VO! = 9.

Of course, this correspondence between holomorphic structures and connections
with curvature of type (1,1) is not bijective, precisely because there are many Her-
mitian structures on F. One way of tightening this correspondence is to impose some
extra conditions on the curvature form.

For example, suppose that M carries a Kahler structure, represented by a Kéahler
form 7, say.!? Then, for a given holomorphic bundle E, an Hermitian metric h € H(E)
is said to be Hermitian- Yang-Mills if it satisfies

(3.1) tr, (V")?) =i\ idg

for some constant A € R. This is a determined equation for h that is elliptic if 7 is
definite and hyperbolic if # is indefinite.

Alternatively, one can consider a complex bundle £ — M endowed with a fixed
Hermitian metric h € H(E) and look for connections V that are h-compatible and
satisty

(3.2) (W)™ =0, (V)" =X idg

for some constant A € R.

For the importance of these concepts in algebraic and complex differential geom-
etry, see [7] and [22]. This introductory discussion is meant to motivate the following
definitions.

DEFINITION 1 (Pseudo-holomorphic bundles). When (M, J) is an almost complex
manifold and F — M is a complex vector bundle over M endowed with a Hermitian
metric h, an h-compatible connection V on F is said to define a pseudo-holomorphic
structure on E if V2 has curvature of type (1,1).

If, in addition, 7 is a (possibly indefinite) almost Hermitian metric on (M, J),
and tr,(V?) = i) idg, the connection V is said to be pseudo-Hermitian-Yang-Mills.

REMARK 12 (Philosophy). The main reason that this generalization of holomor-
phic bundle and Hermitian-Yang-Mills connections might be of interest is that these
can exist and be nontrivial even when (M, J) is not an integrable complex manifold.
In fact, the main point of this section is to point out that there is a rather large class
of almost complex structures in (real) dimension 6 that, at least locally, support ‘as

10Tn what follows, one can allow the metric n to be indefinite (but always nondegenerate). Thus,
the (1,1)-form 7 need not be positive. However, for the sake of brevity, I will usually only treat the
definite case explicitly, only pointing out the places where the sign makes a significant difference.
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many’ pseudo-Hermitian-Yang-Mills connections as the integrable complex structures
do.

These pseudo-Hermitian-Yang-Mills connections on almost complex manifolds,
particularly the Go-invariant 6-sphere, also show up in the study of singular behaviour
of Yang-Mills connections. See §5.3 of [21] for a further discussion of this.

Also, while it is not, strictly speaking, necessary to restrict attention to connec-
tions V compatible with a Hermitian structure on F, it is convenient and it simplifies
the theory in some respects. I will leave it to the reader to determine when this
restriction can be dropped. In any case, since F is only being regarded as a com-
plex bundle (rather than a holomorphic one), any two Hermitian structures on E are
equivalent under the action of the smooth gauge group Aut(F), so the specification
of a Hermitian norm on F is not a delicate issue.

PROPOSITION 3 (Curvature restrictions). If V is a pseudo-holomorphic structure
on E — M, then V? = (V?)b! takes values in Hom(E) ® K where

(3.3) K=%ker(d"?+d> "' AV — A% g A>0).

Proof. Let r be the rank of E and let u = (uy,...,u,) be a unitary basis of ['(U, E)
for some open set U C M. Then Vu = uA, where A is a 1-form on U with values
in u(r). By hypothesis, the curvature form F = dA+ AaA is a (1, 1)-form with values
in u(r). By the Bianchi identity

(3.4) dF =FArA—AAF.

Since F is a (1,1)-form, the A% & A%°-component of the right hand side of this
equation vanishes. Thus,

(3.5) (A" +d> ) (F) =0,
as desired. O

REMARK 13 (Generic triviality). When n is sufficiently large and J (or more,
specifically, the Nijenhuis tensor of J) is sufficiently generic, the map d—%2? + d*~!
is injective on AY!. In such a case, any pseudo-holomorphic structure V on E is
necessarily a flat connection, so that E is a flat bundle. This is analogous to the fact
that the sheaf of holomorphic functions on a general nonintegrable almost complex
structure is just the constant sheaf.

The interesting case is going to be when there are plenty of non-flat pseudo-
holomorphic structures. Note that the set of complex bundles over M that admit
pseudo-holomorphic structures is closed under sums, products, and taking duals. It
would appear that a good way to find almost complex structures that support many
pseudo-holomorphic bundles would be to look for ones that support many pseudo-
holomorphic line bundles. It is to this case that I will now turn.

3.1. The line bundle case. From now on, I will restrict attention to the 6-
dimensional case.

Consider the case of a line bundle £ — M. Then any pseudo-holomorphic struc-
ture V on E has curvature of the form V2 = i¢ ® idg where ¢ is a closed, real-
valued (1, 1)-form.

Using a local complex coframing o = (a*) on the open set U C M, write

(3.6) ¢=1iF;a' nal
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where F;; = Fj; can be regarded as a Hermitian symmetric 3-by-3 matrix F defined
on U. One computes

(3.7) A2 =1tr("N(a)F) al na? rad.

Thus, closure implies two linear zeroth-order equations on ¢, namely, the real and
imaginary parts of the equation tr(tN(a)F) = 0.

This algebraic system combined with the already overdetermined system d¢ = 0
for ¢ € AV! is generally not involutive.!! However, there is a class of almost complex
structures characterized by a first-order condition that generalizes the integrable case
and for which the system d¢ = 0 for ¢ € A%! is involutive. It is to this condition
that I now turn.

Note that, because F' is Hermitian-symmetric, the equation tr(tN (a)F ) =0 will
reduce to a single linear equation on F if and only if N(«) is a complex multiple of a
Hermitian-symmetric matrix, i.e., if and only if J has a Nijenhuis tensor of real type
(see Remark 10).

It turns out that simply having its Nijenhuis tensor be of real type is a rather
awkward condition on J because the union of the p-orbits of the Hermitian symmetric
matrices in M3, 3(C) has complicated singularities. It is better to work with a some-
what stronger condition that ‘tames’ this singularity, which motivates the following
definition:

DEFINITION 2 (Quasi-integrability). An almost complex structure J on M®
is said to be elliptically quasi-integrable if, for any local J-linear coframing «, the
matrix N(a) takes values in the p-orbit of I3 € M3y 3(C) union with the zero element.
It is said to be strictly elliptically quasi-integrable if, for any local J-linear coframing «,
the matrix N(«) takes values in the p-orbit of I3 € M3x3(C).

Similarly, an almost complex structure J on M is said to be hyperbolically quasi-
integrable if, for any local J-linear coframing «, the matrix N(«) takes values in
the p-orbit of diag(1l, —1,—1) € M3x3(C) union with the zero element. It is said to
be strictly hyperbolically quasi-integrable if, for any local J-linear coframing «, the
matrix N (a) takes values in the p-orbit of diag(1, —1,—1) € M3x3(C).

REMARK 14 (Nonstrictness). The main reason for including the possibility of the
Nijenhuis tensor vanishing in the definition of quasi-integrability is so that integrable
almost complex structures will be quasi-integrable. The main focus of the rest of this
section will be the strictly quasi-integrable case.

The justification for the term ‘quasi-integrable’ will appear below. Basically, the
reason is that the overdetermined system describing pseudo-Hermitian-Yang-Mills
connections, which would not be involutive for the general almost complex structure
in dimension 6, turns out to be very well-behaved in the quasi-integrable case.

PROPOSITION 4 (Structure reduction). If J is an elliptic strictly quasi-integrable
almost complex structure on the 6-manifold M, then there is a canonical SU(3)-
structure on M whose local sections consist of the local J-linear coframings o : TU —
C3 for which N(«) = I3. The invariant (1,1)-form w = w(J) is a positive (1,1)-form
on M while v is a nonvanishing (3,0)-form on M.

H1n fact, by a somewhat long argument that involves higher order invariants of the almost com-
plex structure, it can be shown that, for a sufficiently generic almost complex structure J on a
6-manifold M, the sheaf of closed (1, 1)-forms on M is trivial. Since the methods of this argument
will not be used further in this note, I will not give details here.
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Stmilarly, if J is a hyperbolic strictly quasi-integrable almost complex structure
on the 6-manifold M, then there is a canonical SU(1,2)-structure on M whose local
sections consist of the local J-linear coframings o : TU — C? for which N(a) =
diag(1,—1,—1). The invariant (1,1)-formw = w(J) is a (1, 1)-form of signature (1,2)
on M while v is a nonvanishing (3,0)-form on M.

In either case (hyperbolic or elliptic), these forms satisfy

(3.8) 1P =1yry=0>0.

Proof. The elliptic case follows from the evident fact that the p-stabilizer of I3 €
M343(C) is SU(3) while P(I3,I3,1I3) = 1 and Q(I3,I3) = Is. The hyperbolic case is
similar since, if D = diag(1,—1,—1), then P(D,D,D) =1 and Q(D,D) = D. O

Recall that a U(3)-structure (also called an almost Hermitian structure) on M°
is a pair (J,n) consisting of an almost complex structure J on M and a 2-form 7
that is a positive (1, 1)-form with respect to J. A J-linear coframing o : TU — C3
defined on U C M is said to be (J,n)-unitary if o defines a unitary isomorphism
between T,U and C?® (with its standard Hermitian structure) for all z € U. One
has a similar description of U(1,2)-structures on M. The transition rule (2.9) then
implies that the following definitions are meaningful.

DEFINITION 3 (Quasi-integrable unitary structures). A U(3)-structure (J,7n)
on MY is said to be quasi-integrable if any local (J,n)-unitary coframing a : TU — C3
satisfies N(a) = A3 for some function A : U — C.

Similarly, a U(1,2)-structure (J,n) on M?® is said to be quasi-integrable if any
local (J, n)-unitary coframing o : TU — C3 satisfies N (a) = diag(\, —\, —\) for some
function A : U — C.

REMARK 15 (Relations). If (J,n) is quasi-integrable on M, then J is quasi-
integrable on M. However, there do exist quasi-integrable J for which there does not
exist a corresponding n such that (J,7n) is quasi-integrable.

The difficulty is caused by the places where the Nijenhuis tensor of J vanishes. If J
is quasi-integrable, then on the open set M* C M where its Nijenhuis tensor is nonzero
(i.e., where J is strictly quasi-integrable), the pair (J,w(J)) is quasi-integrable. In
fact, any n on M™* such that (J,n) is quasi-integrable is necessarily a multiple of w(J).
However, it can happen that one cannot smoothly extend any such positive 1 as a
positive (1, 1)-form on all of M. See Remark 25.

REMARK 16 (The quasi-integrable condition). Because the orbit
p(GL(3,C))-Is C Msx3(C) is diffeomorphic to GL(3,C)/SU(3), this orbit has
dimension 10 and codimension 8 in Mz, 3(C). Thus, the condition of strict elliptic
quasi-integrability can be thought of as a system of 8 first-order equations (plus
some inequalities due to the fact that the orbit is not closed) for the almost complex
structure J. The case of strict hyperbolic quasi-integrability is similar. The nature
of these equations will be discussed below.

Somewhat better behaved is the quasi-integrability condition for a pair (J, 7). In
this case, quasi-integrability is a closed condition and is easily seen to be a system
of 16 first-order equations for the U(3)- or U(1,2)-structure (J,n). Since quasi-
integrability is unaffected by replacing (J,n) by (J, un) for any smooth positive y, it
would be more natural to formulate this concept for RT- U(3—¢, g)-structures, rather
than U(3—g¢, ¢)-structures, but I will wait until the discussion in §4.5 to do this.
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REMARK 17 (Other nomenclatures). It should also be noted that quasi-
integrability for a U(3)-structure is what Gray and Hervella [10] refer to as
type Wi@&WsBW;, (or, alternatively Gy, see [14, 15]), since, quasi-integrability for
a U(3)-structure is the vanishing of the U(3)-torsion component that Gray and
Hervella denote by W.

PROPOSITION 5. Let (J,n) be a strictly quasi-integrable U(3—q, q)-structure
on M®. Then any pseudo-holomorphic stucture V on an Hermitian bundle E — M
is pseudo-Hermitian- Yang-Mills. In fact,

(3.9) tr, (V?) = 0.

Proof. Under these conditions, the formula (3.7) implies that the kernel space K
defined in Proposition 3 is equal to the set of ¢ € AM! such that tr,(¢) = 0. O

The main interest in quasi-integrability comes from the following elliptic result
and its hyperbolic analog, which ensure that, at least locally, there are many pseudo-
holomorphic line bundles on quasi-integrable manifolds.

PROPOSITION 6 (The fundamental exact sequence). Let (J,n) be a quasi-
integrable U(3)-structure on MS and let

(3.10) Ayt (M) = {p € AMH(M) | try(¢) =0},

be the n-primitive part of the (1,1)-forms on M. Let Z3"' (M) C Ay (M) denote the
closed forms in Ay"(M).
Then d=—42 + d®~! vanishes on .A(l)’l, the subcomplex

(3.11) 0— Ayt — A¥pAM? — A - A A0

of the deRham complex on M 1is a locally exact elliptic complex, and, consequently,
the sheaf complex

(3.12) 0— Zy' — Ayt — APpAY? At A A5 0

. , 1,1
is a fine resolution of Z;.

Proof. To begin, note that A%!(M) is the space of sections of a (complex) vector
bundle of rank 9 over M and that Ay"' (M) is the space of sections of a (complex)
subbundle of rank 8. If U C M is an open subset on which there exists a (J,n)-
unitary coframing o : TU — C3, then one has N(a) = Al3 for some A € C*°(U) and,
moreover, for any ¢ € A(l)’l(U), one has

(3.13) ¢=1F;a ral

for some 3-by-3 matrix of functions F = (F};) satisfying tr(F) = 0. Of course, by the
formula (3.7), it follows that (d=%2 +d>~1)(¢) = 0.

Thus, d(Aé’l(M)) lies in A*Y (M) & AV2(M) and it follows that (3.11) is indeed
a subcomplex of the (complexified) deRham complex. (Note, that, moreover, each of
the vector spaces involved is the complexification of the real subspace consisting of
the real-valued forms in that subspace.)

Since it is a subcomplex of the deRham complex, for any nonzero (real) cotangent
vector &, the symbol o¢ of the operators in the sequence (3.11) is simply left exterior



582 R. L. BRYANT

multiplication by &. This symbol sequence is obviously exact at A% and A°. Moreover,
elementary linear algebra shows that .A(l)’1 contains no nonzero decomposable 2-forms,
so the symbol o¢ is injective at Aé’l. By rank count (the bundles have ranks 8,
18, 15, 6 and 1 in order), then, it follows that the symbol sequence will be exact
at A2 (M) @ AM2(M) if and only if it is exact at A%(M). To prove that it is exact
at A%, it suffices to show that any 4-form of the form éAY can be written in this form
where T lies in A>!(M) @ AL2(M). However, this is immediate from exterior algebra
considerations. Thus, the sequence (3.11) is an elliptic complex.

To prove local exactness is somewhat more subtle and I will not give full details
here. For the results needed in the following argument and the definitions of the
terms involved see [5], especially Chapter 10, §3. (Note, however, that local exactness
is obvious at the places A® and A°® since this is just the Poincaré Lemma. The issue
is local exactness at the other places.)

First of all, a calculation shows that the Cartan characters of the overdetermined
system d¢ = 0 for ¢ € Aé’l are

(314) (807 51,582, 53, 54, S5, 86) = (07 07 27 47 67 47 O)

and that this system is indeed involutive. It then follows that the Spencer resolu-
tion of the overdetermined operator d : A(l)’l — A>! @ AM? is formally exact and a
computation verifies that (3.11) is, in fact, this Spencer resolution.

Finally, the operator d : Aé’l — A% @ A2 is seen to satisfy Singer’s é-estimate,
which, together with the formal exactness already derived, implies that (3.11) is indeed
locally exact (see [5, Theorem 3.10]). O

REMARK 18 (The hyperbolic case). In the case of a hyperbolic quasi-
integrable (J,7), the complex (3.11) is still formally exact locally. After all, the
overdetermined system d¢ = 0 for ¢ € A(l)’l is still involutive and has Cartan charac-
ters given by (3.14). However, the local exactness is not obvious since one does not
have an analog of the §-estimate.

REMARK 19 (Relation with Hodge theory). Note that, when M* C M, the open
set on which J is strictly quasi-integrable, is dense in M, the space Aé’l(M ) is equal
to the kernel of d=%2 + d?~! on AV (M). In particular, in this case, the vector
space Z,"' (M) is equal to the space of closed (1,1)-forms on M.

By Proposition 6, when M is compact and (J,7n) is elliptically quasi-integrable,
the space Z,"" (M) is finite dimensional and consists of the closed ‘primitive’ (1,1)-
forms on M. In general, one does not know that these forms are harmonic in the
usual sense. The reason is that, when ¢ € (Aé’l)R, one has

(3.15) *$=—dnn,

where * is the Hodge star operator for the underlying metric and orientation associated
to the U(3)-structure (J,n). When ¢ is closed, this only gives

(3.16) d(x¢) = —padn = ¢ (On+ On),

so that, unless (J,7) satisfies 9n = 0 (which is not automatic), one will not generally
have ¢ be coclosed.

In any case, if ¢ = ¢ € Z3'" (M) satisfies the condition that [¢] € H2(M,R) is
an integral cohomology class, then there will exist a complex line bundle £ endowed
with an Hermitian structure h and an h-compatible connection V such that V2 =
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27ip ® idg. In particular, V will define a pseudo-holomorphic structure on E, one
that is, moreover, pseudo-Hermitian-Yang-Mills.

REMARK 20 (Potentials). As the reader will recall, in the integrable case, a
closed, smooth (1,1)-form ¢ can be locally written in the form ¢ = i99f for some
smooth ‘potential’ function f. Moreover, when (J,7) is Hermitian (i.e., J is inte-
grable), an n-primitive (1,1) form is locally expressible as i 9f where f is harmonic
with respect to the underlying metric.

Unfortunately, in the non-integrable case, there does not appear to be such a local
potential formula for the closed (1, 1)-forms.

3.2. General rank. In fact, in the quasi-integrable case, the above results for
line bundles generalize in a natural way to all ranks:

PROPOSITION 7. Let (J,n) be a quasi-integrable structure on M® and let E — M
be a rank r complex bundle endowed with an Hermitian structure h. The overdeter-
mined system

(3.17) (V322 = t1,(V?) =0
for h-compatible connections V on E is involutive, with Cartan characters
(3.18) (50, 81, 82, 53, 84, 55, 5¢) = (0,0,0,0,2r2, 312, r%).

Proof. Twill give the proof in the case that (J,7) is a U(3)-structure. The U(1,2)-
structure case is entirely analogous.

The claimed result is local, so let U C M be an open set over which both U
and THO(M) are trivial as complex bundles. Let u = (uy,...,u,) be an h-unitary

basis of the section of E over U and let a : TU — C? be a (J, n)-unitary coframing
on U. Then there exist 1-forms gb;- and a smooth function A on U such that « satisfies

(3.19) do! = —¢inal + Xad nak
where (7, j, k) is any even permutation of (1,2,3). In particular, note that
(3.20) d(a* ra? ra?®) = —tr(d) Aot na? Aa® + 2072,

since n = % (alAJ +a?na? + a%@).
Now, any h-compatible connection V on F over U will be of the form

(3.21) Vu=u® (r—'7)
where
(3.22) T=pra' +pa’+pza’

for some p; : U — M, «,(C). Letting
(3.23) F=d(r—'7)+ (r—"7)a(r—'7) = —'F
denote the curvature of V as usual, the condition that F = F'''! can be written as

(3.24) Fra'ra?ra® =0
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and the condition that tr,(F) = 0 can be written in the form
(3.25) Fan?=0.

This motivates the following construction: Let X = U x (MTXT((C))S, and regard
the projections p; : X — M,+,(C) as vector-valued functions on X. Define 7 =
p1at + paa? + p3a® and regard (3.23) as defining a u(r)-valued 2-form F on X.
Let Z be the ideal on X algebraically generated by the 2r? components of the 5-
form T = Faa'ra?ra® and the 72 components of the 6-form ¥ = Fan?. Note that,
by the Bianchi identity and (3.20), one has the crucial identity
dY =dFaratra?nad —|—F/\d(0[1 /\012/\043)

= (Fa(r="'7)—(n="7)aF)ra' na?ra?

+ F' A (—tr((b)Aozl ra? nad + 2)\772)
= - TA(r='7) = (T ="F) AL —tr(¢) AT + 22\,

(3.26)

which shows that 7 is differentially closed. (It is for this that the hypothesis of quasi-
integrability is needed.)

The integral manifolds of (Z, ia'ra?ra®ralra?ra?) in X are, by construction,
locally the graphs of the h-compatible connections on E over U that satisfy (3.17).
The verification that this ideal with independence condition is involutive and has
characters as described in (3.18) is now routine. O

REMARK 21 (Gauge fixing). The reader should not be surprised that the last
nonzero character in (3.18) is s¢ = 72 rather than 0. This is to be expected since
the equations (3.17) are gauge invariant. In terms of the local representation defined
above, this implies that if 7 = p; o’ does satisfy these equations, then, for any smooth
map g : U — U(r), the gl(r, C)-valued (1,0)-form

(3.27) 79 =g tag+ g tng

will also satisfy these equations. As usual, one can break this gauge-invariance by
imposing an additional equation, such as the ‘Coulomb gauge’ condition

(3.28) d(m +'7) an?* =0,
and the reader can check that this yields a system whose characters are
(3.29) (50, 51, 52,83, 54, 85, 56) = (0,0,0,0,2r% 472 0).

Moreover, when 7 is positive definite, this is an elliptic system, which implies, in
particular, that one has elliptic regularity for Coulomb-gauged pseudo-Hermitian-
Yang-Mills connections over a quasi-integrable U(3)-structure.

In particular, note that this shows that pseudo-Hermitian-Yang-Mills connections
have the same degree of local generality for quasi-integrable U(3)-structures as for in-
tegrable U(3)-structures. In the case of real-analytic quasi-integrable U(3)-structures,
the Coulomb-gauged pseudo-Hermitian-Yang-Mills connections are also real-analytic.

It seems very likely, though I have not tried to verify this, that there would be
analogs of the Uhlenbeck removable singularities theorem generalizing to the quasi-
integrable case the ones known in the integrable case [7, 21, 22].

Naturally, in the hyperbolic case, i.e., for quasi-integrable U(1, 2)-structures, one
does not have elliptic regularity.
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4. Examples and Generality. In this section, after some examples have been
given of (strictly) quasi-integrable almost complex structures, the question of how
general such structures are will be addressed.

4.1. The 6-sphere. The most familiar example of of a non-integrable almost
complex structure is the Go-invariant almost complex structure on the 6-sphere.
The group Go is the subgroup of GL(7,R) that preserves the 3-form

(41) (b — dx123 + d$145 + d$167 + d.’L'246 _ dx257 _ dx356 _ d$347,

where z = (2') are the standard coordinates on R” and dz™* = dz’rdz’ adz®. Tt is
not difficult to show that Gq is a subgroup of SO(7), i.e., that it preserves the standard
inner product and orientation on R”. It is connected and has dimension 14. It acts
transitively on S% C R7 and the stabilizer of a point in S is isomorphic to SU(3),
i.e,, GaNSO(6) = SU(3).

In particular, it follows that G preserves a SU(3)-structure on S6. One can define
this structure by defining its associated invariant differential forms. The invariant
(1,1)-form w is defined to be the pullback to S® of the Gg-invariant 2-form R - ¢,
where R is the radial vector field on R”. The invariant (3,0)-form 1 is defined to be
the pullback to S° of the complex-valued 3-form Ro(x¢) + i¢, where *¢ is the 4-form
that is Hodge dual to ¢ in R”. The Euler identities

(4.2) d(R=¢)=3¢ and  d(Ro(x¢)) =4x¢
together with a little algebra then imply the relations
(4.3) dw=3Im(y)) and  d¢ =2

(The almost complex structure J is defined to be the unique one for which v is of
type (3,0).)

Let u : Go — S% be defined by u(g) = g-ug for some fixed unit vector ug € S°.
It is then easy to verify that on Go there exist complex-valued left-invariant forms a;

and k;; = —R;; satisfying k11 + k93 + k33 = 0 and
(4.4) day = —R;pn0 + o A ag,
' dki; = —Kip ARk + S0 A TG — 2600 AT
1] ik k3 4 < 7 297 & l

where, in the first equation, (4,7, k) is an even permutation of (1,2,3) and where
(4.5) U*w:%(alAOé_l—FOéQAOZ_Q—FO[g/\Oé_g) and u Yy = Aag Ay,

For details, see'? [2, Proposition 2.3]. In particular, it follows that the almost complex
structure J is strictly quasi-integrable and that w = w(J) and ¥ = (J).

Note that the su(3)-valued matrix x = (;;) is a connection matrix for the tangent
bundle E = 71955, and that this is compatible with the given Hermitian structure
on E. The second formula in (4.4) then shows that this connection defines a pseudo-
holomorphic structure on F and, in agreement with Proposition 5, it is indeed pseudo-
Hermitian-Yang-Mills.

Note also that because dw = 0, it follows (see Remark 192 that the closed (1,1)-
forms on S% are also coclosed. In particular, the group Zo’l(Sﬁ) injects into the

12Note, however, that, in order to make that notation match with the notation in this article, one
must take a; = —26;.
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trivial deRham group H?(S® C) and hence is trivial. Thus, the only global pseudo-
holomorphic line bundles over S® are trivial and, indeed, any pseudo-holomorphic
structure on a unitary bundle E of rank r must have the trace of its curvature van-
ishing, so that the holonomy of such a connection necessarily lies in SU(r).

4.2. The flag manifold SU(3)/T?. As an example of a different sort, consider
the flag manifold M = SU(3)/T?, where T? C SU(3) is the maximal torus consisting
of diagonal matrices. The canonical left invariant form on SU(3) can be written in
the form

ik az  —og
(4.6) y=gldg=|-a3 ip o1
oy —or i3

where the (; are real and satisfy 01 + G2+ 3 = 0. The structure equation dvy = —yavy
is then equivalent to

(47) dOzi = —i(ﬂj —ﬁk)Aai—l—aj/\ak

d(lﬂz) =QpAQE — Qj NG

where (i,7,k) is an even permutation of (1,2,3). It follows that, if = : SU(3) —
SU(3)/T? is the coset projection, then there is a unique almost complex structure J
on SU(3)/T? such that

(w(J)) = % (oq AQT 4+ ao AT+ a3 /\a_g)

48 &
(48) 7T*(1/)(J)):o¢1Aa2/\oz3.

As the structure equations indicate, (J, w(J )) is strictly quasi-integrable and satisfies

(4.9) d(w())) =3Im(p(J))  and  d((J])) =2 (w(])>

In particular, 5(w(J)) = 0, so that, just as in the case of S® (again via Re-
mark 19), closed (1,1)-forms are both primitive and coclosed. Thus, Z,'' (M) injects
into H?(M,C) ~ C? via the map that sends closed forms to their cohomology classes.
By (4.7), there are closed (1,1)-forms B; on M that satisfy 7*(B;) = df;. These
(1,1)-forms satisfy By + Ba + Bs = 0, but are otherwise indepdendent as forms and
(hence) as cohomology classes. In particular, it follows that every element of H?(M, Z)
can be represented by a closed (1,1)-form. Thus, every complex line bundle over M
carries a pseudo-holomorphic structure and this is unique up to gauge equivalence. In
particular, it follows that the complex vector bundles generated by these line bundles
(and their duals) all carry pseudo-holomorphic structures.

Note that these pseudo-holomorphic line bundles exist even though there are
clearly no almost complex hypersurfaces (even locally) in M.

4.3. Nearly Kihler structures. Both of the above examples fall into a larger
class of elliptic quasi-integrable structures that has been studied extensively, that of
nearly Kahler structures. For references on what is known about these structures, the
reader might consult [9] or [20].

For the purposes of this paper, it will be convenient to take a definition of ‘nearly
Kéhler’ that is well-adapted for use in dimension 6. (This is not the standard de-
finition, but see [20].) An SU(3)-structure on a 6-manifold M can be specified by
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giving its fundamental (1, 1)-form w (which defines the Hermitian structure) and a its
fundamental (3, 0)-form . These forms are required to satisfy the equations

(4.10) dw = 3cIm(v) and dyp = 2cw?

for some real constant c.

When ¢ = 0, one sees immediately that the underlying almost complex structure
is integrable, that w defines a Kéhler metric for this complex structure, and that 1 is
a parallel holomorphic volume form on this Kéhler manifold. In other words, such an
SU(3)-structure is what is usually called ‘Calabi-Yau’. When ¢ # 0 (in which case, one
says that the structure is strictly nearly Kahler), one can consider instead the scaled
pair (c?w,c®)) (which will have the same underlying almost complex structure, but
a metric scaled by ¢?) and see that one is reduced to the case ¢ = 1.

A calculation using the structure equations [20] shows that, if 7 : F — M is
the SU(3)-bundle over M whose local sections are the special unitary coframings « :
TU — C3, then the tautological forms and connections on F satisfy

(4.11) Trw = %(al Aa_1+a2Aa_2+a3Aa_3) and T = a1 Aag A g
and

da; = —kgAQp 4+ c o Aoy
(4.12) ’ i S )

driz = =k Ak + ¢ (B nag — L6500 0 a0) + Kijpg g £ 0

where, in the first line of (4.12), (i,7,k) is any even permuation of (1,2,3) and
where Kizpg = Kpjig = Kigpg = Kjagp and Kigpg = 0.

In particular, note that the su(3)-valued connection form & has its curvature of
type (1,1). Thus, s defines a pseudo-holomorphic structure on the tangent bundle
of M, one that is, in fact, pseudo-Hermitian-Yang-Mills.

Note also that the curvature tensor K that shows up in these structure equations
takes values in an SU(3)-irreducible bundle of (real) rank 27 and that it vanishes
exactly when the structure is either flat (if ¢ = 0) or, up to a constant scalar factor,
equivalent to the Go-invariant structure on S (if ¢ # 0).

In particular, the well-known result that the underlying metric of a strictly nearly
Kaéhler structure on a 6-manifold is Einstein (with positive Einstein constant) follows
immediately from this. It also follows that all such structures are real analytic in, say,
coordinates harmonic for the metric.

A straightforward calculation using exterior differential systems shows that, mod-
ulo diffeomorphism, the local nearly Kéhler structures in dimension 6 depend on two
arbitrary functions of 5 variables, i.e., they have the same local generality as the
well-known ¢ = 0 case.

Meanwhile, no compact example with ¢ # 0 that is not homogeneous appears to
be known.

PROPOSITION 8 (Supercriticality). Any nearly Kdhler structure is critical for all
of the functionals F. of Theorem 1.

Proof. This follows immediately from the definitions and Proposition 2. O

4.4. Projectivized tangent bundles. Let S be a complex surface endowed
with a Kéahler form n and let 7 : F' — S be the associated U(2)-coframe bundle, with
structure equations

m\ _ (Vi1 Y1z m
(4.13) d <772) N (%1 ¢22> " <772)
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where %1 = %(mAm + 771/\ﬁ) and ¥;; = —1b;; and

(4.14) dvpiz = =5 A kg + 5 Kipp 6 AT
where, as usual K55 = Koy = Kipoy = Kz -
Setting a1 = n1, ae =72, and a3 = —17, one computes
doy = s AN Q3
(4.15) doy = a3 AOq mod a1, as, as.

daz = LK 9500 n o
Letting T? C U(2) be the subgroup of diagonal unitary matrices, it follows that there
is a well-defined almost complex structure J on M = F/T? whose (1,0)-forms pull
back to F' to be linear combinations of aq, s, and ag.
Since, after pullback to F', one has the formula,

(4.16) w(J) =13 (3K 1000 n 07 + 3K 705 0 A0 + a3 AT

it follows that w(J) will be nondegenerate on M (which is the projectivized tangent
bundle of S) as long as the K&hler metric 7 on S has nonvanishing holomorphic
bisectional curvature. In particular, J is elliptically quasi-integrable if 1 has positive
holomorphic bisectional curvature and hyperbolically quasi-integrable if ) has negative
holomorphic bisectional curvature. In any case, the Nijenhuis tensor of J has real type.

Using the structure equations on F', one also sees that, if 7 has constant holomor-
phic bisectional curvature ¢, then the almost complex structure J will be supercritical.
When ¢ > 0, this is just the nearly Kéhler case of SU(3)/T? already discussed and is
quasi-integrable. When ¢ < 0, i.e., when (5, 7) is a ball quotient (i.e., locally isometric
to the Hermitian symmetric space SU(1,2)/ U(2) = B?), this gives examples (some of
which are compact) of supercritical almost complex structures that are hyperbolically
quasi-integrable.

REMARK 22 (Hyperbolic nearly Kéhler structures). This last example points out
that there is a hyperbolic analog of nearly Kéahler structures that is worth defining: An
SU(1,2)-structure on MS, with defining (1, 1)-form w of Hermitian signature (1,2) and
(3,0)-form ¢ will be said to be hyperbolically nearly Kahler if it satisfies the structure
equations

(4.17) dw=3cIm(y) and  dip = 2cw?

for some (real) constant ¢. Again, the usual methods of exterior differential systems
shows that the local (i.e., germs of) hyperbolic nearly Kéhler structures modulo dif-
feomorphism depend on 2 arbitrary functions of 5 variables, just as in the elliptic
case.

4.5. Generality. It is natural to ask how ‘general’ (local) quasi-integrable al-
most complex structures are. This is something of a vague question, but the notion
of generality can be made precise in a number of ways, usually (when considering the
generality of a space of solutions of a system of PDE) by an appeal to Cartan’s theory
of systems in involution [5].

For the sake of simplicity, I will only consider the elliptic quasi-integrable case
and only occasionally remark on the analogous results in the hyperbolic case.
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Since quasi-integrability is a first-order condition on .J, the set of 1-jets of quasi-
integrable structures is a well-defined subset QJ(M) C J'(J(M)). Unfortunately,
QJ(M) is not smooth, but, at its smooth points, it has codimension 8 in J* (J(M))

By contrast, quasi-integrability for U(3)-structures is better behaved as a first-
order PDE system: Let U(M) — M be the bundle of unitary structures over M,
whose general fiber is modeled on GL(6,R)/U(3). Then the set of 1-jets of quasi-
integrable U(3)-structures on M is a smooth submanifold QU(M) c J*(U(M)) of
codimension 16.

Unfortunately, the condition of quasi-integrability for U(3)-structures turns out
not to be involutive, and a full analysis has yet to be done. The point of this subsection
is to explain at least where the first obstruction appears. Along the way, some useful
information about quasi-integrable U(3)-structures will be uncovered.

4.5.1. The structure equations. Since quasi-integrability for a U(3)-
structure (J,n) is well-defined as a condition on the underlying R*- U(3)-structure,
it is natural to study the structure equations on the associated R*- U(3)-bundle 7 :
F — M whose local sections are the ‘conformally unitary’ coframings o : TU — C3,
ie., o is J-linear and satisfies n; = u% (alAJ + a?ra? + a%@) for some positive
function .

A straightforward analysis of the intrinsic torsion of the R*-U(3)-structure F
shows that ¢ = ({;), the canonical C3-valued 1-form on F, satisfies unique first struc-
ture equations of the form

(4.18) d¢; = —pn G — Kign G — BijEC_jACk + %Eijk A ACk

where p = p is real, k;; = —Fj7, and Byy; = —By;; satisfying B;;; = 0 and A\ are
complex functions defined on F. (N.B.: The unitary summation convention is be-
ing employed and, as usual, the symbol €;;; is completely antisymmetric and satis-
fies 123 = 1.) The 1-forms p and r = (k;;) = —'F are the R- and u(3)-components of
the canonical connection form on the R*-U(3)-bundle 7 : F — M. The functions A
and B, ;;, represent the components of the first-order tensorial (torsion) invariants of
the Rt U(3)-structure.

REMARK 23 (Relation with Gray-Hervella torsion). The reader who is familiar
with the canonical connection of a U(3)-structure and its four irreducible torsion
components as described by Gray and Hervella in [10] may be wondering how these
structure equations correspond. The function A represents their tensor Wi, the quasi-
integrable assumption is the vanishing of their tensor Ws, and the functions B,
represent the components of their tensor W3. Their tensor Wy is not conformally
invariant and, as a result, does not appear in the structure equations (4.18). Instead,
one has the uniqueness of the conformal connection form p, corresponding to the fact
that the first prolongation of the Lie algebra of R*-U(3) C GL(6,R) is trivial.

Note that, for the underlying almost complex structure J, the canonical forms w
and 1 satisfy

(4.19) W = %|)\|2 G and 7 = APX G ACanCs.

The second structure equations are computed by taking the exterior derivative of
the first structure equations. In order to do this most efficiently, first set

DX =d\ - )\(p— trn),
(4.20) DB, = dByj; + Byjrkis + Bipikijs — Bijptipi — Biji ps

Kij = d:‘ﬂ?ij + Rik NKEkg = _Kji
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Then the exterior derivative of (4.18) becomes, after some rearrangment and term
collection, 3
0= —dpnG — Kignl; — DBz A A G+ 3€ijk DANG A G
(4.21) + (BitpBras — 38ijkFpak M) G 1 G A GG
+ (BiqujpE + €iqe A Bep ) Ck Ag/\g_q.

By exterior algebra, there exist unique functions A¢, Az, B;jkz, Bijies Sij = —Sjis

Ri; = R_ﬁ, Lizie = — Lz, and Ml-jk[ = Mjw; on F such that

DX =XCe+ e,
DByjr = ByjiiCe + Bijie G »
dp = 58ke Ce A Ge + 5 Rig G 7 G + 3.Ske G A Ce s
Kiz = § Ligke Gk A Ce + 5 My Co n G — 5 Ljane G £ G-

(4.22)

The coeflicients appearing in the terms on the right hand side of (4.22) are the second-
order invariants of the R*- U(3)-structure F.

Substituting these equations into (4.21) yields the first Bianchi identities, which
can be sorted into (p, ¢)-types in the obvious way. I now want to consider some of the
consequences of these identities.

First, let o : RT-U(3) — C* be the representation that satisfies o(tg) = tdet(g)
for t > 0 and g € U(3) and define the complex line bundle A = F x, C over M. Then
the 1-form p —tr x can be viewed as defining a connection V on the line bundle A and
the equation

(4.23) dA=Ap—trr)+ X+ M (e

shows that A represents a smooth section L of A. Consequently, the 1-forms Az ;
and \; (; represent, respectively VI'OL and V'L = OL.

PROPOSITION 9 (Holomorphicity of L). Let M® be endowed with an RT-U(3)-
structure that is quasi-integrable. Then the section L is pseudo-holomorphic, i.e.,
OL = 0. In particular, if M is connected, then either L vanishes identically (in which
case the almost complex structure J is integrable) or else the zero locus of L (and
hence, of the Nijenhuis tensor) is of (real) codimension at least 2 in M.

Proof. One immediately sees that the (0, 3)-component of the first Bianchi iden-
tities is the three equations

(4.24) Ae = 0.

Thus L = 0, as claimed.

The remainder of the proposition now follows by a standard argument about
pseudo-holomorphic sections of line bundles endowed with connections over almost
complex manifolds, so I will only sketch it.

First, note that, for any connected pseudo-holomorphic curve C' C M, the re-
striction of (A, V) to C' becomes a complex line bundle A¢ that carries a unique

13 Although €ijk = €ijk, | use the former when needed to maintain the unitary summation con-
vention that summation is implied when an index appears both barred and unbarred in a given term.
N.B.: In an expression like @z, the index i is to be regarded as unbarred.
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holomorphic structure for which V%' = 9¢ and that the restriction of the section L
to C' becomes a holomorphic section of A with respect to this holomorphic structure.
In particular, L either vanishes identically on C or else has only isolated zeros of finite
order.

Consequently, if L vanishes to infinite order at any point p € M, it must vanish
identically on any connected pseudo-holomorphic curve C'in M that passes through p.
Since the union of the pseudo-holomorphic discs in M passing through p contains an
open neighborhood of p, it follows that the set of points Z. (L) at which L vanishes
to infinite order is an open set. Since Z (L) is clearly closed and M is connected, it
follows that either Zo (L) is all of M, so that L vanishes identically, or else that Z., (L)
is empty.

Now suppose that Zo (L) is empty. If Z(L), the set of points in M at which L
vanishes is empty, then there is nothing to prove, so suppose that L(p) = 0. Since L
vanishes to finite order at p, there is an immersed pseudo-holomorphic disk D C M
passing through p such that L does not vanish identically on D. Since L restricted to D
is a holomorphic section of a holomorphic line bundle, it follows that, by shrinking D
if necessary, it can be assumed that p is the only zero of L on D and that v,(Lp) =k
for some integer k > 0.

One can now embed D into a (real) 4-parameter family of pseudo-holomorphic
disks D; ¢ M with t € R* that foliate a neighborhood of p and satisfy Dy = D. One
can further assume that L does not vanish on any of the boundaries D; (since it does
not vanish on dDy). Then for each ¢, the section L restricted to D; has a zero locus
consisting of k points (counted with multiplicity). Thus, the intersection Z(L)N D; is
a finite set of points whose total multiplicity is k. That the real codimension of Z(L)
is at least 2 now follows from this. O

REMARK 24 (Speculation about Z(L)). It is tempting to conjecture that if Z(L)
is neither empty nor all of M, then it has a stratification

(4.25) Z(L) = zZYL)u Z*(L)u Z3(L)

where Z%(L) C M is a smooth almost complex submanifold of (M,J) of com-
plex codimension i, with Z(L) = Z'(L). One might even expect that, when M
is compact, Z'(L), counted with the appropriate multiplicity, would define a class
in Hy(M,Z) that would be dual to ¢;(A).

In fact, let v : Z(L) — Z* be the upper semicontinuous function giving the
order of vanishing of L. Then the set Z*(L) C Z(L) on which v is locally constant
is open and dense in Z(L) and it is not difficult to show that Z*(L) is a smooth
4-dimensional submanifold of M whose tangent spaces are everywhere complex. The
difficulty apprears to be in understanding the ‘singular’ part of L, i.e., the set of points
at which v is not locally constant.

Note that, in the open dense set M* = M \ Z(L), the almost complex struc-
ture J is elliptically strictly quasi-integrable and hence there cannot be any complex
codimension 1 almost complex submanifolds in M*, even locally.

REMARK 25 (Singularity issues). Let S be a complex surface with a Kéahler form n
whose bisectional curvature is everywhere nonnegative. Then, as explained in §4.4, the
projectivized tangent bundle M = F/T? carries an almost complex structure J whose
Nijenhuis tensor is everywhere of real type. On the open set M* C M that represents
the points in the projectivized tangent bundle where the holomorphic bisectional
curvature is strictly positive, J is strictly elliptically quasi-integrable. However, the set
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of points in M where the holomorphic bisectional curvature (represented by K105 >
0) vanishes can be quite wild. In particular, it does not have to have real codimension 2
in M. For example, it can easily happen that this zero locus is a single point in M.
By Proposition 9, such elliptically quasi-integrable almost complex structures do not
underlie an elliptically quasi-integrable unitary structure on M. This example gives
an indication of what sort of singularities are being avoided by working with quasi-
integrable unitary structures rather quasi-integrable almost complex structures.

REMARK 26 (Second-order forms). Note that a consequence of the holomorphic-
ity of L is the following formulae: First, diy = Oy + 2w?, where

(4.26) T (0) = 2IA” (Mg k) A (G A G nGa).
Second dw = 3Tm()) + dw + 0w, where
(4.27) T (0w) = AN (g ) A (Cene) — SIAPBR G AG A G

The two terms on the right hand side represent the decomposition of dw into its
primitive types, as defined by the underlying R*- U(3)-structure.

I will now resume the investigation of the first Bianchi identities. The (3,0)-part
of the first Bianchi identity becomes

(4.28) Eijk Sjk — Ejke Ljme = 0,
which shows that Sj; is determined in terms of Ljze. The (2,1)-part of the first

Bianchi identity is the more complicated

(4.29) 3 (G Rei = dieBiag) + %(Mim; Miz;) +_Bz'ka — Bz

+ BipiByjk — BipgBpik + €ikpEitp N> =0.
The (1,2)-part of the first Bianchi identity is
(4.30) dieSik + Ligjn + (Bugy—Byyan) —ede
+ BijpByri — BikpBpji + (EijpogE — EikpBpiz ) A = 0.
Finally, remember that the (0,3)-part of the Bianchi identity has already been seen
to be

(4.31) Ao = 0.

For what I have in mind, it will be necessary to solve these equations more-or-
less explicitly in order to understand how many free derivatives there are at second-
order for quasi-integrable structures. After some exterior algebra and representation
theoretic arguments, one finds that the following method works:

It is useful to introduce notation for the traces of the covariant derivatives of
the B-tensor. Thus, set

(432) Bipj;ﬁ = U3 + i’Uij

where © = (u;;) = '@ and v = (v;;) = "0 take values in Hermitian 3-by-3 matrices.
Note that, because Bj;; = 0 by definition, it follows that u and v are themselves
traceless. Next, write

(4.33) Btk = —Bjirk = 4€ijp ap
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for functions @ = (ap). Then one finds that

(4.34) Bijie = By + ijp (Oep af, + 947 ap)
where B;jke = _B;ikz satisfies B;‘jl—ck = B:kl%e =0.

With these quantities in hand, one finds that the Bianchi identities are equivalent
to the following relations:

(4.35) Sii = ein(dag + 30;),

(4.36) Ligke = B30 — Blysi + 6i5 Qre + Oky Pie — 003 Pit. + 0xz Fie — 05 Fie

where

Qij = —cijk (205 + 305) = —Qyi
(4.37) Pij = —eijr(Bag + Ag) = —Pjs

Fij = 5BipgBjap + 5¢pai A Bpgs = Fli ,
(438) Rij = —2 vij

(in particular, note that R is traceless), and, finally,

(4.39) Mgi = Kz — Sigugs — Opg wig — (0,7 vky — Ory viz)
+ 2517 quZquk + 25kz7 quintﬁ - 5ij5kE(quprqF + 2|>\|2) )

where K, ;1.7 = K57 = K,g; = K75, has the symmetries of a Kéhler curvature tensor.

The main use of these formulae will be in the following observation: All of the
second-order invariants of a R*-U(3)-structure are expressed in terms of the covariant
derivatives of its A- and B-tensors plus the ‘Kdhler-component’ of the curvature of its
k-connection. Moreover, the only relations among these latter three invariants, other
than the usual symmetries of the Kdhler curvature, are the relations A; = 0.

PropPOSITION 10 (Noninvolutivity of the quasi-integrable condition). The first
order system on RT-U(3)-structures that defines quasi-integrability is not formally
integrable. In particular, it is not involutive.

Proof. The structure equations and Bianchi identities imply the formulae

(4.40) dp =cepep(2a5 + 205) G A G — 103 G A G + erp(2a5 + 305) G n e
and, by (4.36) and (4.37),
d(tr &) = § Liake Ce A Ce + 5 Mgz Co A Gk — 5 Liake G £ Ce
(4.41) = —Ekep (6 ap + %)\5) C_k/\§ + %Mﬁkggg /\C_k
+erep(6ap+ TAp) CinCe

Meanwhile, the exterior derivative of the equation

(4.42) dA =\ (p—trw) + A G
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yields
(4.43) 0=NG)A(p—trk) +A(dp—d(trk)) +dAs A G + Ard¢s

which, by the first structure equations, can be written in the form

(4.44) 0=A(dp—d(tr)) + DA\sA G + 2k AN G A Cr s
where
(4.45) DX =d\i — (2p — tr k)N — Kjs \j — B (¢

is m-semi-basic. Thus, taking the (0, 2)-part of (4.44) yields
(4.46) Adp—d(tr k)" = =Le A G A Gr -
On the other hand, (4.40) and (4.41) yield

(4.47) Adp — d(trr))™? = e A(Baz + 3N) G A G -
In other words, the equation

(4.48) A8az+3X) =0

is an identity for quasi-integrable R™- U(3)-structures.

It is important to understand how this identity was derived. While it is a relation
on the second-order invariants, it is not an algebraic consequence of the first Bianchi
identity. Instead, it was derived by combining the first Bianchi identity with the result
of differentiating the relation (4.42), which is, itself, a part of the first Bianchi identity.
It is the presence of this second-order identity that cannot be found by differentiat-
ing only one time the first-order defining equations for quasi-integrable R*-U(3)-
structures that shows that these defining equations are not formally integrable and,
hence, not involutive. (See Remark 27 for a further discussion of this point.) O

COROLLARY 2 (Quasi-integrable dichotomy). Let M® be connected and let (J, [)])
be a quasi-integrable R™-U(3)-structure on M. Then either J is integrable (i.e., A
vanishes identically) or else the structure satisfies the second-order equations

(4.49) Ar= —%WBUM'

Proof. By Proposition 9, either A vanishes identically or else its zero locus has
no interior. In this latter case, (4.48) implies that 8 a; + 3\; must vanish identically.
Tracing through the definitions, this is (4.49). O

REMARK 27 (Formal integrability). An adequate discussion of formal integra-
bility would be too long to include here; see [5, Ch. IX] for details. Very roughly
speaking, a system X of first-order PDE is formally integrable if any differential equa-
tion of order ¢ that is satisfied by all of the solutions of ¥ is derivable from ¥ by
differentiating the equations in ¥ at most g—1 times.

However, it is worth pointing out explicitly what is going on in this particular
case. Let m : CU(M) — M denote the bundle whose local sections are the local
R*- U(3)-structures on M. (The notation CU(M) is meant to denote ‘conformal
unitary’.) This bundle has fibers isomorphic to the 26-dimensional homogeneous
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space GL(6,R)/(R*-U(3)). (Thus, such local structures depend on 26 functions of 6
variables.)

The 1-jets of local quasi-integrable R*- U(3)-structures form a smooth subbun-
dle @ C J*(CU(M)), one that has (real) codimension 16 in J*(CU(M)). Its first
prolongation Q) < J? (CU(M)) is also a smooth submanifold and the projec-
tion Q) — @ is a smooth submersion. However, its second prolongation Q2 =
(Q(l))(l) C J3(CU(M)) is not a smooth manifold and its projection Q® — QW) is
not surjective and not a submersion.

In fact, the relations (4.48) show that the image of the projection of Q?) — Q)
has real codimension at least!* 2 in Q(V). Tt is the failure of this surjectivity that shows
that the system defined by @ is not formally integrable, which, of course, implies that
it is not involutive.

REMARK 28 (Generality revisited). In light of Corollary 2, the study of (elliptic)
quasi-integrable RT- U(3)-structures (J, [77]) can now be broken into two (overlapping)
classes:

The first class is defined by A = 0 and is easy to understand. In this case, J is
integrable and it is easy now to argue that these depend on 14 functions of 6 variables,
locally. To see this, note that, because J is integrable, one can imagine constructing
these in two stages: First, choose an integrable almost complex structure J on M.
Since these are all locally equivalent up to diffeomorphism, the general integrable al-
most complex structure on M is easily seen to depend on 6 arbitrary functions of 6
variables (i.e., the generality of the diffecomorphism group in dimension 6). Second,
once J is fixed, choose a section [n] up to positive multiples of the bundle of pos-
itive (1,1)-forms for J. Since this projectivized bundle has real rank 8 over M, it
follows that this choice depends on 8 functions of 6 variables. Consequently, the gen-
eral integrable conformal unitary structure on M depends on 14 = 6 + 8 arbitrary
functions of 6 variables. (Of course, when one reduces modulo diffeomorphism, this
comes back down to 8 function of 6 variables.)

The second class, defined by the first-order quasi-integrable conditions plus the 6
second-order conditions (4.49), is more problematic. If one lets Q) C Q™) denote the
codimension 6 submanifold defined by these equations, one does not know that QY
is formally integrable, let alone involutive. My attempts to check involutivity for QY
have, so far, been unsuccessful. Thus, it is hard to say how many functions of how
many variables the general solution depends on.

What one does know is that the tableau of @} is isomorphic to a proper sub-
tableau of the system in J?(CU(M)) that defines the conformally unitary structures
with integrable underlying almost complex structure and its last nonzero character is
strictly less than 14. Consequently, generality of quasi-integrable conformally unitary
structures of the second type is strictly less than 14 functions of 6 variables.

On the other hand, there is a lower bound on this generality that can be derived
by a construction in the next subsubsection, where a family depending on 10 arbi-
trary functions of 6 variables is constructed by making use of some linear algebra
constructions involving 3-forms on 6-manifolds.

141t has not been shown that (4.48) defines the image of Q(z) in Q) only that Q(z) lies in union
of the two submanifolds Q) C QM defined by A = 0 (and hence of codimension 2) and QY C QW
defined by 8az + 3\ = 0 (and hence of codimension 6). While I believe that the union Q} U QY is
the image of Q(® in Q)| I have not written out a proof.
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4.5.2. A construction. I do not know an explicit construction of the general
quasi-integrable confomally unitary structure. However, there is a natural construc-
tion of a large class of such structures (depending, as will be seen, on 10 functions
of 6 variables) which I will now outline. This construction, which I found in 2000, has
much in common with a construction of Hitchin’s [16, §5], and the reader may want
to compare his treatment.

First, recall some linear algebra:'® For any 6-dimensional vector space V over R,
the space A3(V) = AS(V*) of alternating 3-forms has dimension 20 and contains two
open GL(V)-orbits A% (V) € A3(V). If v’ is a basis of V*, the open set A3 (V) is the
GL(V)-orbit of

¢+ =Re((v" +1v?) A (0¥ +iv?) A (v° + 1v?))

:1)1/\’03/\1)5 —1}1/\’04/\1)6 —1}2/\’03/\1)6 —’U2/\U4/\’U5

(4.50)

while the open set A3 (V) is the GL(V)-orbit of
(4.51) o = v Avavd + ot Avd Al

My interest will be in ¢ .

Let J; : V — V be the complex structure on V for which the complex-valued
1-forms (v! +iv?), (v® +iv?), and (v° +iv%) are J-linear and let GL(V, J;) C GL(V)
be the commuting subgroup of J;. Of course, GL(V, J) is isomorphic to GL(3,C)
and hence contains a simple, normal subgroup SL(V,J;) € GL(V,J;) isomorphic
to SL(3,C) that consists of the elements of GL(V, J;) that are complex unimodular.

If C € GL(V) anticommutes with J; and satisfies det(C) = —1, then the GL(V)-
stabilizer of ¢, is easily seen to be the 2-component group SL(V, J;) U C-SL(V, J,).
In fact, SL(V,J) is the intersection of the stabilizer of ¢, with GL™(V), the group
of orientation-preserving linear transformations of V.

It follows that if V' is endowed with an orientation and ¢ is any element of A% (V),
then there is a unique element ¢ € A% (V) and complex structure Jy : V — V
such that ¢ax¢ > 0 and such that ¢ +i*¢ is a (3,0)-form for J,. Note the iden-
tity J;(¢) = x¢. Note also that reversing the chosen orientation of V will re-
place (*(bv J¢) by (_*¢7 _J¢)'

It is important to bear in mind that the map * : A% (V) — A3 (V), though it is
obviously smooth algebraic, is homogeneous of degree 1, and satisfies *x¢p = —¢, is
not the restriction to A3 (V) of a linear endomorphism of A3(V).

Of course, J4 induces a decomposition of the complex-valued alternating forms
on V into types. I will denote the associated subspaces by AZ’Q(V), as usual. For my
purposes, the most important thing to note is that the space A} (V) is the complex-
ification of the real subspace HJ (V) consisting of the real-valued forms in AL (V).
Moreover, H, g(V) contains an open convex cone H, g(V)Jr consisting of the forms that
are positive on all Jg-complex subspaces of dimension p.

In particular, note that the normalized squaring map s : HZ (V)" — Hj(V)*

defined by s(w) = %wQ is a diffeomorphism and hence has a smooth inverse
(4.52) o Hy(V)"™ — HX(V)".

There is a hyperbolic analog of this square root: Let H;(V)T’S denote the open set
of nondegenerate Jy-Hermitian forms of type (r,s) (so that HZ (V)™ = HZ(V)>").

15For a proof of these statements, see the Appendix.
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Then the normalized squaring map s : H3(V)"? — HZ(V) is a diffeomorphism onto
its (open) image, denoted Hg(V)m. Accordingly, I extend the domain of ¢ to in-
clude Hj(V)"? and so that it inverts s on Hj(V)"?.

Now let M® be an oriented 6-manifold and let A% (M) denote the set of 3-forms
on M that, at each point are linearly equivalent to ¢4. These forms are the sections
of an open subset of A3(TM) and hence are stable in Hitchin’s sense [16].

For each ¢ € A3 (M), there is associated a smooth 3-form *p € A% (M) and an
associated almost complex structure J, : TM — T'M.

Using the type decomposition with respect to J, (and the fact that d=23 = 0),
there exist a (1,0)-form 3 and a (2,2)-form 7 on M such that

(4.53) d(p+ixp) = Ba(p+ixp)+ .

Of course 0(p +i*p) = Ba(p +ixp) and d=12(p +ix) = .

Now let ¢ € A3 (M) have the property that *¢ is closed. Then the left and
right hand sides of (4.53) are both real and, by the type decomposition, it follows
that 5 =0 and m = 7 lies in H*(M), the space of sections of the bundle H}(T'M).

I will say that ¢ is positive definite if 7 is a section of Hf;(TM)ﬂL and that ¢ is
positive indefinite if 7 is a section of HZ(TM)"2.

Obviously, positivity (of either type) is an open condition on the 1-jet of ¢.

If o satisfies the condition that d(x¢) = 0 and is positive (definite or indefinite),
then there exists a unique (1, 1)-form n,, satisfying dep = 7 = 27,2 that lies in H*(M )™
if ¢ is positive definite and in H2(M)'? if ¢ is positive indefinite.

PROPOSITION 11 (Quasi-integrability). Let ¢ € A3 (M) satisfy d(x¢) = 0. If ¢
is positive definite, then the U(3)-structure (Jy,1,) is strictly quasi-integrable. If ¢
is positive indefinite, then the U(1,2)-structure (J,,n,) is strictly quasi-integrable.

Proof. First, assume that ¢ is positive definite. The claimed result is local, so
let a = (o) : TU — C3? be a local (J,,n,)-unitary coframing. Then

(4.54) n, = +'ana,
so that
a?nad
(4.55) =21, = (a?ra® Prat alaa?) A [ aBral
alra?

Moreover, there exists a nonvanishing complex function F on U such that
(4.56) e+irxp=Fta'ra?ra?,
implying that

aZna?

(457)  w=d "(p+ixp)=F""' (a?ra® a®ral alaa?) N(@) | adral

alra?

Comparison with (4.55) now yields that N(«) = F I3. In particular, N () is a nonzero
multiple of the identity, which is what needed to be shown.
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The proof in the positive indefinite case is completely similar. One merely has to
note that the formulae become

(4.58) nwzé(alAJ—az/\?—a?’/\@)
so that
a?nad
(4.59) T=2n,"= (a?ra® —a3ral —alra?) A | aBral
alra?

The rest of the proof is entirely similar to the positive definite case. O

REMARK 29 (Further information and a characterization). The calculations made
in the course of the proof can be carried a little further: Assuming that U is simply
connected, one can, by multiplying a by a unimodular complex function, arrange
that F'is real and positive.

For example, imposing this condition in the positive definite case specifies o up
to replacement of the form « +— ga where g : U — SU(3) is smooth. Since N(a) =
F I, it follows from the definitions of w and of ¢ that w = F?n, and that ¢ =
F3atra?ra® = F* (o +1ixp).

Using this information, it is easy to see that the strictly quasi-integrable struc-
tures (J, 77) constructed in Proposition 11 are characterized by the condition that the
canonical conformal curvature form dp vanishes identically, or, equivalently, in terms
of the almost complex structure J, that there be a positive function F on M such
that F~*w(J)? is closed. (Such an F, if it exists, is clearly unique up to constant
multiples.)

REMARK 30 (Generality). In Cartan’s sense of generality, the closed 3-forms in
dimension 6 depend on 10 functions of 6 variables. It is an open condition (of order 0)
on a 3-form ¢ that it lie in A% (M) and it is a further open condition (of order 1) on ¢
that dy lie in H*(M)* UH*(M)12. Thus, one can say that the local positive (definite
or indefinite) 3-forms ¢ € A3 (M) satisfying d(x¢) = 0 depend on 10 functions of 6
variables.

These conditions are obviously invariant under diffeomorphisms in dimension 6, so
it makes sense to say that germs of solutions modulo diffeomorphism depend on 10 —
6 = 4 arbitrary functions of 6 variables. (Strictly speaking, in order to make this count
work, one needs to observe that the group of symmetries of any particular ¢ satisfying
these conditions is the group of symmetries of the associated SU(3)- or SU(1,2)-
structure and hence is finite dimensional.) This count can be made more rigorous
(and verified) by appealing to Cartan’s theory of generality, but I will not do this
analysis here.

Appendix A. 3-forms in Dimension 6. In this appendix, I will supply a proof
of the following normal form result, whose analog over the complex field is well-known
and due to Reichel [19], but whose complete proof over the real field does not appear
to be easy to locate in the literature.'® For applications in this article, the important
case is the second normal form.

16Probably, this is due to my inability to read Russian; I am informed that [13] contains a proof
over the reals. The referee points out that another treatment of this result over even more general
fields can be found in [8]. I would like to take this opportunity to thank the referee for this reference,
among others.
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PROPOSITION 12 (Normal forms). Let V' be a real vector space of dimension 6
over R and let ¢ € A3(V*) be any element. Then there exists a basis el,...,e® of V*

so that ¢ is equal to one of the following
2 6
e

1
1
1
1
1

MNU‘OJ

re2ned +€A€A6
6 2. .3 .6 2 .4 .5
e
/\6 + e2nefnet + e3netne
0.

5
ne /\65—6 /\64/\6 —e’redne’ — ene*ne’,
e 6 dped,
e red 4 e3netne?,
elne /\63, or
Moreover, these siz forms are mutually inequivalent. The GL(V)-orbits of the first
two 3-forms are open in A3(V*), the GL(V)-orbit of the third 3-form is a hypersurface
in A3(V*), and the GL(V)-orbits of the remaining forms are of higher codimension.

S G fo o~

Proof. The proof will be a series of steps, beginning with a sort of zeroth step to
take care of certain special cases. A form ¢ € A3(V*) will be said to be degenerate if
there is a non-zero vector v € V that satisfies v ~¢ = 0. Equivalently, ¢ is degenerate
if there exists a subspace v C V* of rank 5 so that ¢ lies in A3(v1). In such a case,
using the canonical isomorphism

(A1) AP(vh) = A?((vh)*) @ AP(vh)

together with the well-known classification of 2-forms, it follows that either ¢ = 0 or
else is there is a basis ey, ..., e5 of (v1)*, with dual basis e!, ..., e’ of v+, so that ¢
is either

(A.2) (ernex+eznes) @et ne?nednetne® =etnene’ e netned

or

(A.3) (eanes)@erne?ned netne® =el ne? ne’.

Thus, the degenerate cases are accounted for by the last three types listed in the
Proposition.

It is useful to note that ¢ is degenerate if and only if ¢ admits a linear factor,
i.e., is of the form ¢ = an3 for some a € V* and # € A2(V*). To see this, note that
each of the three degenerate types has at least one linear factor. Conversely, given
the linear factor «, the 2-form 3 can actually be regarded as a well-defined element
of A2(V*/(R)). Since the quotient space V*/(R a) has dimension 5, it follows that (3
is either zero, decomposable, or the sum of two decomposable terms, again yielding
forms of the last three types listed in the Proposition.

Henceforth, it will be assumed that ¢ is nondegenerate, i.e., that v = ¢ # 0 for
all nonzero v € V and also that ¢ has no linear divisors, i.e., that ang # 0 for all
nonzero o € V. It remains to show that a nondegenerate element of A3(V*) can be
put into one of the first three forms listed in the Proposition.

It is convenient to start with what is apparently a special case. Let ej,...,es be
a basis of V, with dual basis e!, ..., e5 of V*. Set

(A.4) o =c'nened +etnednel.

I claim that the GL(V)-orbit of ¢g is open in A%(V*) and will establish this by showing
that the dimension of the stabilizer

(A.5) Go={g€GL(V)|g"(¢o) = b0 }



600 R. L. BRYANT

is 16, so that the orbit GL(V)-¢9 = GL(V)/Gy has dimension 36 — 16 = 20, which is
the dimension of A3(V*).

Let Co = {v e V]|(wa¢)? =01} Computation shows that Co = Py U Py
where P,” = span{ei,es,e3} and P, = span{es, es, eq}. Since the elements of Gy
must preserve Cp, it follows that they permute the subspaces Poi. Let Gj, C Gy be
the subgroup consisting of elements that preserve the subspaces P0+ and F, . Since
the linear transformation ¢ : V' — V defined by

i | = 17 27 37
(A.6) cle;) =4 !
€;—3 1= 4, 5, 6.

lies in G but not in Gj, it follows that Gy = G{) U G{-c. Since ¢o pulls back to each
of Pi to be a volume form, it follows that G = SL(P;") x SL(P, ) ~ SL(3,R) x
SL(3,R). Thus, dim Gy = 16, as desired.

Now, for any ¢ € A*(V) (degenerate or not), define the map

(A7) Jp: V= N(V*) =V @A (V)

by Js(v) = (v ¢)rg, and regard J, as an element of End(V) ® A®(V*). Then the

map ¢ — J, is a quadratic polynomial map from A3(V*) to End(V) ® AS(V*) that is

equivariant with respect to the natural actions of GL(V) on the domain and range.
For simplicity of notation, write Jy for Jg,. Inspection shows that

ng(61®61+62®62+63®63—e4®e4—e5®65—66®66)

®€1/\€2A€3A64/\65/\66.

(A.8)

In particular, it follows that trJy = 0 € AS(V*). Because of the GL(V)-equivariance
already mentioned, it follows that tr.Jy = 0 for all ¢ in the orbit GL(V')-¢o. Since
this latter orbit is open and since J is a polynomial mapping, it follows that tr J; =0
for all ¢ € A3(V*).

Now consider J4* € End(V) ® S?(A%(V*)). By the above formula,

J02:(61®el—|—62®e2+63®63+e4®e4+e5®e5+66®66)

(A.Q) 1 2 3 4 5 62
®(e Ae“Ae’ne e Ae) .

In particular, tr Jo> =6 (61/\62/\63/\64/\65/\66)2, so that
(A.10) Jo® — § idv ®tr (Jo*) =0.

This implies that the GL(V)-equivariant quartic polynomial map from A3(V*)
to End(V) ® S%(AS(V*)) defined by

(A.11) ¢ Jp? — % idy @ tr (J,7)
vanishes on the GL(V)-orbit of ¢, which is open. Thus, it follows that the identity
(A.12) Jo? =t idy @tr (J,°)

holds for all ¢ € A3(V*).

The remainder of the proof will divide into cases according to the GL(V')-orbit
of tr (J¢,2) in the 1-dimensional vector space S?(AS(V*)). There are three such orbits
and they can naturally be designated as ‘positive’, ‘negative’, and ‘zero’.
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Suppose first that tr (J¢2) be ‘positive’, i.e., that it can be written in the form 6 Q2
for some Q € A%(V*), which is unique up to sign. By the above identity, it then follows
that J¢2(v) =0 ®Q? for all v € V. Define two ‘eigenspaces’ of .J, by

(A.13) Py={veV|Jy) =+v2Q=400Q}.

Because of the identity .J,*(v) = v®Q?, it follows that V = Py @P(;L. Since tr Jy =0,
it follows that dim IS dim P(;L = 3. Note that replacing 2 by —2 will simply switch
these two spaces.
Now, this splitting of V implies a splitting of A3(V*) as
3 * 3 * 2 * —\*
(A.14) AV = N((P))7) @ A*((Py)7) n(Py)
@ (P AN ((P))) @ A*((P;)")

and hence a corresponding splitting of ¢ into four terms as

(A.15) p=¢TtT +oTt T + ot 4o
I will now argue that ¢7+= = ¢~ = 0, which will show that ¢ has the form (1),
since neither ¢+ nor ¢~~~ can vanish for such a ¢ if it be nondegenerate. To see

this, let v+ € P;' and v~ € Pj be arbitrary. By definition, (v 2¢)r¢ = v+ 2Q while
(v™ 2 @)ap = —v— 2. Taking left hooks then yields the identities

0T (T Q) = (07 (0 @) nd+ (0 aB) A (v S 6)
—ot (07 2Q) = (v 2 (07 29)) Ad+ (1T 26) A (U 2 9).

Now, subtracting these identities yields 2(v™ = (v 2¢$))a¢ = 0. If there did exist v™
and v~ so that v~ o (v 2 ¢) were nonzero, then this equation would imply that ¢
had a linear divisor, contradicting the nondegeneracy assumption. Thus, it must be
true that v~ 2 (vt a¢) =0 for all vT € P(;r and v~ € P; . However, this is equivalent
to the condition that ¢+t+~ = ¢T== = 0, as desired. It follows that there is a
basis el,...,eb of V* so that ¢7TF = elae?ae® while ¢~~~ = e*re’ael. Thus, ¢ is
of the form (1).

Next, suppose that tr (J¢2) be ‘negative’, i.e., that it can be written in the
form —6 Q2 for some 2 € AS(V*), which is unique up to sign. By the above identity,
it then follows that J,*(v) = —v® Q2 for all v € V. Define two ‘complex eigenspaces’
of Jy by

(A.16)

(A.17) Py={veV®|Jyw) =+ivaQ=4iveQ}.

Note that since (2 is real, these two subspaces of V¢ = V®C are conjugate. Reasoning
as in the positive case now yields that there must exist a basis e!,...,e% of V* so
that ¢ = ¢ +¢~ =~ where T = 1 (e! +ie?)n(e3 +ie?)a(e® +ie®) while g~~~ =
ottt =1 (e! —ie?)a(e® —ie')n(e® —ie®). This yields the form (2).

Finally, suppose that tr (J¢2) = 0, so that, by the identity above, J¢2 = 0.
Let K4 C V be the kernel of J, and let Iy C V be such that the image of Jy is
Iy @ AS(V*) ¢ V@ AS(V*) = A>(V*). Then dim K, + dimI, = 6 and Iy C K
(since J? = 0), so dim K4 > 3.

Now, for v € Ky, the identity (v=¢)a¢ = 0 holds. It follows that, for v, ve € Ky,
the identity

(A.18) (vi2(v228)) A+ (v229) A (v12¢) =0
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must also hold. However, the first term in this expression is skewsymmetric in vy, ve
while the second term is symmetric in vy, ve. It follows that each term must vanish
separately, i.e., that

(A.19) (v12(v220)) A= (v12¢)A(v22¢) =0

for all v1,v2 € Kg. Since ¢ is nondegenerate, it has no linear divisors, so the first of
these equations implies that

(A20) v - (’Ug - (b) =0

for all v1,v2 € Ky4. This implies that ¢ must lie in the subspace AQ(K¢L)/\V* C
A3(V*). Now if dim K, were greater than 4, then A%(K,™") would vanish, which
is absurd. If dim K, were equal to 4, then A2 (Kd,J‘) would be spanned by a single
decomposable 2-form, which would imply that ¢ has two linearly independent divisors,
which is also impossible for a nondegenerate form. Thus dim K¢ = 3 is the only
possibility. Let e*, e, e be a basis of K¢J‘ and write

(A.21) p=c'nenel+enefnet +ednetne’ +cetnenel

for some e!,e?,e3 € V* and some constant ¢ € R. The 1-forms e!,e?,e3, e*, €%, b
must be linearly independent and hence a basis of V* or else ¢ would be degenerate.
Now replacing e! by e! + ce* in the above basis yields a basis in which

(A.22) p=cnednel +enefnet +e3netne’,
showing that ¢ lies in the orbit of the form (3), as was desired. O

REMARK 31 (The stabilizer groups). The proof of Proposition 12 indicates the
stablizer subgroup G4 C GL(V) for each of the normal forms.

If ¢ is of type (1), then Gy = G;5 UGY,-c, where G;5 is the index 2 subgroup of G
that preserves the two 3-planes P(;[ and their volume forms while ¢ : V — V is a
linear map that exchanges these two planes and their volume forms. Thus, there is
an exact sequence

(A.23) 0— SL(P(;') x SL(P;) — Gy — Zz — 0.

If ¢ is of type (2), then Gy = G} U G-c where G, is the index two subgroup that
preserves a complex structure and complex volume form w = 2¢™"+ on V (i.e., wis a
decomposable element of A3(V ® C)), while ¢: V — V is a conjugate linear mapping
of V' to itself that takes w to @. In fact, w can be chosen so that ¢ = $(w+). Thus,
there is an exact sequence

(A.24) 0 — SL(VC) — Gy — Zy — 0.

The important thing to note is that Gy N GL(V) = G/, ~ SL(V®). Thus, the
orientation-preserving stabilizer of ¢ preserves a unique complex structure for which ¢
is the real part of a (3, 0)-form.

The other stabilizers will not be important here, so we leave those to the reader.

REMARK 32 (The symplectic version). Various authors [1, 17] have considered
and solved a symplectic version of the above normal form problem:



ALMOST COMPLEX 6-MANIFOLDS 603

Namely, consider a 6-dimensional real vector space V' endowed with a symplectic
(i.e., nondegenerate) 2-form w € A%(V*) and let Sp(w) C GL(V) denote the stabilizer
subgroup of w.

As a representation of Sp(w), the vector space A3(V*) is reducible, being express-
ible as a direct sum A3(V*) = wAV* @ AF(V*), where A3(V*) is the space of 3-forms ¢
on V that satisfy wa¢ = 0. These two summands are irreducible Sp(w) modules and
it is an interesting problem to classify the orbits of Sp(w) acting on A3(V*).

Proposition 12 provides a simple solution to this classification problem, originally
completed by Banos [1].

For example, suppose that ¢ € A3(V*) has the normal form (1) and let €', ..., e
be a basis of V* such that

6

(A.25) d=ce'netned +etnednel.
The condition wag = 0 is equivalent to the condition that there be a;; such that
(A.26) w=ae rnelt3

(where ¢ and j run from 1 to 3 in the summation). Since w is non-degenerate, det(a)
is nonvanishing. Thus, writing a = Ab where det(b) = 1 and A # 0, one can make a
unimodular basis change in e, 2, €3 so that

w:/\(el/\€4+62/\65—|—63/\66)

1 2 5 6

A27
( ) d=ene?ned +etnednel.

Exchanging e', €2, e? with e, e®, e if necessary, it can be assumed that ) is positive

and then an overall scale change puts the pair (w, ¢) into the form

w:elAe4+e2Ae5+e3Ae6

(A.28) )

o= u(elAe A63—|—64A65A66)

with g > 0. (Obviously, one cannot get rid of the factor u entirely.)
Similarly, if ¢ is of type (2), then there are (1, (?,¢(® € C ® V* such that

(A.29) p=3(C"ACAC+ACAEB).
The condition that wa¢ = 0 is then equivalent to the condition that
(A.30) w=1da; A

t

for some Hermitian symmetric matrix @ = (a;;) = ‘@ with nonvanishing determinant.

Exchanging ¢¢ for (¢ if necessary, it can be supposed that det(q) =X > 0 for
some A > 0. By making a complex unimodular basis change in the (*, it can be further
supposed that a = Adiag(1l,+£1,41), reducing (after scaling) to the two possible

normal forms
w=3(C"ACTECACEGAEG)
¢ =pRe((' AP AP

for some p > 0. Alternatively, writing (! = el +ie?, (? = e? £ ie%, and (3 = e £ ie®
for a real basis e’ of V*, one can write this in the normal forms

(A.31)

w:61A64—|—62/\65—|—63/\66

2 3 1 5

A.32
( ) ¢=u(elAe rned—etrne’ne Felne

6A641F63A64Ae5).
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If ¢ is of type (3), then there is a basis e of V* such that
(A.33) dp=c'ne’nel +e2nelnet +ednetned.
The condition wa¢p = 0 then implies that
(A.34) w=aje ned™ £ b e aedt3

where a = 'a = (ai;) has det(a) # 0 and b = —'b = (b;;) is arbitrary. Again,
by making a basis change in the e’ that preserves the form of ¢, one can suppose
that a = diag(1,+1,41). Then by replacing e’ by e’ + s; e/3 for appropriate S;l»
satisfying st = 0, one can get rid of the b;;, leaving the two normal forms

w=elnet+e?re® e nel

(A.35) ; )

4 5

d=elne®nel+e2nelnet +ednet ne’,

or, alternatively,

w:elAe4—|—62Ae5—|—63/\66

(A.36) . .

rettednet ned.

d=elnenel+e?ne
By entirely similar arguments, one sees that when ¢ is of type (4), one can find a

basis e’ of V* such that

(A37) w:elAe4—|—62Ae5—|—63/\66
' 6= (e'ne? et ned)ne?,

(the two signs give inequivalent normal forms); when ¢ is of type (5), one can arrange

w=€1A64+€2/\€5+€3/\€6

d=ene?ne;

(A.38)

and when ¢ is of type (6), one can arrange

w:elAe4—|—62Ae5—|—63/\66

6 =0.

This completes the list of normal forms.

This analysis provides the stabilizer subgroups G(w, ¢) of the various normal
forms (w, ¢). For example, in the case of (A.28), the stabilizer subgroup is isomorphic
to SL(3,R), in the case of (A.32) the stabilizer subgroup is isomorphic to SU(3) if
the upper sign is taken and SU(1,2) if the lower sign is taken, while in the case
of (A.36), the stabilizer subgroup is isomorphic to the semidirect product of R® with
either SO(3) (upper sign) or SO(1,2) (lower sign).

(A.39)
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