
LINEAR FUNCTIONAL EQUATIONS AND INTERPOLATION SERIES

PHILIP DAVIS

1. Introduction. The question of obtaining complete sets of solutions for a

given linear partial differential equation is of the greatest interest from the

theoretical as well as from the computational point of view. For constructing

such sets, several methods of considerable generality have been proposed.

Thus, for instance, Bergman [3] has introduced an integral operator which pro-

vides a means for the generation of complete sets when the differential equation

is of the second or the fourth order. Extensions may be made to higher orders.

By means of Bergman's operator, the space of analytic functigns of a single

complex variable is mapped upon the space of solutions of the given differential

equation, and the process yields a generalization of the operator Re in the case

of harmonic functions.

Complete sets of solutions may also be found by a method which is analo-

gous to Runge's method of approximation in the theory of analytic functions. A

description of this may be found in [6, p. 282]. This scheme has the practical

drawback of requiring a knowledge of a fundamental singularity for the differ-

ential equation, a function which is known explicitly for but few differential

equations.

In the present paper, we adopt a different point of view and study possible

representations of solutions of linear functional equations of a certain class,

and the generation of complete sets of such solutions by means of generalized

interpolation series. By this is meant a biorthogonal series of the form

n-0

Here ί Ln \ is a sequence of linear functionals. When each Ln is a point or a

linear differential operator, then the series (1) reduces to a classical inter-

polation series. Our method is, essentially, to reduce the problem of the solution

of the linear functional equation to a problem involving a denumerable infinity
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of interpolatory conditions. An interpolatory procedure then yields an operator

which may be cast into integral form, and which maps an appropriate space of

functions onto a subspace of solutions.

In order to carry out this method with ease, it is convenient to deal with

Hubert spaces H of functions, H being supposed to possess a reproducing

kernel [cf. 5, l ] , to restrict our basic functional equations to those possessing

certain boundedness properties with respect to H, and to consider only solu-

tions which lie in H. These assumptions will cause no difficulty in many in-

stances where the existence and regularity of solutions may be known before-

hand from independent considerations. Our work, therefore, falls mainly within

the region of representation theory.

It is our principal aim to construct interpolation series which converge in

preassigned regions to solutions of linear functional equations, and, by way of

corollary, to construct complete systems of solutions. This is carried out in

§§2-4. In § § 5 and 6 we discuss some related topics, while in the final sec-

tions we take up the problem of systems of equations. The work is applicable

to linear differential equations, both ordinary and partial, in an arbitrary number

of variables, or of systems of such equations.

2. Reduction to an interpolatory problem. For the sake of definiteness,

but realizing that restrictions other than the ones about to be set forth may

prove useful in other circumstances, we shall deal with n complex variables

Zj =x + iy. (j = 1, — , 7z),

and shal l designate by B a fixed 2^-dimensional region in the space Z = ( z i , ,

zn) of the n complex variables. We shall designate by L2(B) the c lass of

functions / which are single-valued analytic functions of z9 are regular in B,

and are such that

-L( 2 ) | | / | | 2 = / I / I 2 dω < oc; dω = dxx •• dxn dγι dyn .

It may sometimes prove expedient to introduce a weight function in ( 2 ) . By L,

we shall designate a fixed l inear operator defined on L 2 ( β ) and with the

property that L(f), / G L 2 ( β ) , is regular analytic in B. Additional conditions

on L will be required below. We shall be concerned with representations of

solutions of c las s L2(B) of the functional equation

( 3 ) L ( / ) = 0 .
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A principal application will be the case in which L is a partial differential

operator of the kt\\ order:

(4 ) Uf)'. . Σ . " I . * . - , ' - . , n S j Ά i n

 + " "
^ 1 "^2 "̂  ~^~ ijι~k uZ OZ OZ

1 2 U

where the + ••• in ( 4 ) indicates the presence of partial derivatives of order

< k. If now all the coefficients in ( 4 ) are regular in B9 then so also will L{f)

be regular in B. It is to be remarked that the case n = 1 which leads in ( 4 ) to

an ordinary differential equation is not excluded.

Let { Ln \ (n = 0, 1 •• ) be a sequence of linear functionals each of which

is defined over the set R of functions which are regular in B and which p o s s e s s

the following two additional properties:

( a ) The set \ Ln } is complete 1 for R; that is, if / G R and Ln(f) = 0 U = 0,

1, . . . ) , then f= 0.

( b ) Each linear functional Ln = Ln{L) is bounded over L (B); that i s ,

for each k9 there exis ts a positive constant Mk such that

( 5 ) \Lk(f)\ <Mk

for al l feL2(B).

In connection with (b )9 let us observe that the composite operator

L n ( / ) s Ln{L(f))

i s a l i n e a r f u n c t i o n a l from L (B) onto t h e complex n u m b e r s .

Example. L e t L be the d i f ferent ia l o p e r a t o r ( 4 ) with c o e f f i c i e n t s r e g u l a r

in B. Set

d - - +mn

(6) M/)
n m l n m 2 rι m n

(72 f OZn •• OZ

where k — k ( m 1 ? πi29 , mn ) refers to a fixed indexing of the n-tuples of non-

negative integers m ^ m 2 ? 9 mn9 and where the point Z * = (z*$ z * ? . . . ? z * ) is

interior to B. It is clear that condition ( a ) holds for the select ion ( 6 ) . Let us

Banach [2, p. 42J calls such sets total.
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next examine Ln, which is ( 6 ) acting on ( 4 ) . In this case Ln(f) is a finite

linear combination with constant coefficients of mixed partial derivatives of

/ evaluated at Z = Z * . To show that condition ( b ) is satisf ied, it suffices to

show that any linear functional of the form ( 6 ) , with Z * interior to B9 is bound-

ed over L (B), This is a consequence of the fact that the functionals ( 6 ) have

a representation as Cauchy integrals with the path of integration lying in B,

and hence are applicable term by term to any series of analytic functions which

converges uniformly in a neighborhood of Z * . Now let

φm(Z) = φ m (zuz2,-.-,zn)

b e a c o m p l e t e o r t h o n o r m a l s y s t e m f o r L 2 ( B ) . E a c h f E L 2 ( B ) p o s s e s s e s a

F o u r i e r e x p a n s i o n

( ? ) / ( z ) = Σ<*nΦn(z) , Σ , I « » I 2 = I I / Ί Γ < < * .
7Z=0 72=0

convergent uniformly in every closed bounded subregion of B. Hence

(8) _

the series (8) converging for all selections an with Σ Λ = 0 | an \2 < oo. By a

lemma of Landau, this implies that

( 9 ) Σ \ L k ( φ n ( Z ) ) \ 2 < c o ,

n=0

and the Schwarz inequality applied to ( 8 ) yields
oo

d o ) \Lk(f)\2 < H / I Γ Σ \Lk(Φn)\2>

This establ i shes ( b ) .

For analytic functions of a single complex variable, complete s e t s of func-

tionals {Ln\ of a wide variety are known. We can, for instance, replace ( 6 )

(in the 1-dimensional c a s e ) by

( 1 1 ) Lk(f) =f(Zk); lim Zk=Z*;ZkiZ* interior to B.
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If we are dealing with differential equations with nonconstant coefficients,

such a selection may reduce the complexity of the subsequent formal work. The

points Zβ need not have an accumulation point interior to B as is suggested by

(11), but, as in the Blaschke theory for the unit circle, may only have a weak

accumulation of points on the boundary. In the theory of analytic functions of

several complex variables, questions of the completeness of linear functionals

are largely uninvestigated However, certain sets in addition to (6) are known.

Thus, for example, we may select the set (11) with the added restriction that

the points Z^ do not lie on an analytic hypersurface [10, p. 39].

The functionals (6) and (11) are the usual "point" functionals met in

interpolatory function theory. However, complete sets of integral functionals

usually associated with orthogonal expansions may also be employed here.

Within an L 2 theory, for complex analytic functions the distinction between

these two types is weak, and persists only in certain discussions [ 8 ] ,

Under the foregoing hypotheses, we have the following result.

T H E O R E M 1. The linear functional equation L{u) — 0 possesses a non-

trivial solution of class L2(B) if and only if the set of functionals { L n \ is

incomplete for L (B).

Proof. S u p p o s e f i rs t t h a t \ Lfc} i s i n c o m p l e t e . T h e n t h e r e e x i s t s an / € L (B)

which d o e s not v a n i s h i d e n t i c a l l y and such tha t L / f ( / ) = 0 ( k = 0 , 1 , ) . T h a t

i s , Lfci / , ( / ) ) = 0 for k = 0 , 1 , . By h y p o t h e s i s , L (f ) i s r e g u l a r in B. S ince

therefore { L& i i s comple te for the c l a s s of r e g u l a r func t ions in B9 we mus t h a v e

L ( / ) Ξ O , C o n v e r s e l y , l e t t h e s e begin a n o n t r i v i a l f G L2{B ) s u c h t h a t L ( / ) Ξ O

in B. T h e n

so that the incompleteness of { L^ \ follows.

In this way, the consideration of the functional equation L{f) = 0 may be

reduced to a consideration of the denumerable infinity of interpolation condi-

tions of the t y p e 2

£*(/) = o U = o,i,...).

It is frequently of importance to be able to solve this equation subject to the

auxiliary conditions

2 Interpolation problems of this type, where the functionals involved are point func-
tionals have been considered in Bergman, Memorial Sciences Math., vol. 106, pp. 46-48.
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(12) An(f) = 0 U = 0,l,2,. . ),

where An designates a linear functional which we shall again assume is bounded

over L2(B). Let now \ Ln\ he an augmented set of linear functionals which in-

cludes both the sets \Ln\ and {J4 Λ } , but only these; that is, each Ln is either

an Ln or an An, while every Ln and every An is some Ln. We may now state

the following result.

T H E O R E M I 7 . The linear functional equation ( 3 ) , under the auxiliary con-

ditions ( 1 2 ) , possesses a nontrivial solution of class L (B) if and only if the

set of linear functionals { Ln } is incomplete for L2 {B).

Thus it appears that, from our present point of view, the role played by the

auxiliary conditions (12) is indistinguishable from that of the functional equa-

tion itself. In the notation used later, the circumflex A will indicate the pres-

ence of auxiliary conditions; that is, we deal with the equation (3) and derive

from it a set of functionals { Ln j , but when auxiliary conditions are present,

the set { Ln \ will be augmented to yield { Ln }. It should also be observed that,

in eigenvalue problems, the operator L may involve a parameter λ. In such

cases, the functionals Ln and Ln will also involve this parameter.

3. Representation of solutions. We reproduce here, for convenience of

reference, the following theorem on double orthogonality which was established

in a previous paper [12],

THEOREM 2. Let [L^] be a set of linear functionals each of which is

defined and bounded over L2(B) The set { Lfc \ will be assumed independent.

There then exists a set of functions \φ£(Z)} {k = 0 , 1 , ••) and a set of linear

functionals \ Lf \ ( k = 0 , 1 , ) which possess the following properties:

( a ) Each φΐ is of class L2 (B) and the set is orthonormal over B:

(13)

(b) Each L | is a finite linear combination of the functionals

k

(14) L* =
p = 0

for an appropriate set of constants
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(c ) The sets { L? \ and { φf \ are biorthonormal:

(15) ψΦV-*ik'

(ά) For all f£L2(B),we have

(16) LΠf)- I fφξdω.

(e) The functions φt maγ be obtained bγ taking the set

Φn(Z) = Ln>ΰKB{Z,W) U = 0 , l , . . )

and orthonormalizing them by the Gram-Schmidt process.

( f ) The set \φ^\ is complete for L (B) if and only if the set \ Lfc \ is

complete forL2{B),

In (17),

KB(Z;W) = KB( zl9z2 , -,zn; wι, w2 , . . , wn )

designates the Bergman kernel function for the domain B, and in our notation

an asterisk * used with the symbols for either functions or functionals indicates

that the corresponding set of functions or functionals is orthonormal. Starting

from a given B and a given ordered set ί L& }, the sets { Z/| \ and { φ£ \ are de-

termined uniquely, and we shall speak of them as being the biorthogonal sets

associated with { L^ \ and B.

The inner products

(18) (Φi>Φj)= J ΦtΦj dω,

which occur in the orthonormalizing process, may be easily evaluated in terms

of KB{Z; W). We have, from (16), (17), and the orthonormal expansion for KB,

(19) IΦrΦ^-L^U-i-K^Z W)}.

If we introduce the determinants

(20) Dn = \{φi,φj)\ ( i , / = 0 , l , . . , n ) ,

3 The notation Ln^ means that Ln is to be applied to Kβ as a function of w.
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(21)

φo(Z), , φn(Z)

while

(22) α B , = ( - 1 )'(/>„-iCn

^ - l ' Φn) *

In view of the orthonormality of the functions φ£9 we may form the kernel

function

(23)
h=o

φ$(Z)φΠW),

the series (23) converging uniformly and absolutely for Z and W confined to any

closed bounded subset of B x B and defining there an analytic function of
zι» Z2s'"9zn a n ( l a n anti-analytic function of wι9 w2$ 9 wn H the system

{ φ% \ is complete for L2(B), then Kj must coincide with Kβ. If auxiliary con-

ditions are present, we replace (23) by

(23')
k-0

where { φ£ \ and { L^ 1 are the biorthonormal sets associated with { L^ ! and B

Combining this observation with Theorem 1, we have the following result:

THEOREM 2. The functional equation ( 3 ) (augmented9 possibly, by
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auxiliary conditions ( 1 2 ) ) possesses nontrivial solutions of class L2(B) if

and only if Kj φ KBf or if and only if Kj{Z;Z) < KB{Z;Z), Z E B.

If we admit the possibility of a nontrivial solution, the kernel Kj may be

thought of as an " incomplete" kernel for B relative to the functional equation

( 3 ) . It is wholly accessible to computation via (19)-(23) once KB has been

established. Moreover, Kj may be used to project the space L2(B) onto the

linear subspace S of solutions:

T H E O R E M 3 . The function g(Z) is a solution of ( 3 ) of class L 2 ( B ) if

and only if there exists an f E L 2 ( B ) for which

(24) T(f) = g(Z) = f { Z ) - f KI(Z,W)f(W)dωw,

B

or alternately$ for which
oo

(24') Γ(/) = g(Z) = / ( Z ) - Σ, ^k{f)c^k(Z)'

Appropriate changes must be made if auxiliary conditions (12) are present.

Proof. We observe that in view of (16) and (23), (24) and (24 ' ) are equiva-

lent. For a given / E L2 {B)9 construct a g by means of ( 2 4 ' ) . Since the quanti-

ties L*(f) are Fourier coefficients of /, the sum in (24 ' ) is of class L2 (B).

Thus also g E L2 (B). As remarked previously, g will be a solution of ( 3 ) if

Lk(g) = 0 (k = 0 , 1 , . . . ) . By (14) , this is equivalent to L * ( g ) = 0 (k =

0 , 1 , ). In view of the boundedness of Lf over L2 (B)9 we have

(25) L*k(g) = ΐ*kif)-Σ, fyfyV % %
71=0

The last equality follows from (15) . Thus g is a solution. Conversely, if g is

a solution of class L2 (B) we shall have

so that (24 ' ) holds with f = g.

Equation ( 2 4 ) - ( 2 4 ' ) yields a projection of L2{B) onto the subspace S

of solutions. The partial sums of (24 ' ) ,
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have the usual minimum property of Fourier series; that is, for each Λ they

solve the minimization of the integral

(26)

k=o

2
dω.

On the other hand, the series in (24') has two characters: it is simultaneously

a Fourier series and an interpolation series as well. This means that the partial

sum

(27)

is that linear combination of φQ, φγ9 , φN which interpolates to / in the

sense that

(28)

or, equivalently,

(28') I

Once KB is known, and if ί L^ \ is a sequence of point or differential operators,

then no integrals extended over B of the inner product type need actually be

computed to obtain either φ* or the series expansion in (24"). The explicit

orthogonalization formulas of Gram-Schmidt (20)-(22) are equivalent to an

interpolation series of Newton type with respect to the sequence { Ln !. For a

fixed /V, formulas of the Lagrange type may be developed, and may prove to be

more convenient.

In view of the reproducing property of Kβ, we may write (24) in the form

ί ί
(29) Π / ) = g ( Z ) = / KB(Z;W)f(W)dωw- / KI(Z;W)f (W)dωw ,

so that by introducing the kernel
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(30) KS(Z;W) = KB(Z;W)-KI(Z;W)

we have the representation

(31) g(Z)= I Ks(Z;W)f(W)dωw.

If / E S, then g{Z) = f(Z) inasmuch as

L * ( / ) = L * ( L ( / ) ) = 0 U - 0 , 1 , . . . ) .

Thus, K${Z;W) is a reproducing kernel for the subspace S and as such, may be

proved unique (that i s , nondependent upon the selection \Ln\) in the usual

way. K$ (Z, W) may also be defined by

(32) KS(Z;W)= £ φk(Z)ψk{W),
k

where {φ^ \ is any orthonormal set which is complete for S. In the case of

ordinary differential equations, the sum in (32) will consist of a finite number

of terms. In the case of ordinary differential equations of infinite order or of

partial differential equations, there will, in general, be an infinity of terms

present.

The incomplete kernel Kj may be identified as the kernel of the orthogonal

complement S^ of S, and the utility of the backward decomposition of KB given

by (30) lies in relative accessibility of Kj as opposed to X5. Let us note also

the orthogonality relationship

(33) / KS{Z;W)KI(W;X)dωw = 0,
*B

which follows from (30) and from the reproducing properties of K$ and Kg over

S and L 2 ( β ) , respectively.

For / E S$ we have, by (31) and the Schwarz inequality,

(34) I / I 2 < l i /ΊI 2 ί Ks(Z;W)Ks(Z',W)dωw
B

= \ \ f \ \ 2 [ K B ( Z ; Z ) - K I ( Z ; Z ) ] .

The inequality (34) is a wide generalization of the Schwarz Lemma for functions
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regular in the unit circle. Finally, we may generate complete sets of solutions

in the following way:

T H E O R E M 4 . Let θn{Z) U = 0 , 1 , ) be a complete set for L2(B);

then the functions

(35)
Γ

T1 ( /-) ^ — /

n ~~ JD

Ks(Z;W)θn(W)dωw

form a complete set of solutions.

Proof, We must show that any solution g can be approximated arbitrarily

closely by combinations of φ 9 , φn, Let

N

k=0

< e.

Then by (34), (35), we have

N

k-o
< e[KB(Z;Z)-K,(Z;Z)YA,

which establishes completeness.

4. The nonhomogeneous case. We consider next the nonhomogeneous linear

functional equation

(36) L(u) = f,

which may be supplemented by auxiliary conditions of the form

(37)

We assume that / is regular in B, and that all previous hypotheses regarding L

and Λn remain in force. We first reduce (36)-(37) to a problem in interpolation

in the following way.

THEOREM 5. The linear functional equation (36), subject to the auxiliary
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conditions (37 )f is equivalent to the interpolation problem

(38) LkU) = Lk(f)

(380 Ak(u)=ak U = 0,l,. . .).

If conditions (37) are absent we maγ omit ( 3 8 ' ) .

Proof. That ( 3 8 ) , ( 3 8 ' ) follow from ( 3 6 ) , ( 3 7 ) is evident. Suppose con-

versely that ( 3 8 ) holds. We wish to prove that L{u) = / throughout B. We have

L k LU)-Lk(f) = 0 U = 0 , l , . . . ) .

Thus

Lk[L(u)-f] = 0 U = 0,l, . . .).

Now L(u) - f is regular in B, and { Lk } is complete for /?. Hence the conclusion

follows.

It will now be convenient to uniformize our notation. We introduce an aug-

mented set { Lk } of linear functionals as in the previous paragraph, and intro-

duce a set of constants { β^ \ by means of the definition

(39a) βk = Lk{f) if Lk=Lk,

The interpolation problem is now

( 4 0 ) Lk(u) = βk ( 4 - 0 , 1 , . . . ) .

We observe again that there is no distinct role played by the auxiliary con-

ditions. Boundary value and initial value problems of mathematical physics may

be fitted into the pattern (40) providing it is known a priori that the required

solutions are regular across the boundary so that the functionals Lk will have

the required boundedness properties. We next introduce the biorthonormal sets
A /, A

ί L | \ and { φ^ \ associated with { L^ \ and B. We have

for constants α, determined as in the previous paragraph. The following result
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now holds.

THEOREM 6. The linear functional equation (36), (37) possesses a solu-

tion of class L2 (B) if and only if

(42)

P=o

The solution is unique (within L (B)) if and only if {L^ \ is complete for

L2(B). If ( 4 2 ) holds, then the series

(43) α(Z)« Σ, Σ %pβ\ ΦZ(Z)
k-Q \ p=0 /

converges to a solution u(Z) uniformly and absolutely in every closed bounded

subset of B.

Proof. Suppose that a solution u (ΞL2(B) exists. Then from (40) and (41)

we have

p = 0

But since the L£ (u) are Fourier coefficients of u with respect to j φ% \, we must

have (42). If (42) holds, then the series (43) converges uniformly and absolute-

ly in every closed bounded subregion of B to a function V ( Z ) of class L2 {B).

Now,

p=o

in view of the boundedness and biorthogonality properties of these functionals.

Hence

so that V satisfies the equations (36) and (37) by Theorem 5.

A particularly important special case is to solve (36) subject to the auxiliary
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conditions

(44) Ak(u)=0 U = 0 , l , . . . ) .

A A

As in Theorem 5, we again construct the biorthonormal sets } L£\ and { φΐ }9

and note that each functional L^ is a finite linear combination of functionals

Lfc and A^:

( 4 5 )

where the coefficients b^ and c^ now contain certain dummy zeros. Let us

write

(46) Σ K Z

P = Σ W = hL> h - Σ % L

P
P P P

We now have the following result.

THEOREM 6' . The linear functional equation ( 3 6 ) 9 ( 4 4 ) possesses a

solution of class L2 {B) if and only if

(47) £ l5/c(/)| < <».

// (47) holds$ the interpolation series

(48) u ( Z ) = 2 1 S k ( f ) φ * ( Z )

converges to a solution uniformly and absolutely in every closed bounded subset

ofB.
Λ

Proof. If βk = α^ = 0 when L^ = ̂ , then, by (39a),

P P

Under the assumption that the equation (36), (44) possesses a solution for
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all f £ L2 (B), we may find a second representation for the interpolation series

(48). The functionals Sk are bounded over L (B), and hence possess a Riesz

representative sk(Z):

(49) Sk{f)= f f 7 k dω; f £ L 2 ( B ) ,

JB

where

(50) s k ( Z ) = Skfϊϋ K B ( Z ; W ) .

If (36), (44) possess a solution of class L2 {B) for all / £ L2 {B), then (47)

must hold for all / £ L2 {B ). In particular, from

( 5 1 ) s k ( Z 0 ) = S k f W K B ( Z 0 ; W ) , Z 0 £ B ,

we learn that

(52) ]Γ \sk(Z0)\2<oD for all Zo β B .
k=o

We may therefore form the mixed kernel

(53) D(Z;W)= £ Φt(Z)sk{W),

which will converge uniformly and absolutely in every closed bounded subregion

of B x B. Finally, from (48) and (49), we have the representation

(54) U(Z)= fD(Z;W)f(W)dωw.

The kernel D(Z; W) plays a role analogous to a Green's function or to the

Duhamel kernel in the superposition theorem of the theory or ordinary linear

differential equations. The totality of solutions in L2(B) of ( 3 6 ) , ( 4 4 ) may be

written in the form

(55) ί / ( Z ) = I D(Z;W)f(W)dωw+ [ Ks (Z;W)h(W)dωw; h £ L 2 ( B ) ,

or, in interpolatory form,
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(56) Σ, kfφ Σ,
fc=o k=o

5. C o n v e r g e n c e of i n t e r p o l a t i o n s e r i e s for / £ L 2 ( B ) . In t h e p r e s e n t p a r a -

graph we return to the interpolation series (24'). This has been discussed under

the hypothesis that / G L (B ). If, however, each functional Lϊ (or L.) is ap-

plicable to a wider class of functions than L2(B), a formal series (24') may

be constructed and its properties examined for f in this wider class. This will

be the case, for example, when L^ are differential operators. For the sake of

definiteness, let us assume that we are dealing with the ordinary linear dif-

ferential equation

(57) L ( / ) Ξ / U ) + α 1 ( 2 ) / ( n - ι ) + . . . + α n ( 2 ) / = 0 ,

and that we have selected

(58) L Λ ( / )

The coefficients aj(z) in (57) are assumed regular in a region R containing

the origin. If / is regular at z ~ 0, then the series (24') may be formed. If this

series then converges uniformly in a neighborhood of z = 0, the difference

fc=O

which is again regular at 2 = 0, will be a solution; for, since the functional*

Lf are applicable term by term, we have

and this implies that L ( g ) = 0. The interpolation series (24') has a doubly

orthogonal character, but the above proof will apply to any interpolation series

(59) g ( z ) = / ( z ) - 2_ L

in which the regular functions φ^ are merely biorthogonal:
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(60) ty

Such se t s are more numerous than doubly orthogonal s e t s . To determine such

a set , we need only start from a given set of functions \ tn(z)\ (n = 0, 1, )

which has properties of independence with respect to { Lj \ and determine linear

combinations

V Ό-L / ψ L \ Z ) — f _, e fop Ip \Z ) \n = \J9 19 )

p=0

success ively by the requirement ( 6 0 ) .

We shal l now prove that we may find a set {ψ,(z)\ biorthogonal to ί Lΐ \

with the property that if / is regular in any neighborhood of z = 0, the inter-

polation ser ies

oo

(62) g{z) = f(z)~ Σ, Lt(f)Ψk(z)

will converge to a solution of (57) in some neighborhood of z = 0. The present

proof will generalize to both partial differential equations and to ordinary dif-

ferential equations of infinite order.

We have, from (57) and (58),

n ik . n+k

S ί-^ i k P lz = 0

p=0 a z

while

n+k

(64) £ £ ( / ) = _
/=o

for appropriate b* ,. We assume that B contains the origin and is contained in

the region of regularity of a t ( z ) .

LEMMA. Let f(z) be regular in \z\ < p . Then there exist positive con-

stants M and t such that

(65) \L
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Proof. For any g G L 2 (B ), we have

L*(g)= // gφ* dxdy ( A - 0 , 1 , . . . ) .

Thus LJ(g) are Fourier coefficients of g, so that, by the Bessel inequality,

oo

(66) Σ, i:

In particular, we may select

so that

(67) L*(zP/p\)

From ( 66 ) we obtain

n+k

7=0
°kj z = 0

(68)

k=0 k=0

zp
dx dγ

Area(β)

where J designates the maximum distance from the boundary of B to the origin.

If now f is regular in | z \ < p, we have, for some constant Λf*,

(69) M* j\/pί ; = 0,l, ),

so that from (64) and (68),

(70) l % ( / ) | <M(d/P)
k

with
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LEMMA. There exist positive constants m and σ such that

(71) \ L ( φ * ( z ) ) \ < m \ z \ k

for all k = 0, 1, , and for all | z | < σ.

Proof. The orthonormal functions φ^(z) satisfy the requirements [ 12, p. 16]

Lo(φ*) = Lι(φ*) = ... = Lk.ι(φfc) = 0,

or with notation g^ = Lφ£,

Let I z I = σ ' and | z | = σ, σ ' > σ both be contained in B. Since φ* are ortho-

normal over B, they are uniformly bounded by some M over | z \ < σ'; hence, by

(57) and Cauchy's ixiequality,

(72) I W j p l < σ ' M Σ , Bj j \ s i + ι = m; \ z \ < σ ,
/=o

where

σ ' - σ and βy = max | αy (z ) | .

Thus the functions L(φf) are uniformly bounded in | z \ < σ by m. The in-

equality (71) now follows from Schwarz's lemma.

We observe now that the last two lemmas imply that the series

£ L*k(f)Lφ%(z)
/c=o

will converge absolutely and uniformly in | 2 | < r, r < 1/ί. Furthermore, we

must have

(73) L ( f ) = ^ L * ( f ) L φ * { z ) ; \ z \ <r.

/c=0

T o s h o w t h i s , d e s i g n a t e t h e s u m o f ( 7 3 ) , | z | < r , b y g ( z ) . B y u n i f o r m
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convergence, we may apply Lp term by term. Thus

(74) Lp(g)= Σ L*(f)LpLφ*(z),
k=o

so that

( 7 5 ) £ £ ( * ) = Σ ^ ( / ) ί > ( c 5 6 * ( z ) ) = L * ( / ) = L * L ( / ) .

k-0

By the c o m p l e t e n e s s of } L * \, g = L (f).

L e t now β t d e s i g n a t e a reg ion c o n t a i n i n g z = 0 and c o n t a i n e d in | z | < r?

and l e t D (z$w) = DBl(z$w) be the k e r n e l d e s c r i b e d in ( 5 4 ) - ( 5 5 ) . We h a v e ,

for e a c h f r e g u l a r in | z \ <_ r, t h e i d e n t i t y

= j j D{z,w)(76) / U ) = JJ D(z,w)L(f{w))dωw

where s{z) i s some s o l u t i o n of L {s) = 0, r e g u l a r in β 1 # Apply ing t h i s i n v e r s i o n

o p e r a t o r to ( 7 3 ) , we h a v e

(77) JJ D(z,w]

k = 0

where

(78) φ , ( z ) = \\ D(z,w) L(φΐ(w))dωw ( A = 0 , 1 , . . . ) .

The functions { φ, \ are easily seen to be biorthonormal to the interpolation

operators ί Lΐ \ We therefore have the following result.

T H E O R E M 7 . For each f(z) regular in \z\ < σ , the biorthogonal inter-

polation series
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(79)

converges to a solution of the equation (57).

6. Relation to questions of stability. In a previous paragraph we have given

necessary and sufficient conditions in order that a given functional equation

possess solutions of class L2 (B) If the coefficients of this equation involve

a parameter λ, then a criterion may be obtained in terms of λ Here B designates

any region which possesses a kernel function Kβ, If B is chosen as an un-

bounded domain, then membership in L2(B) acts as a stability criterion.

To elucidate this remark, let us consider the two dimensional case, and let

S designate the half-strip

R e ( z ) > 0, | I m ( z ) | < h.

Then we have / € L (S) if and only if4

( 8 0 ) | | / | | 2 = fh f | / ( * + iy)\2 dxdy < oc .
ύ J-h Jo

Thus, to belong to L2 (S) a function must not become large too rapidly as z

approaches the horizontal boundaries of the strip, and indeed, must approach

zero with a certain maximal rapidity along any horizontal line.

LEMMA. Let f G L2 (S); then along each line

y = σ, - h < σ < h,

we must have

(81) l im f(x + iσ) = 0.

Proof. If (81) were not true, we could find two positive quantities A and δ

and a sequence of values λ 0 < λL < such that

(82) λ n - λ n . 1 > δ > 0 (71 = 1 , 2 , - . . ) ,

and

Various authors have considered solutions of class L (0,oo); for example, see
[13].
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(83) | / ( λ π + iσ)\ > A > 0 U = 0 , l , . . . ) .

In virtue of (82) we may find an r > 0 such that the circles

Cn : I z - ( λ n + iσ) I < r

lie in S and do not overlap. Now

JJ \f\2dxdy> £ JJ(84) oc >

S n=0 C~

Since / is regular in Cn, it possesses a Taylor series expansion

(85) / U W ( P n ) + Γ(Λι)U-Λι) + ;Pn = λn+ i°>
so that *

(86) JJ \ f { z ) \ 2 d x d y > π r 2 \ f ( P N ) \ 2 .

Combining this with (84), we must have

oo

(87) £ l / ί ^ J I 2 < °°*

This contradicts (83) and proves the result.

The 'stability' which is spoken of here is that usually associated with the

theory of linear, non time-varying electrical networks; in this theory we are

confronted with a differential equation

(88) y U ) + α i y

U " ι ) + . . . + any = f{x),

to be solved under initial conditions such as

(89) y ( 0 ) = y ' ( 0 ) = . . . y U " l ) ( 0 ) = 0 .

If the characteristic roots of (88) are

Tj=uj+ivj ( / = l , 2 , . , n ) ,

assumed distinct, then the n independent solutions of the homogeneous equation
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are

/ N UjX iVjX

y\x)=e s e J ,

The equation (88) is called stable if u; < 0 (y = 1, ,τι). We observe now that

y\z) EL2{S) if and only if UJ < 0. For

and this result is now implied by (80). It appears then that the equation (88)

is stable if and only if the fundamental solutions of the homogeneous equation

are in L2 (S). For the case of more general linear networks, we propose member-

ship in L2(S) as a possible extension of this type of stability. Added flexi-

bility may be achieved by varying h9 and by attaching a weighting function to

(80), Inasmuch as the mapping function for 5 is elementary, the kernel function

Ks of S may be computed explicitly, and the criterion of § 3 can be formulated

in closed form.

7. Systems of functional equations. The methods of the previous paragraphs

may be extended to the case of systems of equations. As the proofs and the

principal results parallel those given in § 2 - 4 very closely, we shall not dwell

on these aspects, and shall be content merely with showing how the generaliza-

tion may be set up.

For the sake of simplicity, we consider here only systems of two functional

equations in the two unknown functions, u{ - Ui(zιs z2? * zn) == u>i(Z), (i — 1, 2 ),

(90) Lι(uu u 2 ) = 0,

L2(uu M 2 ) = 0 .

Introducing the solution vector u = ( u l 9 u2 ) and the vector operator L = ( L l f L2 )9

we may write (90) as

( 9 0 ' ) L ( u ) = 0 .

We assume that Lι (uι$u2) are regular functions of z\9 9zn whenever u{ are,

and that L is linear on the vector υ. Vv!e shall say that ( 9 0 ' ) posses ses a solu-

tion of class L2{B) if there exists u( £L2{B) for which (90 ' ) holds. In addi-

tion to (90), we may consider an augmented system comprising (90) plus certain

auxiliary conditions which may be written in the form
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(91) An(u) = An(uuu2) = 0 U = 0 , l , . . . ) .

Here An is a linear functional on u. Let again ί Ln \ designate a fixed set of

linear functionals defined on the set of functions regular on B and complete for

this set. We introduce

( 92) ΐ2nM=LnL
ι(ulfu2) (n = 0,1, ),

u ) = LnL
2 (uuu2) ( n = 0 , 1 ? • • ) .

L 2 n and ^ 2 n + ι are linear functionals defined over vectors u, and we shall say

that a sequence hn of such functionals is complete for a class S of vectors

if L^(u) = 0 (n = 0,1, •••) implies u = 0. We have the following parallel to

Theorem 1.

THEOREM 8. The system (90") possesses a nontrivial solution of class

L2(B) if and only if the set of functionals { hn \ is incomplete for L2 (B). If

auxiliary conditions (91) are present, the set { Ίun \ must be augmented by the

addition of { An\.

I t i s n o w c o n v e n i e n t t o i n t r o d u c e t h e d i r e c t s u m o f L 2 ( B ) w i t h i t s e l f :

= L2(B)®L2(B).

This space consists of pairs

u = ( u l 9 u 2 ) , Ui G L 2 ( B ) .

Vector addition and scalar multiplication are defined by

u + x = ( u i 9 u 2 ) + ( v i 9 v 2 ) = ( u ι + v ι , u 2 + v 2 )

a n d

a u = a ( u χ , u 2 ) - ( a u ι 9 a u 2 ) .

We introduce an inner product in L2 (B) by means of5

(93) { u , v i = { ( u i 9 u 2 ) , ( v i 9 v 2 ) \ = / ( u ί v ι + u 2 v 2 ) d ω 9

5 I n what follows, the parenthesis is used solely for the element pairs of L2 {B ). If
the inner product in L2 (B ) is required, we shall write (u, v ) 2 .

L \B)
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and a norm by

(94) \\υ\\2 = \\(ulfu2)\\2 =Hulfu2), U

U n d e r t h i s norm, i t i s k n o w n t h a t L (B) b e c o m e s a H u b e r t S p a c e , By c l a s s i c a l

r e s u l t s , any b o u n d e d l i n e a r f u n c t i o n a l ϊ over L2(B) p o s s e s s e s a r e p r e s e n t a t i o n

of t h e form

J {uχVι Λ- U2 V2(95) T (u) = ί u, v} = / {uι vt + u2 v2 )dω

for some v G L2 (B). Hence we have the decomposition

/ C\(l \ rr ( \ T ( \ • T1 / \

\yo) i \ u ) ~ l ι { u ι ) + l 2 \ u 2 ) ,

where Ί\ and T2 are bounded l inear functionals over L (B). The converse

evidently holds a l s o . Moreover,

In what follows, we s h a l l assume that L w a s well as An are l inear and bounded

over L2(B). The examples given in § 2 are eas i ly extended to the present c a s e .

If { i r Λ ' } i s a complete orthonormal system for L2{B)9 it may be shown by

an extension of the usua l proofs that each of the s e r i e s 2 L Λ = 0 ui

n'{z)[uj(w)~\

converges uniformly and absolutely in every closed bounded subdomain of

B x B. In addition, a strong R i e s z - F i s c h e r theorem e x i s t s for L2(B); that i s ,

uβL2(B) if and only if

OO (X)

u = 2 3 α n u with 2 1 \ a n \ 2 < oo
71=0 ft = O

and

αra = ί u , u U > ! U = 0,.. ) .

The convergence of each of the component series is uniform and absolute in

every closed bounded subdomain of B. The array
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(98)

£ u[n\z)u[n)(w) u\n\z)u[n)(w)
n=o

u(

2

nHz)u[n)(w) u[n)(z)u{

2

n)(w)
n=o n-o

w i l l be k n o w n a s a k e r n e l t e n s o r for t h e s p a c e L ^ ( B ) . E a c h row of KB i s , for

f ixed W G B, a v e c t o r e l e m e n t of L^{B) w h i c h w e s h a l l d e n o t e by K^(Z, W)

andti{

B

2)(Z9W).Ίhus9

(99)

If

then we have

(100) ) , u(w) (t = 1,2).

Let us consider, for example, the case i — 1; then

so that

an{u[n\u[n)),

[n){Z)u[n)u[n){Z)u[n)(W),
n=0

n=o

_
- o
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which by orthonormality reduces to

n=o

The reproducing property may be written more compactly as

(100') u ( Z ) = i u ( ί n , KB(W;Z)\.

It can be s e e n that if ί un \ i s a complete orthonormal s y s t e m for L2 (B), then

the s e t of v e c t o r s

( 1 0 1 ) u 2 n = U Λ , 0 ) ( n = 0 , l , . . . ) f

= (09un) U = 0,1, . . .) ,

i s complete and orthonormal for L2(B). With t h i s s p e c i a l s e l e c t i o n , we find a

kernel t e n s o r of the form

KB(Z;W) 0

(102) KB(Z;W) = \

I 0 KB(Z,W)

where KB i s the kernel for L2(B).

We come now to the a n a l o g u e of Theorem 2.

THEOREM 9. Let \ L^ \ be a set of linear functionals each of which is de-

fined and bounded over L2(B), The set { L^ \ will be assumed independent.

Then there exists a set of pairs

and a set of linear functionals \ Lj* } (n - 09 1? ) which possess the following

properties:

( a ) Each 0ΐ is of class L2(B), and the set is orthonormal:

(103 ) ί 0 | , 0? \ = δjk

(b) Each L^ is a finite linear combination of the functionals L^r
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k

(104) L* = £ %S (A = 0 f l , . . . )
P=o

for an appropriate set of constants a^ .

(c) The sets { Lf \ and \0ΐ\ are biorthonormal:

(105) ϊ>02i )-δ. f c .

( d ) For allX £L*(B)we have

(106) L ( V ) = f V , 0 i .

( e ) T/ze pairs 0 * may 6e obtained by taking the set

(107) <£B (Z) = LΠfiJ; KB(Z,ΪF) U = 0,l, )

and orthonormalizing them by the Gram-Schmidt process.

(f) The set \0L\ (or \0f\) is complete for L^(B) if and only if the set

{ Lβ.} is complete for L (B).

By (107) is meant that

(108) φnfi(Z) = ΐnfϊd&
(

B

i)(Z;Ψ) (ί = 1,2)

where

Using the specific set of functionals (92), we construct the related bi-

orthonormal sets j Lf \ and \0t i ^ e then have the following analogue of Theo-

rem 3.

T H E O R E M 10. The vector g ( z ) is a solution of the system ( 9 0 ) of class

L^(B) if and only if there exists an f ( Z ) G L^ (B) for which

( 1 0 9 ) g ( Z ) = f ( Z ) - £ £ f c £
k=o

For each f ^L^(B), the series in (109) converges uniformly and absolutely

in every closed bounded subdomain of B. It is simultaneously a Fourier series

and an interpolation series whose terms may be obtained by interpolating to f
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by means of { L^ }.
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