
32 Appendix The Eigenvalue Problem 

In order to discuss the stabilities of a minimal surface, we need some general knowledge 
of the (Dirichlet) eigenvalues of a self-adjoint second order elliptic operator. 

Let Sl C Rn be a bounded domain and L be a self-adjoint second order elliptic 
operator 

Lu = Di(aij Dju + biu)- b;Diu + cu, 

where ( aij) is symmetric. We suppose that L satisfies 

n 

:L laij(xW:::: A2 , 2)\- 2 L (W(xW + A- 1 lc(x)l):::: v2 , Vx En, 
i=l 

for some constants A, A, v > 0. 
Define (u, v) = fn uv dx, and a quadratic form on H = H(Sl) = Wt'2 (0) by 

£(u, v) = k (aij D;uDjv + biuDiv + bivDiu- cuv)dx = -(Lu, v). 

The ratio 
J(u) = £(u, u) ,+ H 

( ) , u ::r= 0, u E , 
u,u 

is called the Rayleigh quotient of L. 

(32.186) 

By (32.186) and (32.187) we see that J is bounded from below. In fact, writing 
b = (b\ · · ·, bn) and lbl 2 = I:i lbil 2 , we have 

£(u,u) [ (aij DiuDju + 2biuDiu- cu2 )dx 
Jll 

> k [J\1Dul 2 - (tJ\IDul2 + 2,\-1 1Wu2 + cu2) J dx 

(by (32.186) and Schwarz's inequality) 

> k (t,\1Dul 2 - ,\v2 lul 2) dx (by (32.187)) (32.188) 

> (~c- 1 - ,\v2) k lul 2 dx (by Poincare's inequality). 

Hence we may define 
A1 = inf J. 

H 
(32.189) 

We claim now that ,\1 is the minimum eigenvalue of L on H; that is, there exists 
a non-trivial u E H such that Lu + ,\1u = 0 and ,\1 is the smallest number for which 
this is possible. To show this we choose a minimizing sequence { um} C H such that 
llumll£2 = 1 and J(um)--+ A1. 
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By (32.188) and llumllu = 1, we have 

~ k 1Duml 2dx :S 2Av2 + £(um, Um) :S 2()..v2 + 1)..11), 

hence { um} is bounded in H. Thus by the compactness of the embedding H---+ L2 (D), 
a subsequence, which we still note as { um} itself, converges in L2 (D) to a function u 
with llullu = 1. Since Q(u) = £(u, u) is quadratic, we also have for any l, m, 

Since 

£ (Ul + Um Uz + Um) 
2 ' 2 

(inf J) ( Uz + Um Uz + Um) = ).. ( Uz + Um Uz + Um) 
> H 2' 2 1 2' 2' 

we have 

Q (Uz ~ Um) :S ~ (Q(uz) + Q(um))- )..liiUz ~ Um 11:2---+ 0. 

Again by (32.188), 

~ k ID(uz- um)i 2dx < £(ul- Um, Uz- Um) + 2)..v2 k iul- uml 2dx 

( Ul- Um) 2 2 < 4Q 2 + 2)..v llu1- umllu ---+ 0, 

and so we see that { um} is a Cauchy sequence in H. Hence Um ---+ u in H, and moreover 
Q(u) =At. 

Let v E H and consider 

J(u+tv) = £(u+tv,u+tv) = Q(u)+2t£(u,v)+t2 Q(v) 
(u +tv, u +tv) (u, u) + 2t(u, v) + t2 (v, v) · 

By (32.189), we have 

= dJ(u -Hv) I = 2£(u, v)(u, u)- 2(u, v)Q(u) = [~'( ) _ , ( )] 
0 d ( )2 2 '-' u, v /\1 u, v ' t t=O u, U 

i.e., k (aij DiuD1v + biuDiv + bivDiu- cuv- ?.1uv)dx = 0. 

Integrating by parts we obtain 

L [Dj ( aij Diu+ l}u) - biDiu + cu + ?.1u] vdx = k (Lu + A1u)vdx = 0. 
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By the arbitrariness of v E H, we must have Lu + A1u = 0. 
On the other hand, suppose v E H satisfies Lv + av = 0 (such a a is called an 

eigenvalue and v is called an eigenfunction corresponding to a). Then 

0 = k (Lv + av)vdx = -£(v, v) + a(v, v). 

We have 
a = J ( v) ?': i)}f J ( u) = A 1, 

and thus is the minimum eigenvalue. 
Let A be an eigenvalue, the eigenspace V>, corresponding to A is defined by 

{ u E H I Lu + AU = 0}. 

If we arrange (as we will always do) the eigenvalues of L in increasing order )'l, A2 , 

· · ·, and designate their corresponding eigenspaces by V1 , \12, · · ·, we may characterize 
the eigenvalues of L through the formula 

Am= inf{J(u) I u "¥:- 0, (u, v) = 0, '1/v E {V1, · · ·, Vm-1} }. (32.190) 

vVe summarize the above in the following result. Readers can refer to the books [21] 
(Theorem 8.37, p 214) and [10] (Chapter V, especially page 424 ). 

Theorem 32.1 Let L be a self-adjoint operator satisfying (32.186) and (32.187). Then 
L has a countably infinite discrete set of eigenvalues, 2: = {Am}, given by (32.190). 
Whose eigenfunctions span W~'2 (S1). Furthermore, dim Vm < oo and limm-+oo Am= oo. 

We a;lso need the Harnack inequality, 

Theorem 32.2 (See [21] Corollary 8.21, page 199) Assume L satisfies (32.186) and 
(32.187), u E W 1,2 (S1) satisfies u ?': 0 in Sl, and Lu = 0 in Sl. Then for any Sl' cc S1 
we have 

supu < Cinfu, 
f2' - f2' 

where C = C(n,AjA,v,Sl',Sl). 

Theorem 32.3 Given v1 , · · ·, vk_ 1 E H, let 

f_L=inf{J(u)luEH, u"¥:-0, (u,vi)=O, 1~i~k-1}. 

Then we have Ak ~ f_L. 
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Proof. Take ¢i as the i-th eigenfunction corresponding to the i-th eigenvalue Ai, 1 ::; 
·· i ::; k. We can assume that ¢/s are orthonormal in £ 2(0). We can select k constants 

d1, · · ·, dk, not all zero, such that 

k 

2:: di r ¢ivjdx = o, 1 ::; j ::; k - 1. 
i=1 ln 

Let ci = di(L:j=1 d])- 112 and define f = 2:::~ 1 CicPi· Then (!,f) = 2:::~=1 c~ = 1, and 
(!,vi) = 0 for 1 ::; i ::; k - 1. By the definition of J.L we have 

k k 

J.L ::; J(f) = £(!,f) = L c~ Ai ::; Ak L c~ = Ak. 
i=1 i=1 

D 

Theorem 32.4 Let 0 1, · · ·, Om be pairwise disjoint domains in 0. Considering the 
eigenvalue problem for each oi and arrange all the eigenvalues of 01, .. ·, O.m in an 
increasing sequence 

then we have 

Proof. Choose 1./Ji to be the eigenfunction corresponding to Vi in the related domain 
and extend '1/Ji by 0 such that '1/Ji E H = wJ-·2 (0) for 1 ::; i ::; k. We can assume that 
the '1/J/s are orthonormal. For any h1, · · ·, hk_1 E H, as in the proof of Theorem 32.3 
we can select ci not all zero, and f = 2:::~=1 ci'l/Ji such that (!,f) = 1 and (!,hi) = 0 for 
1 ::; j ::; k - 1. If we select hi as the i-th eigenfunction corresponding to Ai, then by 
Theorem 32.3 and (32.190), 

k 

Ak ::; J(f) = £(!,f) = L C~Vi ::; Vk· 
i=1 

D 

Combining the above with the Harnack inequality, we have an immediate corollary: 

Corollary 32.5 If 0' C 0, and the eigenvalues of L on H(O') are A~, A;, · · ·, then 

A~ 2:: Am, m = 1, 2, 3 · · ·. 

If 0' c 0 is a proper subdomain, i.e., 0 - 0' contains an non-empty open set, then 

A~ > Am, m = 1, 2, 3 · · · . 
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Remark 32.6 We have neglected the boundary regularity of subdomains in the the­
orems, but it is true that if u on S1' satisfies Lu + >..u = 0 and ulan' = 0, then 
u E W5'2 (S1') c H. See [5], page 2L 

Let ~ = S 2 and L = L'-.L: be the sphere Laplacian, S1 = ~ and 8S1 = 0. Then it is 
well known that >.. 1 = 0 and >.. 2 = 2. Hence we have 

Corollary 32.7 Let S1 C ~ be a proper domain, then the second eigenvalue of the 
sphere Laplacian on S1 is larger than 2. 

Let Um be the m-th eigenfunction corresponding to the m-th eigenvalue Aw Define the 
nodal set of Um as Zm = {x E S1: um(x) = 0}. 

Theorem 32.8 ([10], p 452) Zm divides the domain S1 into no more than m subdo­
mazns. 

Proof. Suppose Zm divides S1 into more than m subdomains; label them as S11 , S12 , 

· · ·, nk, k > m, and let Zm U U7=1 Di =D. 
Since Um does not change sign on each ni, 1 s i s k, Harnack's inequality tells 

us that Um 'I= 0 on ni (in fact, the nodal set has measure zero). Hence for each ni, 
1 S i S m, we can define a vi E H by vi = Um on ni, and vi = 0 elsewhere. Define 
Wi = II vi 11£ivi, then ( wi, wi) = L We see that wi satisfies Lwi + AmWi = 0. Since 
fq W(Wjdx = 6j, { wi}~1 is linearly independent. 

For the m - 1 eigenfunctions u 1 , · · ·, Um_ 1 in H corresponding to the first m - 1 
eigenvalues, as in the proof of Theorem 32.3, we can select m constants c1 , · · ·, em, not 
all zero, such that 

and L,'J:=1 c] = 1. Define ¢ = 2:~1 ciwi; then (¢, ¢) = 2:~1 c7 = 1 and (¢, ui) = 0 for 
1 S i S m - 1. Let S11 = Int U~1 S1i; then ¢ E H(S1') c H(Sl). Notice that S11 is a 
proper subdomain of n, since the are nonempty subdomains of S1 form+ 1 S i S k. 

By (32.190) we have 

£( ¢, ¢) = - r ¢L¢dx = - L CiCj r WiLwjdX ln ln 
m m 

- I:Cr>..m f wfdx = I::c7>-m = >-m· 
i=1 lo i=l 

Hence ¢ is an eigenfunction corresponding to the m-th eigenvalue, but ¢1 (S1 - S1') = 0 
contradicts Harnack's inequality. This contradiction proves the theorem. D 

Corollary 32.9 The first eigenfunction ¢1 corresponding to the first eigenvalue does 
not change sign in Sl. All other eigenfunctions must change sign in Sl. Moreover, 
dim v)q = 1. 
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Proof. (h does not change sign by Theorem 32.8. This also shows that the eigenfunc-
.· tions corresponding to the first eigenvalue must be either positive or negative, but two 

of them cannot orthogonal to each other, thus dim V.A 1 = 1. Let ¢i be the i-th eigen­
function where i > 1, then by (¢1 , ¢i) = 0 we know that ¢i has to change sign in 0. 
0 

170 




