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Abstract, Using the Cartan form of first order constrained variational prob­
lems introduced earlier we define the second variation. This definition coin­
cides in the unconstrained case with the usual one in terms of the double Lie 
derivative of the Lagrangian density, an expression, that in the constrained 
case does not work. The Hessian metric and other associated concepts intro­
duced in this way are compared with those obtained through the Lagrange 
multiplier rule. The theory is illustrated with an example of isoperimetrie 
problem.

1. In troduction

One of the most characterizing aspects of modern variational calculus on fibred 
manifolds has been without doubt the promotion to “basic concept” of the so called 
Cartan form. Essential for the intrinsic formulation of the classical Euler-Lagrange 
equations and a key object for Noether’s theory of infinitesimal symmetries and 
conservation laws, it is also a fundamental element for the mulli-sympleclic for­
mulation of the theory. As one can expect, it turns out to have an important role 
again for the second variation, where, in the unconstrained case, this formula can 
be obtained both from the double Lie derivative of the Lagrangian density or via 
the Cartan form [4, 5, 10],
In [3] the authors proposed a Cartan formulation for first order variational problems 
with differential constraints, where, unlike to the unconstrained case, the Cartan 
form lies in the second jet of the fibred manifold where the problem is given. From 
this object, it is possible to introduce a (third order) Euler-Lagrange operator which 
characterizes critical sections, a Noether theory of infinitesimal symmetries and
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Constrained C artan  Form and Second Variation 141

conservation laws, and a multi-symplectic formulation for these problems. On 
the other hand, the famous Lagrange multiplier rule appears naturally in this new 
framework allowing to relate this doctrine with the treatments of the subject given 
up to now.
In the present work we deal with the second variation from this new point of view. 
The most remarkable fact is that, in contrast with the unconstrained case, when try­
ing to define a Hessian metric at a critical section from the double Lie derivative of 
the Lagrangian density, the result depends on the chosen vector fields extending the 
corresponding tangent vectors along the section. It is not the case, however, for the 
double Lie derivative of the Cartan form, which allows us to define a generalization 
of the Hessian metric to the constrained problems under consideration.
The work is organized as follows: we make in Section 2 a brief review of [3] with 
the object to fix the notation, concepts and basic results. In Section 3 we introduce 
the Hessian metric, Jacobi operator and related concepts and study its relationship 
with the Lagrange multiplier rule. Finally, the theory is illustrated in Section 4 
with an example of isoperimetric problem.

2. First Variation

Consider the following setup of our problem: Let p : Y  ' X  be a fiber bundle 
over a //-dimensional manifold X ,  oriented by a volume element uj. If we denote 
by J XY  the bundle of 1-jets j ^ s  of sections s e  T(X, F ) of p, any C°°-function C 
on J XF  defines (where the integral exists) a functional L and its differential 5SL

where V Y  ' 1' is the vector bundle of p-vertical vector fields on F  and Tc denotes 
sections with compact support.
When one considers variational problems with differential constraints, except for 
some few cases (existence of non-regular extremals in semi-Riemannian geome­
try, for example [1 1 ]), the constrained problem can be related to a problem without 
constraints by incorporating new independent variables (the Lagrange multipli­
ers [2]). All critical sections of the latter project to critical sections of the con­
strained problem, and conversely (under some general assumptions of regularity). 
In general, this correspondence is not one-to-one. The relation of the second vari­
ation of both problems turns out to be more obscure.
The differential constraint will be defined by a submanifold S  C J XY.  A section 
s e  T(X,  F )  is said to satisfy the constraint if j 1s c  S. For convenience we will 
assume that the constraint submanifold S  satisfies the following

( 1 )
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Hypothesis 1. There exists a rank k vector bundle E  —» Y  and a bundle morphism 
$ :  J 1Y’ —> E, with d $  o f maximal rank on V  ( J 1F /F ) ,  such that

S  =  $ - 1(0) C J XF.

Locally, if ea are a local basis of E  and $  =  4>aea, e  C°°( J 1F ), this condition 
states that S  = {fia = 0} and rk (d(pa/dy \ )  =  k. Thus S  is a fiber bundle over F . 
Here and in the following, for local expressions we take a fibered local coordinate 
system {xv, yl) on F , for which uj =  da:1 A • • • A dxn, and denote by {xv, y f iy l)  
the induced coordinate system on J XY.
In this situation, we will consider the set T,s{X, F ) of admissible sections

Ts{X ,  F ) =  | s  e  T{X.  F ) ; im f s  c S }  =  { s £  T{X.  F ) ; $  o f s  = o}

and the space Ts(Ts(X,  F )) of admissible infinitesimal variations at an admissible 
section s e  r s-(A". F )

TS(TS(X,  F ))  =  {Ds e  T(X, s * V Y ) ; /D *  tangential to 5}

=  {Ds e  T {X ,s*V Y );  f D s i m  = 0}

where derivatives of ̂ -valued objects are taken with respect to a given connection 
V e  on the bundle E.  It is clear that, if {st} is a variation of s =  so with admissible 
sections, then (d /d f)|t=0 st e  Ts(Ts(X ,  F )). It is also known in the case of me­
chanics (X =  R) that for regular solutions of j-1s c  S,  any D s e  Ts(Ts(X ,  F )) 
is induced by a variation by admissible sections [7],

Definition 1. An admissible section s e  r,g(X, F ) is critical for the constrained 
variational problem defined by Cuj, S  C J xY  if <5SL vanishes on any admissible 
infinitesimal variation with compact support D s G T^(T's{X, F)).

In order to characterize the set of critical sections of this problem by means of a 
system of partial differential equations, in the case where S  =  J 1F , we may use 
any of the geometrical setups leading to the corresponding Euler equations [4, 5, 6, 
10]. For constrained variational problems, however, one needs geometric objects 
that parallel the ones used for the unconstrained case. We summarize here the main 
objects appearing in the theory of first variation, as given in [3]

• The structure 1-form of the jet bundle J 1F , with values on the vertical 
bundle V Y ,  whose local expression is

6 =  (dy1 -  yl&xv) ® (d/dy1)

and associated to any i7-valued horizontal n-form $ lu.
•  The momentum form 0 $ , a (n — l)-form on J XY  with values on the bundle 

VY*  ® E,  and local expression

=  (d(j>a/dyl)ujv ® dy1 ® ea
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where ujv — i^QjQxnyuj.
• The Cartan form 0 $ , a /7-valued //-form on . / 11' defined by the equation 

0 $  =  8 AO# -I- where A stands for the wedge product associated to the 
duality pairing of V Y  with VY*.

•  The liuler Lagrange form E$, a ra-form on J XY  with values on VY*  ® E  
such that d 0 $  =  0AE$. In a local coordinate system

E$ u  ® dy1 ® ea - d ^ E((d(j)a/dy l ) ea ) A ujv ® dy1

+  T{t (d4>a/dy l ) (dyk -  ykdx>1) Awp ® dy1 ® ea

where the connections V b o n £  and y  on the bundle V Y  are with van­
ishing vertical torsion (f^ =  T kit where (d /  dy1)^7 (d /  dy^) = f kj ( d / d y k)
and (d /dy t) ^ Eea =  y^ep).  It must be noted that the structure form 8 
vanishes when restricted to holonomic sections: =  0. Therefore
the liuler Lagrange form on . / 1Y .  when restricted to any admissible sec­
tion j-1s, does not depend on the choice of the connection y  and allows to 
define the liuler Lagrange operator £$, FF*-valued section on J 2Y

£$( j%s)®u = ( f s ' j l  E# .

From the definition, critical sections are those for which j x (£c( j2s), D s)uj van­
ishes when D s e  T^(Ts(X ,  F )). As this space is not a C°°(X)-module, we may 
not use the main lemma of the calculus of variations to conclude that (£c( j2s ) , D s) 
vanishes for any D s G T^(T,s(X,  F )). With a stronger hypothesis on the constraint 
submanifold, however, we may parameterize T^(Ts(X,  F )) as the image of a dif­
ferential operator, allowing us at the same time to generalize the Cartan form from 
the calculus of variations without constraints.

Hypothesis 2. On an open subset o f J 2Y, dense in S, there exists a section N  G 
r( j 2f , e * ® VY) ,  which is a solution o f the system o f linear equations

0 $  o N  0. £$ o jV =  Id /j . (2)

Locally, Hypothesis 2 imposes the existence of solutions Np =  N ^ d / d y i )  G 
T( J 2F, V Y )  for the system of linear equations

-N{ = 0,
dyJ dxv d y i j  0 P

Theorem 1 ([3]). Let N  G T( J 2F, E* ® V Y )  be a solution o f the system o f equa­
tions (2). For every admissible section s G Ts(X , F), the first order differential 
operator Ps : T(X, s*VY)  —» T(X, s*VY) given by formula

Ps(Ds) = D S - N S o ( j1! ) ,)#
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where N s = N ( j2s), D s e  T(X, s*VY),  is a projector o f T (X , s * V Y )  onto the 
R -subspace Ts(Ts(X ,  Y))  o f admissible infinitesimal variations at s. Moreover, 
for £s e  T(X,  s*VY*), D s e  T(X, s*VY)

(£s,Pa(Da))u> = ( P f £ s, D s)uj +  d(Af. oO $ (s )(D s))

where Pfi£s ®u = £s ®LO + Xgs o£^(s)®LO — dXgsA\Q.^(s) andXgs =  —£s o N s e 
T ( J 2Y,E*).

The condition that Jx (£c( j2s ) ,D s)uj should vanish for Ds e  T£(TS(X,  F )), to­
gether with the parameterization of this space by Ps and the expression of the ad­
joint operator Pfi suggests to use s i-» £c ( jzs) =  Pf i£c ( j2s) as Euler-Lagrange 
operator for the constrained problem.
In this situation, an analogous approach to the one described for problems without 
constraints, leads to the following

Definition 2. Given a constrained variational problem satisfying Hypothesis 1 and 
Hypothesis 2 and a solution N  G T (J 2Y, E* ® VY) ,  we shall call Cartan form o f 
the constrained variational problem the ordinary n-form on J 2Y

0 £ =  0 £ +  Agc o 0 #

where 0 £  and 0 $  are the corresponding Cartan forms for C and $, Xgc = —£c ° 
N  and o denotes the natural duality product.

The definition is justified by the following expressions that relate the main objects 
of the theory

0 £  =  0A(O£ T Xg. o O#) T Euj T Xg. o
„  _ ~ (3)

d 0 £  =  9AEC +  dAf£ A$lu, (j 2s)*E£ =  £ c ( j zs) ® lo

where E£ =  E£ +  XgL o E$ — dAf£ AO# (for a more detailed description, see [3]). 
Using these expressions and in the same manner as for the problems without con­
straints, we may derive the following formula for the first variation

( j 1s)*Lj i D£iv = {£c ( f s ) ,D l ) id  +  d ( ( j2s)*A,-2D0 £)

DJ =  ( f s f e i f D )

for any admissible section s G T,s(X, F )  and any vector field D  G T (F ) with 
D\-is tangential to S.
Moreover, we have

Ssh(Ps(Ds)) = J j £ c ( j zs ) ,D s}uj = J ^ ( j 2s)*ij2Ds d0 £ 

for any vector field Ds G TC(X, s*VY)  and admissible section s g T s (X,  F).
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Theorem 2 ([3]). An admissible section s 6 r,g(X, F )  is critical for the con­
strained variational problem if  and only i f  any o f the following holds

• £c(j^s) = 0; Euler—Lagrange equation
•  ( j2s)* i/jd0£  =  0, for all D  G X (J 2Y ) Cartan equation.

It must be noted that, for S  =  J XY,  this formalism reproduces the well-known 
results of unconstrained variational calculus.
The classical way to deal with constrained variational problems, generally with a 
formulation with integral constraints, has been the use of the Lagrange multiplier 
rule. Considering the Lagrangian C C — A o <T> on the bundle J XY  x y E* (where 
A is the natural E*-valued function defined on J XY  x y E*), it is known that critical 
sections of this (unconstrained) variational problem project to critical sections of 
the constrained problem. In general the converse does not necessarily hold. In our 
setting, however

Theorem 3 ([3]). I f  the constraint S  satisfies the hypothesis HY1 and HY2, the 
mapping II: (s, A) G T(X, Y  X y  E*) i—» s G T(X, F ) defines a bijective cor­
respondence between the set o f critical sections o f the unconstrained variational 
problem £  =  £  + \  o §  on Y  Xy E* and that o f the constrained variational 
problem £  with constraint S  =  $ - 1 (0)

II: (s, A) G r crit(X, Y x y E * ) ^ s g Tcrit(X, F )

(s, A) G r crit(X, Y x y E * ) & s G r s.(A'. F ), A =  As j f s ) ,  s critical. (5)

Regarding the Cartan and liuler Lagrange forms associated to £ , one easily finds 

0 £- =  0 £  +  A o 0 $ ,  E ^ - =  E £  +  A o E $  — d A A f l# .  ( 6)

The “universal multiplier” obtained from AgL =  — £c o N , allows to define the 
mapping

: (£ s )  G J 2Y  ^  ( j ls,  XSc(fxs)) G J XF  x E * (7)
which represents a key element to construct the inverse of (5). This morphism 
allows to relate both Cartan forms: 0  =  0£- of the variational problem in the 
setting with constraints and 0  =  0 £ introduced in this chapter

p*§  = 0 . (8)

3. Second Variation

For unconstrained variational problems (constraint submanifold S  =  J 1F), going 
one step further, the question now is: when we have a compact-supported variation 
{st } of a critical section s = sq (thus (d /d f)t=0L(st ) =  0), what happens with
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the second derivative (d2/d i2)t=0L(st)? In principle, this second derivative de­
pends on the whole variation {st}, in general on (d2/d i2)t=0 (st) and not only on 
DZ =  (d /d i)t=0 (st). In analogy with the finite dimensional theory and consider­
ing DJ e  TC(X, s*VY)  as the natural generalization of the “tangent vector” of the 
“curve” {st } , if s is critical, we may define (see [5, 10] for example) 52L for any 
D s e  TC(X, s*VY)  and formulate

Theorem 4. For any variation {st} o f a critical section s = sq G r,g(X, Y), if 
D s e  T C(X, s*'VY) is the corresponding infinitesimal variation, fo r any vertical 
extension D  G £ (F )  o f D s there holds

h ( s t) = J j f s T L p o L p o C u  =

= f
J X

I ( f s f L p o L p o Q c  
X (9)
[  (XLj2D£ c ) ( f s ) , D s)u;.
J X

In particular, this last expression allows to compute (d2/d f2)t=QL(st) only from 
the value D s e  T(X, s*V Y) of D  along s, regardless of the chosen extension D. 
These formulas lead to the definition of the Hessian bilinear form 

Hs : TC(X,  s*V Y) x T(X,  s*V Y) R

HS(DS,D ')  =  d 0 £

=  /  ( (^ j2D's£c)(J2s), D s)u 
J X

which is a well-defined symmetric bilinear form for any critical section s. This 
symmetric bilinear form can be related to the second variation by 52L(D S) =  
H S(D S, D s). A sufficient condition for s to be a (local) minimum is that Hs is 
positive semi-definite. A key role in the determination of this [9, 12] is played by 
the second order differential operator (Jacobi operator)

J s : D s e  T{X.  s*V Y) ^  (Lp D £c ) ( f s ) e T(X, s*VY*). (11)

Coming back to our constrained problem, the question now is, if we have a critical 
section s e  Tg(A'. F ) for the constrained variational problem, it needs not be a 
critical section for the problem without constraints and the expressions (9) and (10) 
are not valid anymore to define the Hessian Hs in T£(Ts(X,  F )). To compute this 
second derivative in the direction D s in the constrained case we need to know how 
to extend the vector field D s in some way respecting the constraints. However, 
we know that, for s admissible, L(s) =  / x ( j2s)*0£. The Cartan form defines 
the same functional as the Lagrangian density. On the other hand, we know how 
to characterize critical sections using Cartan equations (Theorem 2). The key idea 
to pass to the second variation will then be to consider the second variation of the 
Cartan form and for that purpose we need
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Lemma 1. For any critical section s 6 r,g(X, F )  and vertical vector fields ex­
tending D s, D's e TS(TS(X,  F )), D, D' e 3t(Y) holds

(.j 2 SY  L  j2 d L  p £)iQ c =  ( j2s)**j2D%2D,dB£ +  d ((j2s)* ij2DLj2£)rQc)

=  ((Lj3Dr£c)(j3s), Ds)u  +  d(Xj2s)*ij2DL j2DfQc).

Proof: For the first equality, it suffices to consider Cartan’s rule L p p  =  d oi p p  +  
i j2 D od,  then to conmute d with L p Dr and ( j2s)* with d. Finally, using (3)

( j2s)*ij2DL j2D'd-Qc = ( f s f i p D  (jjjiiyQXEc +  OALppMcj

+  ( j2s)* ipp ^Lj2p id \£ c A$lu +  dAg£ A j1D ?($)u;^ .

Now L j iDf0 and 6 vanish when restricted to any holonomic section (j^s), Ec  
vanishes when restricted to any critical section, vanishes when restricted to 
any admissible section, and vanishes when restricted to j-1s because D's e
Ts( r s (X ,Y ) ) .  Therefore

( f s f i p p L p p . d Q c  = (J2s )*ijiD@ ° L p p iE c  = ((Lj3 di£c )(J3 s ) , D s)u (13)

where the last equality comes from the fact that the pull-back of E£ to J 3F  coin­
cides with £c up to a multiple of the structure form of J 3F , which vanishes when 
restricted to j 3s. □

This result allows us to give the following definition

Definition 3. For any critical section s 6 r,g(X, F )  the bilinear form

Hs: Tf(Ts (X,Y)) x Ts(rs(X,F)) R 

H S(DS,D'S) = j ^ ( j 2s)*ipDL p DI d 0 £  ^ 4

=  /  ((Lj3D' £ c ) ( f s ) , D s)uj 
J X

shall be called Hessian bilinear form at s o f the constrained variational problem.

Proposition 5. At any critical section s 6 Tg(X, F )  the Hessian bilinear form  Hs 
o f the constrained variational problem is a well-defined, symmetric bilinear form 
on TX(T's(X,Y))  x Ts(T's(X, F )). Moreover, for any variation {s*} o f s = sq 
with st admissible and D vs =  (d /d f)|t=0 st 6 T£(Ts(X,  F ))

d̂ _
df2

E(st) = HS(D J,D J).
t=0
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Proof: Lemma 1 tells us that the definition of H S(DS, D's) only depends on D s E 
T^(Ts(X ,  F )) and not on the choice of D. On the other hand, as s is critical,using 
Cartan equation (Theorem 2)

0 =  ( j2s)*%2D j2D']d0 £

=  ( i2s )**i}2D ^j2D,d0 £ — ( j 2s ) * i j 2 D/ L j 2 £ ) d Q c  +  ( j 2s)*di j2£) i j2£) rdQc-

Integrating and considering that D s has compact support one gets

H s{Da,D'a) =  [  ((LpD ,£c ) ( f s ) , D s)uj= [  ( f s T i ^ o L p o ^ Q c
j x  j x  ^15^

=  f ( j2s)*i j2D ' j 2D d 0 £  =  f {{LpD£c){ jZs),D's)u}
J X  J X

and thus concluding the independence on the choice of D'  and the symmetry. 
Finally the relation with the second variation is a direct consequence of L(s$) =  
/ x ( j2st )*0£ for admissible sections st e  T,s(X, F ), a standard procedure to 
bring the derivatives into the the integral, and (12). □

In expression (14) we may find the following differential operator, which we shall 
call Jacobi operator associated to the constrained variational problem and to the 
critical section s e  r s-(A". F )

J s : TS(TS( X , Y ) )  -+ T(X ,s*VY*)
D's ^  (Lj3Dfs£c) ( j3s).

When trying to determine if Hs is positive semi-definite, we are led to consider this 
operator, satisfying

Proposition 6. The Jacobi operator J s o f the constrained variational problem 
(£, S ) at any critical section s 6 r,g(X, F ) has the following properties:

1. It is the auto-adjoint operator related to the Hessian bilinear form , that is, 
fo r any D s E T CS(TS(X,  F )) and D's E TS(TS(X,  F )), holds H S(DS, D's) 
= f x (Ds, J s(D's))u; and f x {Ds, J s(D's))u = f x ( J s(Ds), D's)uj.

2. For any variation {st} of s = sq by critical sections o f the constrained vari­
ational problem, the associated infinitesimal variation D's =  (d /d f)|t=0 st 
satisfies J S(D'S) =  0.

Proof: The first part is a direct consequence of the definition of J s and (15). The 
second part comes from the fact that ( j3st )*££ vanishes if st is critical. □

Moreover, the radical of H s can be determined by means of J s.

Definition 4. A vector field D's E Ts (T,s ( X , Y ) )  is a Jacobi vector field at s for the 
constrained variational problem ifWs(Ds, D's) =  0 for any D s E T^(T's(X,  F)).
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Proposition 7. A vector field D's G Ts(Ts(X ,  F )) is a Jacobi vector field for the 
constrained variational problem if  and only if any o f the following holds:

• J s iP f)  = (Lj 3D's^ c ) ( j’is ) =  0 (Linearized Euler equation)
L j2 £>/ d 0 £  =  0, for all D s G 3£(J2Y ) defined along j 2 s (Lineari­

zed Cartan equation).

Proof: For the first characterization, if J S(D'S) vanishes, then D's clearly belongs 
to the radical. Conversely, if D's belongs to the radical, then Jx ( J s(D's) ,D s)uj 
vanishes for any D s G F,?(rs(X , F )). If we have an arbitrary D s G TC(X, s*VY),  
it can be decomposed in PS(DS) G T^(T's(X,  F ))  and D s — PS(DS), which has 
the form N s(e). We shall see that JX (Js(D's), Ds)u> also vanishes if Ds has the 
form N s(e): At any point j xs with j xs G S  and for any Ns(es x̂j) holds

{.^ciJxYj X j 2g(€<j(xj))LL) (fic(jxs) , N j2f ies x̂j))uj

“b  Y'£ c,^3x s ) °  £<p(Jxs 'h Xj2g(eg^x^))u}

-  ( j2s)*dXg<. AO# (j^s) o  N 32S(es{x}).

Substituting here the expressions: Aec (jxs) =  —£ c ( j2s) o N jp ,  £$ o N  =  Id s  
and 0 $  o N  =  0, we get: (£c, N )  = 0 on S.
Therefore, in

( J a{D'a) ,N j 2s(e)) = (f s ) * L pD ,(£c ,N (e )) -  ( f s )* (£ c ,L pD ,N(e))

the first term vanishes if j 1!) ' tangential to S  and the second one vanishes if s is 
critical (£ c ( j3s ) =  0). We conclude that ( J S(D'S), N s(e)) =  0.
Thus if D's G TS(TS(X,  F )) is in the right radical of Hs, then Jx ( J s(D's) ,D s)uj 
vanishes for any D s G TC(X, s*VY)  with compact support. Applying now the 
main lemma of calculus of variations, we conclude J S(D'S) =  0.
The second characterization can be derived from the first one and (13), which holds 
also for arbitrary D s and D's G Ts(T's(X, F )). □

Using the Lagrange multiplier rule, we know there is a bijective mapping (5), in­
duced by ip defined in (7), relating the critical sections of both problems. Consider­
ing one of these sections s g r crit (X, F ), besides the Jacobi differential operator 
(16), we have the Jacobi operator (11) associated to £  and (s ,Xgc (s)) from the 
unconstrained theory

J {SiX) : T(X, s*V Y  x s*E*) -» T(X, s*VY*  x s*E).

Theorem 8. For any critical section s and admissible infinitesimal variations 
D s G Tsc( r s (X ,F )), D's G Ts( r s (X ,F )), there holds

Js(D's) = ip* { J {sM (<P*D's)) G T (X ,S*F F ) (17)
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Hs(-Ds, D s) — p*Ds, <p*Ds) (18)

where Xs := A£c ( j2s) £ T(X,s*E*) and (<p*Ds)(x) := <p*(j2D s(x)).

Proof: From (13) (both in the constrained and not constrained case) we have for 
any (D s, K s) and (D's, K's) in T(X,  s*V Y  x s*£*) =  T(X, s*VY)  ® T(X, s*E*)

(J s(P's) ,D s)lo = ( f s r i j 2DsLj2D, d6

{J{syxs){Dfs ,K's), (Ds, K s))iv = ( j 1(sPs))*ij i(Ds'Ksp j i(DfS'KQdQ.
(19)

Using here the independence on the chosen extensions and the identity (8), we may 
conclude (17). From this and the definitions (10), (15) one obtains (18). □

A linearized version of Theorem 3 is then

Theorem 9. For any critical section (s, A) of the variational problem C =  C +  A o 
$, the mapping

II*: T(X,  s*V Y  ® s*E*) T(X,  s*VY)
(D S, K S) —» Ds

defines a bijective correspondence between the space o f Jacobi vector fields at 
(s , A) for the Lagrangian C =  C +  A o $  and the space o f Jacobi vector fields 
at s o f the constrained variational problem defined by the Lagrangian C and the 
constraint S  = $ _ 1 (0)

J(s,X)(D's, K's) = 0 ^ D ' s £ Ts(Ts (X,  Y)) ,  J s(D's) = 0

(D'S,K'S) =
(20)

Proof: From (17), if the right hand side in (20) holds, we conclude that for any 
D s £ T(X,  s*VY),  ( J ^ x j i D ^ K ' ^ ^ x D s )  =  0. An arbitrary (D S, K S) differs 
from </5*Ds only in a component of the form (0, K s). For these elements, from (19) 
and 0  =  0 £  +  A o 0 $ , one may compute

( J is,xs}( p ,s , K ,s) , ( 0 ,K s)) = { ( / D ' ^ ^ K s ) .  (21)

Thus, if D's is admissible, we conclude J(s,xs) =  0 when applied to any (D S, K S).
Conversely, if the left hand side in (20) holds, from (21) follows (j-1D ' )$  =  0 and 
D's is admissible.
In this case, (17) shows that (D's, K's) =  </5*(j2D ') is a Jacobi vector field. The 
difference between this Jacobi field and (D'S,K'S) would then be a Jacobi vector 
field (0, K s). We see, using the explicit expression in (6) that K s vanishes

(0, K s) Jacobi o 0  =  (j(s, Xs))*Lj{0iRs)(Ecw +  A o -  dAAO#aJ)

0 =  (j(s, XS))*(KS(X) o -  d K s(X)AQ$w)
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and that the resulting object is a section of s*V Y . Composing with N , we get 

(0, K s) Jacobi => (j(s, XS))*(KS(X)) =  0 => K s =  0 

thus concluding our proof.

4. Example

To illustrate the theory, consider the simple example where X  =  [0,1] C R4, and 
Y  =  X  x M  where M  is the half-plane R+ x Rr  Any section s e  T(X, F ) can 
be identified with a parametrized curve a  =  (x ( t ) ,y ( t ) ) : X  —> M.  The volume 
enclosed by the surface of revolution generated by this curve is Jg wx2y dt. The 
differential constraint we shall impose is that the parametrization of the curve is 
the element of enclosed volume: S  =  <̂- 1 (0) with 4>: J XF  =  X  x T M  —» R 
defined to be <p =  irx2y — 1. The lateral area of the surface is given as L(cr) for 
the Lagrangian £  =  2irx\Jx2 +  y2. We shall study its first variation and second 
variation at certain critical sections. For a more detailed study, see [1, 8].
The system (2) in this case has a solution

0 $ =  Trx2dy  j 1 9
> N  = -----------

£<s> = 2Trx(ydx -  xdy)  J 2ttxy  dx

which leads to

Af, =  - - +  x
xy  — yx

x \Jx2 +  y2 \/x2 +  y2■3

that is, Asc ( j 2s) is precisely the mean curvature of the surface generated by a

dt \ x \ f W
+  x

xy
ttx2 d y .

+  r  +  yz
Such a curve is critical for the constrained variational problem if and only if the 
mean curvature of its revolution surface is constant. A simple example of solution 
is the cylinder with radius R  =  a and height h =  1/ira2: a  =  (x(t) ,y( t))  =  
(a, (1 / Tra2)t + b).
Going one step further, to the second variation, if we compute the Jacobi operator 
at this solution, one gets

D a = X ( t ) —  + Y( t)  —  
ox oy

Ja{Da) =  ( —TrX(t) - a 67T3X(t ) )  dy.

So, Jacobi vector fields along the cylinder are

(
D a = X ( t ) —  + Y ( t ) — , 

ox oy

vf+\ ■ f ~ to a waX  (t) = a  s in -----5---- B

\  Y(t)  ==  2a  cos

7T aJ
t - t 0
7ra3

+ 0t  + V



152 Pedro L. G a rd a  and C es ar Rodrigo

Integrating by parts for D a e  T£(Ts(X,  F )), one can express Da) as
1 2 3

Uo-iDo-, Do) = { ^ a GY { t f  -  Y ( t f )  dt.

It turns out that not all the cylinders have the same behavior with respect to the 
second variation. For cylinders with h / R  < it, we may define the function w(t) =  
tra3 tan((f — 1 / 2) / tra3), so that any D a E Ta(Ts(X ,  F )) satisfies

H tJ(DtJ,D tJ)=  f  7̂ ~  (wa^Yit)  +  ——w(t)Y ( t ) )  d t - 7̂ ~  [u;(f)F(f)2| .
Jo 2 \  7T a* )  2 L Jo

As the integrand is positive, for variations with compact support, . Da) >
0. The Hessian bilinear form is positive semi-definite.
As we can see, in the case h / R  > 2w the vector field D a =  —7r2a3 eos27rtJ| +  
s in27 rt^  in T/;(T's{X, F )) satisfies ’E.a{Da,D a)  =  7r4a6(47r4a6 — 1) < 0. In 
this case, the cylinder can be deformed in this direction reducing its lateral area.
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