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CHAPTER II

Complex Semisimple Lie Algebras

Abstract. The theme of this chapter is an investigation of complex semisimple Lie
algebras by a two-step process, first by passing from such a Lie algebra to a reduced abstract
root system via a choice of Cartan subalgebra and then by passing from the root system to
an abstract Cartan matrix and an abstract Dynkin diagram via a choice of an ordering.

The chapter begins by making explicit a certain amount of this structure for four infinite
classes of classical complex semisimple Lie algebras. Then for a general finite-dimensional
complex Lie algebra, it is proved that Cartan subalgebras exist and are unique up to
conjugacy.

When the given Lie algebra is semisimple, the Cartan subalgebra is abelian. The adjoint
action of the Cartan subalgebra on the given semisimple Lie algebra leads to a root-space
decomposition of the given Lie algebra, and the set of roots forms a reduced abstract root
system.

If a suitable ordering is imposed on the underlying vector space of an abstract root
system, one can define simple roots as those positive roots that are not sums of positive
roots. The simple roots form a particularly nice basis of the underlying vector space, and
a Cartan matrix and Dynkin diagram may be defined in terms of them. The definitions of
abstract Cartan matrix and abstract Dynkin diagram are arranged so as to include the matrix
and diagram obtained from a root system.

Use of the Weyl group shows that the Cartan matrix and Dynkin diagram obtained from
a root system by imposing an ordering are in fact independent of the ordering. Moreover,
nonisomorphic reduced abstract root systems have distinct Cartan matrices. It is possible
to classify the abstract Cartan matrices and then to see by a case-by-case argument that
every abstract Cartan matrix arises from a reduced abstract root system. Consequently
the correspondence between reduced abstract root systems and abstract Cartan matrices is
one-one onto, up to isomorphism.

The correspondence between complex semisimple Lie algebras and reduced abstract root
systems lies deeper. Apart from isomorphism, the correspondence does not depend upon
the choice of Cartan subalgebra, as a consequence of the conjugacy of Cartan subalgebras
proved earlier in the chapter. To examine the correspondence more closely, one first
finds generators and relations for any complex semisimple Lie algebra. The Isomorphism
Theorem then explains how much freedom there is in lifting an isomorphism between
root systems to an isomorphism between complex semisimple Lie algebras. Finally the
Existence Theorem says that every reduced abstract root system arises from some complex
semisimple Lie algebra. Consequently the correspondence between complex semisimple
Lie algebras and reduced abstract root systems is one-one onto, up to isomorphism.
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124 II. Complex Semisimple Lie Algebras

1. Classical Root-space Decompositions

Recall from §I.8 that the complex Lie algebrassl(n, C) for n ≥ 2,
so(n, C) for n ≥ 3, andsp(n, C) for n ≥ 1 are all semisimple. As we shall
see in this section, each of these Lie algebras has an abelian subalgebrah

such that an analysis of adh leads to a rather complete understanding of
the bracket law in the full Lie algebra. We shall give the analysis of adh

in each example and then, to illustrate the power of the formulas we have,
identify which of these Lie algebras are simple overC.

EXAMPLE 1. The complex Lie algebra isg = sl(n, C). Let

h0 = real diagonal matrices ing

h = all diagonal matrices ing.

Thenh = h0 ⊕ ih0 = (h0)
C. Define a matrixEi j to be 1 in the(i, j)th place

and 0 elsewhere, and define a memberej of the dual spaceh∗ by

ej

 h1
. . .

hn

 = hj .

For eachH ∈ h, adH is diagonalized by the basis ofg consisting of
members ofh and theEi j for i �= j . We have

(adH)Ei j = [H, Ei j ] = (ei(H) − ej(H))Ei j .

In other words,Ei j is a simultaneous eigenvector for all adH , with eigen-
valueei(H)−ej(H). In its dependence onH , the eigenvalue is linear. Thus
the eigenvalue is a linear functional onh, namelyei − ej . The(ei − ej)’s,
for i �= j , are calledroots. The set of roots is denoted�. We have

g = h ⊕
⊕
i �= j

CEi j ,

which we can rewrite as

(2.1) g = h ⊕
⊕
i �= j

gei −ej ,

where

gei −ej = {X ∈ g | (adH)X = (ei − ej)(H)X for all H ∈ h}.
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The decomposition (2.1) is called aroot-space decomposition. The set�
of roots spansh∗ overC.

The bracket relations are easy, relative to (2.1). Ifα andβ are roots, we
can compute [Ei j , Ei ′ j ′ ] and see that

(2.2) [gα, gβ ]


= gα+β if α + β is a root

= 0 if α + β is not a root or 0

⊆ h if α + β = 0.

In the last case the exact formula is

[Ei j , Eji ] = Eii − Ej j ∈ h.

All the roots are real onh0 and thus, by restriction, can be considered as
members ofh∗

0. The next step is to introduce a notion of positivity within
h∗

0 such that

(i) for any nonzeroϕ ∈ h∗
0, exactly one ofϕ and−ϕ is positive,

(ii) the sum of positive elements is positive, and any positive multiple
of a positive element is positive.

The way in which such a notion of positivity is introduced is not important,
and we shall just choose one at this stage.

To do so, we observe a canonical form for members ofh∗
0. The linear

functionalse1, . . . , en spanh∗
0, and their sum is 0. Any member ofh∗

0 can
therefore be written nonuniquely as

∑
j cj ej , and(

∑
i ci)(e1+· · ·+en) = 0.

Therefore our given linear functional equals

n∑
j=1

(
cj − 1

n

n∑
i=1

ci

)
ej .

In this latter representation the sum of the coefficients is 0. Thus any
member ofh∗

0 can be realized as
∑

j aj ej with
∑

j aj = 0. No such nonzero
expression can vanish onEii − Enn for all i with 1 ≤ i < n, and thus the
realization as

∑
j aj ej with

∑
j aj = 0 is unique.

If ϕ = ∑
j aj ej is given as a member ofh∗

0 with
∑

j aj = 0, we say that
a nonzeroϕ is positive (writtenϕ > 0) if the first nonzero coefficientaj is
> 0. It is clear that this notion of positivity satisfies properties (i) and (ii)
above.

We say thatϕ > ψ if ϕ − ψ is positive. The result is a simple ordering
onh∗

0 that is preserved under addition and under multiplication by positive
scalars.
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For the roots the effect is that

e1 − en > e1 − en−1 > · · · > e1 − e2

> e2 − en > e2 − en−1 > · · · > e2 − e3

> · · · > en−2 − en > en−2 − en−1 > en−1 − en > 0,

and afterward we have the negatives. The positive roots are theei −ej with
i < j .

Now let us prove thatg is simple overC for n ≥ 2. Let a ⊆ g be an
ideal, and first supposea ⊆ h. Let H �= 0 be ina. Since the roots spanh∗,
we can find a rootα with α(H) �= 0. If X is in gα andX �= 0, then

α(H)X = [H, X ] ∈ [a, g] ⊆ a ⊆ h,

and soX is in h, contradiction. Hencea ⊆ h impliesa = 0.
Next, supposea is not contained inh. Let X = H + ∑

Xα be ina with
eachXα in gα and with someXα �= 0. For the moment assume that there
is some rootα < 0 with Xα �= 0, and letβ be the smallest suchα. Say
Xβ = cEi j with i > j andc �= 0. Form

(2.3) [E1i , [ X, Ejn]] .

The claim is that (2.3) is a nonzero multiple ofE1n. In fact, we cannot
havei = 1 since j < i . If i < n, then [Ei j , Ejn] = aEin with a �= 0, and
also [E1i , Ein] = bE1n with b �= 0. Thus (2.3) has a nonzero component
in ge1−en in the decomposition (2.1). The other components of (2.3) must
correspond to larger roots thane1 − en if they are nonzero, bute1 − en is
the largest root. Hence the claim follows ifi < n. If i = n, then (2.3) is

= [E1n, [cEnj + · · · , Ejn]] = c[E1n, Enn − Ej j ] + · · · = cE1n.

Thus the claim follows ifi = n.
In any case we conclude thatE1n is in a. For i �= j , the formula

Ekl = c′[Ek1, [E1n, Enl ]] with c′ �= 0

(with obvious changes ifk = 1 or l = n) shows thatEkl is in a, and

[Ekl, Elk ] = Ekk − Ell

shows that a spanning set ofh is in a. Hencea = g.
Thus an ideala that is not inh has to be all ofg if there is someα < 0

with Xα �= 0 above. Similarly if there is someα > 0 with Xα �= 0, letβ
be the largest suchα, sayα = ei − ej with i < j . Form [Eni , [ X, Ej1]]
and argue withEn1 in the same way to geta = g. Thusg is simple overC.
This completes the first example.
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We can abstract these properties. The complex Lie algebrag will be
simple whenever we can arrange that

1) h is an abelian subalgebra ofg such thatg has a simultaneous
eigenspace decomposition relative to adh and

(a) the 0 eigenspace ish,
(b) the other eigenspaces are 1-dimensional,
(c) with the set� of roots defined as before, (2.2) holds,
(d) the roots are all real on some real formh0 of h.

2) the roots spanh∗. If α is a root, so is−α.
3)

∑
α∈�[gα, g−α] = h.

4) each rootβ < 0 relative to an ordering ofh∗
0 defined from a notion

of positivity satisfying (i) and (ii) above has the following property: There
exists a sequence of rootsα1, . . . , αk such that each partial sum from the
left of β + α1 + · · · + αk is a root or 0 and the full sum is the largest root.
If a partial sumβ + · · · + αj is 0, then the member [Eαj , E−αj ] of h is such
thatαj+1([Eαj , E−αj ]) �= 0.

We shall see that the other complex Lie algebras from §I.8, namely
so(n, C) and sp(n, C), have the same kind of structure, providedn is
restricted suitably.

EXAMPLE 2. The complex Lie algebra isg = so(2n + 1, C). Here a
similar analysis by means of adh for an abelian subalgebrah is possible,
and we shall say what the constructs are that lead to the conclusion thatg

is simple forn ≥ 1. We define

h = {H ∈ so(2n + 1, C) | H = matrix below}

H =



(
0 ih1

−ih1 0

)
(

0 ih2

−ih2 0

)
. . . (

0 ihn

−ihn 0

)
0


ej(aboveH) = hj , 1 ≤ j ≤ n

h0 = {H ∈ h | entries are purely imaginary}
� = {±ei ± ej with i �= j} ∪ {±ek}.
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The members ofh∗
0 are the linear functionals

∑
j aj ej with all aj real, and

every root is of this form. A memberϕ = ∑
j aj ej of h∗

0 is defined to be
positive if ϕ �= 0 and if the first nonzeroaj is positive. In the resulting
ordering the largest root ise1 + e2. The root-space decomposition is

g = h ⊕
⊕
α∈�

gα with gα = CEα

and with Eα as defined below. To defineEα, first let i < j and letα =
±ei ± ej . ThenEα is 0 except in the sixteen entries corresponding to the
i th and j th pairs of indices, where it is

Eα =

i j(
0 Xα

−Xt
α 0

)
i
j

with

Xei −ej =
(

1 i
−i 1

)
, Xei +ej =

(
1 −i

−i −1

)
,

X−ei +ej =
(

1 −i
i 1

)
, X−ei −ej =

(
1 i
i −1

)
.

To defineEα for α = ±ek , write

Eα =

pair
k

entry
2n + 1(

0 Xα

−Xt
α 0

)
with 0’s elsewhere and with

Xek =
(

1
−i

)
and X−ek =

(
1
i

)
.

EXAMPLE 3. The complex Lie algebra isg = sp(n, C). Again an
analysis by means of adh for an abelian subalgebrah is possible, and we
shall say what the constructs are that lead to the conclusion thatg is simple
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for n ≥ 1. We define

h =


H =



h1
. . .

hn

−h1
. . .

−hn




ej(aboveH) = hj , 1 ≤ j ≤ n

h0 = {H ∈ h | entries are real}
� = {±ei ± ej with i �= j} ∪ {±2ek}

Eei −ej = Ei, j − Ej+n,i+n, E2ek = Ek,k+n,

Eei +ej = Ei, j+n + Ej,i+n, E−2ek = Ek+n,k,

E−ei −ej = Ei+n, j + Ej+n,i .

EXAMPLE 4. The complex Lie algebra isg = so(2n, C). The analysis
is similar to that forso(2n + 1, C). The Lie algebraso(2n, C) is simple
overC for n ≥ 3, the constructs for this example being

h as withso(2n + 1, C) but with the last row and column deleted

ej(H) = hj , 1 ≤ j ≤ n, as withso(2n + 1, C)

h0 = {H ∈ h | entries are purely imaginary}
� = {±ei ± ej with i �= j}
Eα as forso(2n + 1, C) when α = ±ei ± ej .

Whenn = 2, condition (4) in the list of abstracted properties fails. In fact,
takeβ = −e1 + e2. The only choice forα1 is e1 − e2, and thenβ +α1 = 0.
We have to chooseα2 = e1 + e2, andα2([Eα1, E−α1]) = 0. In §5 we shall
see thatso(4, C) is actually not simple.

2. Existence of Cartan Subalgebras

The idea is to approach a general complex semisimple Lie algebrag by
imposing on it the same kind of structure as in §1. We try to construct an
h, a set of roots, a real formh0 on which the roots are real, and an ordering
on h∗

0. Properties (1) through (3) in §1 turn out actually to be equivalent
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with g semisimple. In the presence of the first three properties, property (4)
will be equivalent withg simple. But we shall obtain better formulations
of property (4) later, and that property should be disregarded, at least for
the time being.

The hypothesis of semisimplicity ofg enters the construction only by
forcing special features ofh and the roots. Accordingly we work with a
general finite-dimensional complex Lie algebrag until near the end of this
section.

Leth be a finite-dimensional Lie algebra overC. Recall from §I.5 that a
representationπ of h on a complex vector spaceV is a complex-linear Lie
algebra homomorphism ofh into EndC(V ). For suchπ andV, whenever
α is in the dualh∗, we letVα be defined as

{v ∈ V | (π(H) − α(H)1)nv = 0 for all H ∈ h and somen = n(H, v)}.
If Vα �= 0, Vα is called ageneralized weight spaceandα is a weight.
Members ofVα are calledgeneralized weight vectors.

For now, we shall be interested only in the case thatV is finite
dimensional. In this caseπ(H) − α(H)1 has 0 as its only generalized
eigenvalue onVα and is nilpotent on this space, as a consequence of the
theory of Jordan normal form. Thereforen(H, v) can be taken to be dimV .

Proposition 2.4.Suppose thath is a nilpotent Lie algebra overC and that
π is a representation ofh on a finite-dimensional complex vector spaceV .
Then there are finitely many generalized weights, each generalized weight
space is stable underπ(h), andV is the direct sum of all the generalized
weight spaces.

REMARKS.
1) The direct-sum decomposition ofV as the sum of the generalized

weight spaces is called aweight-space decompositionof V .
2) The weights need not be linearly independent. For example, they are

dependent in our root-space decompositions in the previous section.
3) Sinceh is nilpotent, it is solvable, and Lie’s Theorem (Corollary 1.29)

applies to it. In a suitable basis ofV, π(h) is therefore simultaneously
triangular. The generalized weights will be the distinct diagonal entries, as
functions onh. To get the direct sum decomposition, however, is subtler;
we need to make more serious use of the fact thath is nilpotent.

PROOF. First we check thatVα is invariant underπ(h). Fix H ∈ h and
let

Vα,H = {v ∈ V | (π(H) − α(H)1)nv = 0 for somen = n(v)},
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so thatVα = ∩H∈hVα,H . It is enough to prove thatVα,H is invariant under
π(h) if H �= 0. Sinceh is nilpotent, adH is nilpotent. Let

h(m) = {Y ∈ h | (adH)mY = 0},
so thath = ∪d

m=0h(m) with d = dimh. We prove thatπ(Y )Vα,H ⊆ Vα,H for
Y ∈ h(m) by induction onm.

For m = 0, we haveh(0) = 0 since(adH)0 = 1. Soπ(Y ) = π(0) = 0,
andπ(Y )Vα,H ⊆ Vα,H trivially.

We now address generalm under the assumption that our assertion is
true for all Z ∈ h(m−1). Let Y be inh(m). Then [H, Y ] is in h(m−1), and we
have

(π(H) − α(H)1)π(Y ) = π([H, Y ]) + π(Y )π(H) − α(H)π(Y )

= π(Y )(π(H) − α(H)1) + π([H, Y ])

and

(π(H) − α(H)1)2π(Y )

= (π(H)−α(H)1)π(Y )(π(H)−α(H)1) + (π(H)−α(H)1)π([H, Y ])

= π(Y )(π(H) − α(H)1)2 + π([H, Y ])(π(H) − α(H)1)

+ (π(H) − α(H)1)π([H, Y ]).

Iterating, we obtain

(π(H) − α(H)1)lπ(Y )

= π(Y )(π(H) − α(H)1)l

+
l−1∑
s=0

(π(H) − α(H)1)l−1−sπ([H, Y ])(π(H) − α(H)1)s .

For v ∈ Vα,H , we have(π(H) − α(H)1)Nv = 0 if N ≥ dim V . Take
l = 2N . When the above expression is applied tov, the only terms in the
sum on the right side that can survive are those withs < N . For these we
havel −1− s ≥ N . Then(π(H)−α(H)1)sv is in Vα,H , π([H, Y ]) leaves
Vα,H stable since [H, Y ] is in h(m−1), and

(π(H) − α(H)1)l−1−sπ([H, Y ])(π(H) − α(H)1)sv = 0.

Hence(π(H) − α(H)1)lπ(Y )v = 0, andVα,H is stable underπ(Y ). This
completes the induction and the proof thatVα is invariant underπ(h).
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Now we can obtain the decompositionV = ⊕
α Vα. Let H1, . . . , Hr be

a basis forh. The Jordan decomposition ofπ(H1) gives us a generalized
eigenspace decomposition that we can write as

V =
⊕

λ

Vλ,H1.

Here we can regard the complex numberλ as running over all distinct
values ofα(H1) for α arbitrary inh∗. Thus we can rewrite the Jordan
decomposition as

V =
⊕

values of
α(H1)

Vα(H1),H1.

For fixedα ∈ h∗, Vα(H1),H1 is nothing more than the spaceVα,H1 defined
at the start of the proof. From what we have already shown, the space
Vα(H1),H1 = Vα,H1 is stable underπ(h). Thus we can decompose it under
π(H2) as

V =
⊕
α(H1)

⊕
α(H2)

(Vα(H1),H1 ∩ Vα(H2),H2),

and we can iterate to obtain

V =
⊕

α(H1),...,α(Hr )

( r⋂
j=1

Vα(Hj ),Hj

)
with each of the spaces invariant underπ(h). By Lie’s Theorem (Corol-
lary 1.29), we can regard allπ(Hi) as acting simultaneously by triangu-
lar matrices on

⋂r
j=1 Vα(Hj ),Hj , evidently with all diagonal entriesα(Hi).

Thenπ(
∑

ci Hi) must act as a triangular matrix with all diagonal entries∑
ciα(Hi). Thus if we define a linear functionalα by α(

∑
ci Hi) =∑

ciα(Hi), we see that
⋂r

j=1 Vα(Hj ),Hj is exactlyVα. ThusV = ⊕
α Vα,

and in particular there are only finitely many weights.

Proposition 2.5. If g is any finite-dimensional Lie algebra overC and
if h is a nilpotent Lie subalgebra, then the generalized weight spaces ofg

relative to adg h satisfy

(a) g = ⊕
gα, wheregα is defined as

{X ∈ g | (adH − α(H)1)n X = 0 for all H ∈ h and somen = n(H, X)},
(b) h ⊆ g0,
(c) [gα, gβ ] ⊆ gα+β (with gα+β understood to be 0 ifα + β is not a

generalized weight).
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PROOF.
(a) This is by Proposition 2.4.
(b) Sinceh is nilpotent, adh is nilpotent onh. Thush ⊆ g0.
(c) Let X ∈ gα, Y ∈ gβ , andH ∈ h. Then

(adH − (α(H) + β(H))1)[ X, Y ]

= [H, [ X, Y ]] − α(H)[ X, Y ] − β(H)[ X, Y ]

= [(adH − α(H)1)X, Y ] + [ X, (adH − β(H)1)Y ],

and we can readily set up an induction to see that

(adH − (α(H) + β(H))1)n[ X, Y ]

=
n∑

k=0

(
n
k

)
[(adH −α(H)1)k X, (adH −β(H)1)n−kY ].

If n ≥ 2 dimg, eitherk or n − k is ≥ dimg, and hence every term on the
right side is 0.

Corollary 2.6. g0 is a subalgebra.

PROOF. This follows from Proposition 2.5c.

To match the behavior of our examples in the previous section, we
make the following definition. A nilpotent Lie subalgebrah of a finite-
dimensional complex Lie algebrag is aCartan subalgebraif h = g0. The
inclusionh ⊆ g0 is always guaranteed by Proposition 2.5b.

Proposition 2.7. A nilpotent Lie subalgebrah of a finite-dimensional
complex Lie algebrag is a Cartan subalgebra if and only ifh equals the
normalizerNg(h) = {X ∈ g | [ X, h] ⊆ h}.

PROOF. We always have

(2.8) h ⊆ Ng(h) ⊆ g0.

The first of these inclusions holds becauseh is a Lie subalgebra. The
second holds because(adH)n X = (adH)n−1[H, X ] and adH is nilpotent
onh.

Now assume thath is a Cartan subalgebra. Theng0 = h by definition.
By (2.8), h = Ng(h) = g0. Conversely assume thath is not a Cartan
subalgebra, i.e., thatg0 �= h. Form adh : g0/h → g0/h as a Lie algebra of
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transformations of the nonzero vector spaceg0/h. Sinceh is solvable, this
Lie algebra of transformations is solvable. By Lie’s Theorem (Theorem
1.25) there exists anX + h in g0/h with X /∈ h that is a simultaneous
eigenvector for adh, and we know that its simultaneous eigenvalue has to
be 0. This means that(adH)(X + h) ⊆ h, i.e., [H, X ] is in h. HenceX is
not inh but X is in Ng(h). Thush �= Ng(h).

Theorem 2.9. Any finite-dimensional complex Lie algebrag has a
Cartan subalgebra.

Before coming to the proof, we introduce “regular” elements ofg. In
sl(n, C) the regular elements will be the matrices with distinct eigenvalues.
Let us consider matters more generally.

If π is a representation ofg on a finite-dimensional vector spaceV, we
can regard eachX ∈ g as generating a 1-dimensional abelian subalgebra,
and we can then formV0,X , the generalized eigenspace for eigenvalue 0
underπ(X). Let

lg(V ) = min
X∈g

dim V0,X

Rg(V ) = {X ∈ g | dim V0,X = lg(V )}.
To understandlg(V ) andRg(V ) better, form the characteristic polynomial

det(λ1 − π(X)) = λn +
n−1∑
j=0

dj(X)λ j .

In any basis ofg, thedj(X) are polynomial functions ong, as we see by
expanding det(λ1 − ∑

µiπ(Xi)). For givenX , if j is the smallest value
for which dj(X) �= 0, then j = dim V0,X , since the degree of the last term
in the characteristic polynomial is the multiplicity of 0 as a generalized
eigenvalue ofπ(X). Thuslg(V ) is the minimumj such thatdj(X) ≡/ 0,
and

Rg(V ) = {X ∈ g | dlg(V )(X) �= 0}.
Let us apply these considerations to the adjoint representation ofg ong.

The elements ofRg(g), relative to the adjoint representation, are theregular
elementsof g. For anyX in g, g0,X is a Lie subalgebra ofg by the corollary
of Proposition 2.5, withh = CX .

Theorem 2.9′. If X is a regular element of the finite-dimensional
complex Lie algebrag, then the Lie algebrag0,X is a Cartan subalgebra
of g.
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PROOF. First we show thatg0,X is nilpotent. Assuming the contrary, we
construct two sets:

(i) the set ofZ ∈ g0,X such that((adZ)|g0,X )
dimg0,X �= 0, which is

nonempty by Engel’s Theorem (Corollary 1.38) and is open,
(ii) the set ofW ∈ g0,X such that adW |g/g0,X is nonsingular, which is

nonempty sinceX is in it (regularity is not used here) and is the
set where some polynomial is nonvanishing, hence is dense (be-
cause if a polynomial vanishes on a nonempty open set, it vanishes
identically).

These two sets must have nonempty intersection, and so we can findZ in
g0,X such that

((adZ)|g0,X )
dimg0,X �= 0 and adZ |g/g0,X is nonsingular.

Then the generalized multiplicity of the eigenvalue 0 for adZ is less
than dimg0,X , and hence dimg0,Z < dimg0,X , in contradiction with the
regularity ofX . We conclude thatg0,X is nilpotent.

Sinceg0,X is nilpotent, we can useg0,X to decomposeg as in Proposition
2.4. Letg0 be the 0 generalized weight space. Then we have

g0,X ⊆ g0 =
⋂

Y∈g0,X

g0,Y ⊆ g0,X .

Sog0,X = g0, andg0,X is a Cartan subalgebra.

In this book we shall be interested in Cartan subalgebrash only wheng

is semisimple. In this caseh has special properties, as follows.

Proposition 2.10. If g is a complex semisimple Lie algebra andh is a
Cartan subalgebra, thenh is abelian.

PROOF. Sinceh is nilpotent and therefore solvable, adh is solvable as a
Lie algebra of transformations ofg. By Lie’s Theorem (Corollary 1.29) it is
simultaneously triangular in some basis. For any three triangular matrices
A, B, C , we have Tr(ABC) = Tr(B AC). Therefore

(2.11) Tr(ad[H1, H2] adH) = 0 for H1, H2, H ∈ h.

Next letα be any nonzero generalized weight, letX be ingα, and letH be
in h. By Proposition 2.5c, adH adX carriesgβ to gα+β . Thus Proposition
2.5a shows that

(2.12) Tr(adH adX) = 0.
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Specializing (2.12) toH = [H1, H2] and using (2.11) and Proposition 2.5a,
we see that the Killing formB of g satisfies

B([H1, H2], X) = 0 for all X ∈ g.

By Cartan’s Criterion for Semisimplicity (Theorem 1.45),B is nondegen-
erate. Therefore [H1, H2] = 0, andh is abelian.

Proposition 2.13. In a complex semisimple Lie algebrag, a Lie
subalgebra is a Cartan subalgebra if it is maximal among the abelian
subalgebrash such that adg h is simultaneously diagonable.

REMARKS.
1) It is immediate from this corollary that the subalgebrash in the

examples of §1 are Cartan subalgebras.
2) Proposition 2.13 implies the existence of Cartan subalgebras, but

only in the semisimple case. A uniqueness theorem, Theorem 2.15 below,
will say that any two Cartan subalgebras are conjugate, and hence every
Cartan subalgebra in the semisimple case must satisfy the properties in the
proposition.

3) The properties in the proposition can also be seen directly without
using the uniqueness theorem. Proposition 2.10 shows that any Cartan
subalgebrah in the semisimple case is abelian, and it is maximal abelian
sinceh = g0. Corollary 2.23 will show for a Cartan subalgebrah in the
semisimple case that adg h is simultaneously diagonable.

PROOF. Let h be maximal among the abelian subalgebras such that
adg h is simultaneously diagonable. Sinceh is abelian and hence nilpo-
tent, Proposition 2.4 shows thatg has a weight-space decompositiong =
g0 ⊕ ⊕

β �=0 gβ under adg h. Since adg h is simultaneously diagonable,
g0 = h ⊕ r with [h, r] = 0. In view of Proposition 2.7, we are to prove
that h = Ng(h). Hereh ⊆ Ng(h) ⊆ g0 by (2.8), and it is enough to
show thatr = 0. Arguing by contradiction, suppose thatX �= 0 is in
r. Thenh ⊕ CX is an abelian subalgebra properly containingh, and the
hypothesis of maximality says that adX must not be diagonable. We
apply Proposition 2.4 again, this time using adg(h ⊕ CX) and obtaining
g = ⊕

β

⊕
β ′|h=β gβ ′ . By Theorem 1.48 we can write adX = s + n with s

diagonable,n nilpotent,sn = ns, ands = p(adX) for some polynomial
p without constant term. Since adX carries eachgβ ′ to itself, so does
s. The transformations must then act by the scalarβ ′(X) on gβ ′ . Since
[gβ ′, gγ ′ ] ⊆ gβ ′+γ ′ by Proposition 2.5c, it follows forY ∈ gβ ′ andZ ∈ gγ ′
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thats[Y, Z ] = (β ′(X) + γ ′(X))[Y, Z ] = [s(Y ), Z ] + [Y, s(Z)]. In other
words,s is a derivation ofg. By Proposition 1.121,s = adS for someS
in g. Sinces = p(adX) and [h, X ] = 0, we find that [h, S] = 0. By the
hypothesis of maximality,S is in h. From adX = adS + n, we conclude
that n = adN for someN in h ⊕ CX . In other words we could have
assumed that adX is nilpotent from the outset. Since adX is nilpotent ong
and sinceg0 = h⊕r is a subalgebra (Corollary 2.6), adX is nilpotent ong0.
Thus every member of ad(h⊕CX) is nilpotent ong0. But X is arbitrary in
r, and thus every member of adg0 is nilpotent ong0. By Engel’s Theorem
(Corollary 1.38),g0 is a nilpotent Lie algebra. Consequently we can use
adg g0 to decomposeg according to Proposition 2.4, and the 0 weight space
can be no bigger than it was when we used adg h at the start. Thus the 0
weight space has to beg0, andg0 is a Cartan subalgebra. If we write the
decomposition according to adg g0 asg = g0 ⊕ ⊕

α �=0 gα, then we have
B(X, X0) = ∑

(dimgα)α(X)α(X0) whenX is the element above andX0

is in g0. This sum is 0 since the nilpotence of adX makesα(X) = 0 for all
α. As in (2.12),B(X, Xα) = 0 for Xα ∈ gα with α �= 0. ThusB(X, g) = 0.
SinceB is nondegenerate, it follows thatX = 0, and we have arrived at a
contradiction.

3. Uniqueness of Cartan Subalgebras

We turn to the question of uniqueness of Cartan subalgebras. We begin
with a lemma about polynomial mappings.

Lemma 2.14.Let P : Cm → Cn be a holomorphic polynomial function
not identically 0. Then the set of vectorsz in Cm for which P(z) is not the
0 vector is connected inCm.

PROOF. Suppose thatz0 andw0 in Cm haveP(z0) �= 0 andP(w0) �= 0.
As a function ofz ∈ C, P(z0 + z(w0 − z0)) is a vector-valued holomorphic
polynomial nonvanishing atz = 0 andz = 1. The subset ofz ∈ C where
it vanishes is finite, and the complement inC is connected. Thusz0 and
w0 lie in a connected set inCm whereP is nonvanishing. Taking the union
of these connected sets withz0 fixed andw0 varying, we see that the set
whereP(w0) �= 0 is connected.

Theorem 2.15. If h1 and h2 are Cartan subalgebras of a finite-
dimensional complex Lie algebrag, then there existsa ∈ Int g with
a(h1) = h2.
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REMARKS.
1) In particular any two Cartan subalgebras are conjugate by an auto-

morphism ofg. As was explained after the introduction of Intg in §I.11,
Int g = Int gR is a universal version of Ad(G) for analytic groupsG with
Lie algebragR. Thus if G is some analytic group with Lie algebragR, the
theorem asserts that the conjugacy can be achieved by some automorphism
Ad(g) with g ∈ G.

2) By the theorem all Cartan subalgebras ofg have the same dimension.
The common value of this dimension is called therank of g.

PROOF. Let h be a Cartan subalgebra ofg. Under the definitions in §2,

Rh(g) = {Y ∈ h | dimg0,Y is a minimum for elements ofh}.

We shall show that

(a) two alternative formulas forRh(g) are

Rh(g) = {Y ∈ h | α(Y ) �= 0 for all generalized weightsα �= 0}
= {Y ∈ h | g0,Y = h},

(b) Y ∈ Rh(g) implies adY is nonsingular on
⊕

α �=0 gα,
(c) the image of the map

σ : Int g × Rh(g) → g

given byσ(a, Y ) = a(Y ) is open ing and is contained inRg(g),
(d) if h1 andh2 are Cartan subalgebras that are not conjugate by Intg,

then the corresponding images of the maps in (c) are disjoint,
(e) every member ofRg(g) is in the image of the map in (c) for some

Cartan subalgebrah,
(f) Rg(g) is connected.

These six statements prove the theorem. In fact, (c) through (e) exhibit
Rg(g) as a nontrivial disjoint union of open sets if we have nonconjugacy.
But (f) says that such a nontrivial disjoint union is impossible. Thus let us
prove the six statements.

(a) Sinceh is a Cartan subalgebra,g = h ⊕ ⊕
α �=0 gα. If Y is in h, then

g0,Y = {X ∈ g | (adY )n X = 0}, wheren = dimg. Thus elementsX
in g0,Y are characterized by being in the generalized eigenspace for adY
with eigenvalue 0. Sog0,Y = h ⊕ ⊕

α �=0,α(Y )=0 gα. Since finitely many
hyperplanes inh cannot have unionh (C being an infinite field), we can
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find Y with α(Y ) �= 0 for allα �= 0. Then we see thatg0,Y is smallest when
it is h, and (a) follows.

(b) The linear map adY acts ongα with generalized eigenvalueα(Y ) �= 0,
by (a). Hence adY is nonsingular on eachgα.

(c) Since Intg is a group, it is enough to show thatY ∈ Rh(g) implies
that(Int g)(Rh(g)) contains a neighborhood ofY in g. Form the differential
dσ at the point(1, Y ). SinceRh(g) is open inh, the tangent space atY
may be regarded ash (with cH (t) = Y + t H being a curve with derivative
H ∈ h). Similarly the tangent space at the pointσ(1, Y ) of g may be
identified withg. Finally the tangent space at the point 1 of Intg is the Lie
algebra adg. Hencedσ is a map

dσ : adg × h → g.

Now

dσ(adX, 0) = d

dt
σ(et adX , Y )|t=0

= d

dt
(et adX)Y |t=0 = (adX)Y = [ X, Y ]

and

dσ(0, H) = d

dt
σ(1, Y + t H)|t=0 = d

dt
(Y + t H)|t=0 = H.

Thus image(dσ) = [Y, g] + h. By (b), dσ is ontog. Hence the image of
σ includes a neighborhood ofσ(1, Y ) in g. Therefore image(σ ) is open.
But Rg(g) is dense. So image(σ ) contains a memberX of Rg(g). Then
a(Y ) = X for somea ∈ Int g andY ∈ h. Froma(Y ) = X we easily check
that a(g0,Y ) = g0,X . Hence dimg0,Y = dimg0,X . Since dimg0,Y = lh(g)

and dimg0,X = lg(g), we obtainlh(g) = lg(g). ThusRh(g) ⊆ Rg(g). Now
Rg(g) is stable under AutC g, and so image(σ ) ⊆ Rg(g).

(d) Let a1(Y1) = a2(Y2) with Y1 ∈ Rh1(g) andY2 ∈ Rh2(g). Thena =
a−1

2 a1 hasa(Y1) = Y2. As in the previous step, we obtaina(g0,Y1) = g0,Y2.
By (a),g0,Y1 = h1 andg0,Y2 = h2. Hencea(h1) = h2.

(e) If X is in Rg(g), let h = g0,X . This is a Cartan subalgebra, by
Theorem 2.9′, and (a) says thatX is in Rh(g) for thish. Thenσ(1, X) = X
shows thatX is in the image of theσ defined relative to thish.

(f) We have seen thatRg(g) is the complement of the set where a nonzero
polynomial vanishes. By Lemma 2.14 this set is connected.
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4. Roots

Throughout this section,g denotes a complex semisimple Lie algebra,B
is its Killing form, andh is a Cartan subalgebra ofg. We saw in Proposition
2.10 thath is abelian. The nonzero generalized weights of adh on g are
called theroots of g with respect toh. We denote the set of roots by
� or �(g, h). Then we can rewrite the weight-space decomposition of
Proposition 2.5a as

(2.16) g = h ⊕
⊕
α∈�

gα.

This decomposition is called theroot-space decompositionof g with
respect toh. Members ofgα are calledroot vectors for the rootα.

Proposition 2.17.

(a) If α andβ are in� ∪ {0} andα + β �= 0, thenB(gα, gβ) = 0.
(b) If α is in � ∪ {0}, thenB is nonsingular ongα × g−α.
(c) If α is in �, then so is−α.
(d) B|h×h is nondegenerate; consequently to each rootα correspondsHα

in h with α(H) = B(H, Hα) for all H ∈ h.
(e)� spansh∗.

PROOF.
(a) By Proposition 2.5c, adgα adgβ carriesgλ into gλ+α+β and conse-

quently, when written as a matrix in terms of a basis ofg compatible with
(2.16), has zero in every diagonal entry. Therefore its trace is 0.

(b) SinceB is nondegenerate (Theorem 1.45),B(X, g) �= 0 for each
X ∈ gα. Since (a) shows thatB(X, gβ) = 0 for everyβ other than−α, we
must haveB(X, g−α) �= 0.

(c, d) These are immediate from (b).
(e) SupposeH ∈ h hasα(H) = 0 for all α ∈ �. By (2.16), adH

is nilpotent. Sinceh is abelian, adH adH ′ is nilpotent for all H ′ ∈ h.
ThereforeB(H, h) = 0. By (d), H = 0. Consequently� spansh∗.

For each rootα, choose and fix, by Lie’s Theorem (Theorem 1.25)
applied to the action ofh on gα, a vectorEα �= 0 in gα with [H, Eα] =
α(H)Eα for all H ∈ h.
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Lemma 2.18.

(a) If α is a root andX is in g−α, then [Eα, X ] = B(Eα, X)Hα.
(b) If α andβ are in�, thenβ(Hα) is a rational multiple ofα(Hα).
(c) If α is in �, thenα(Hα) �= 0.

PROOF.
(a) Since [gα, g−α] ⊆ g0 by Proposition 2.5c, [Eα, X ] is in h. For H in

h, we have

B([Eα, X ], H) = −B(X, [Eα, H ]) = B(X, [H, Eα])

= α(H)B(X, Eα) = B(Hα, H)B(Eα, X)

= B(B(Eα, X)Hα, H).

Then the conclusion follows from Proposition 2.17d.
(b) By Proposition 2.17b, we can chooseX−α in g−α such that

B(Eα, X−α) = 1. Then (a) shows that

(2.19) [Eα, X−α] = Hα.

With β fixed in �, let g′ = ⊕
n∈Z gβ+nα. This subspace is invariant under

adHα, and we shall compute the trace of adHα on this subspace in two ways.
Noting that adHα acts ongβ+nα with the single generalized eigenvalue
(β + nα)(Hα) and adding the contribution to the trace over all values ofn,
we obtain

(2.20)
∑
n∈Z

(β(Hα) + nα(Hα)) dimgβ+nα

as the trace. On the other hand, Proposition 2.5c shows thatg′ is invariant
under adEα and adX−α. By (2.19) the trace is

= Tr adHα = Tr(adEαadX−α − adX−αadEα) = 0.

Thus (2.20) equals 0, and the conclusion follows.
(c) Supposeα(Hα) = 0. By (b), β(Hα) = 0 for all β ∈ �. By

Proposition 2.17e every member ofh∗ vanishes onHα. Thus Hα = 0.
But this conclusion contradicts Proposition 2.17d, sinceα is assumed to
be nonzero.

Proposition 2.21. If α is in �, then dimgα = 1. Also nα is not in�

for any integern ≥ 2.
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REMARK. Thus we no longer need to use the cumbersome condition
(adH − α(H)1)k X = 0 for X ∈ gα but can work withk = 1. Briefly

(2.22) gα = {X ∈ g | (adH)X = α(H)X}.
PROOF. As in the proof of Lemma 2.18b, we can chooseX−α in g−α

with B(Eα, X−α) = 1 and obtain the bracket relation (2.19). Putg′′ =
CEα ⊕ CHα ⊕ ⊕

n<0 gnα. This subspace is invariant under adHα and
adEα, by Proposition 2.5c, and it is invariant under adX−α by Proposition
2.5c and Lemma 2.18a. By (2.19), adHα has trace 0 in its action ong′′.
But adHα acts on each summand with a single generalized eigenvalue, and
thus the trace is

= α(Hα) + 0 +
∑
n<0

nα(Hα) dimgnα = 0.

Using Lemma 2.18c, we see that
∞∑

n=1

n dimg−nα = 1.

Consequently dimg−α = 1 and dimg−nα = 0 for n ≥ 2. Proposition 2.17c
shows that we may replaceα by −α everywhere in the above argument,
and then we obtain the conclusion of the proposition.

Corollary 2.23. The action of adh ong is simultaneously diagonable.

REMARK. This corollary completes the promised converse to Proposi-
tion 2.13.

PROOF. This follows by combining (2.16), Proposition 2.10, and Propo-
sition 2.21.

Corollary 2.24. Onh × h, the Killing form is given by

B(H, H ′) =
∑
α∈�

α(H)α(H ′).

REMARK. This formula is a special property of the Killing form. By
contrast the previous results of this section remain valid ifB is replaced by
any nondegenerate symmetric invariant bilinear form. We shall examine
the role of special properties ofB further when we come to Corollary 2.38.

PROOF. Let{Hi} be a basis ofh. By Proposition 2.21 and Corollary 2.23,
{Hi}∪{Eα} is a basis ofg, and each adH acts diagonally. Then adH adH ′

acts diagonally, and the respective eigenvalues are 0 and{α(H)α(H ′)}.
Hence

B(H, H ′) = Tr(adH adH ′) =
∑
α∈�

α(H)α(H ′).
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Corollary 2.25. The pair of vectors{Eα, E−α} selected before Lemma
2.18 may be normalized so thatB(Eα, E−α) = 1.

PROOF. By Proposition 2.17b,gα and g−α are nonsingularly paired.
Since Proposition 2.21 shows each of these spaces to be 1-dimensional, the
result follows.

The above results may be interpreted as saying thatg is built out of copies
of sl(2, C) in a certain way. To see this, letEα andE−α be normalized as
in Corollary 2.25. Then Lemma 2.18a gives us the bracket relations

[Hα, Eα] = α(Hα)Eα

[Hα, E−α] = −α(Hα)E−α

[Eα, E−α] = Hα.

We normalize these vectors suitably, for instance by

(2.26) H ′
α = 2

α(Hα)
Hα, E ′

α = 2

α(Hα)
Eα, E ′

−α = E−α.

Then

[H ′
α, E ′

α] = 2E ′
α

[H ′
α, E ′

−α] = −2E ′
−α

[E ′
α, E ′

−α] = H ′
α.

As in (1.5) let us define elements ofsl(2, C) by

h =
(

1 0

0 −1

)
, e =

(
0 1

0 0

)
, f =

(
0 0

1 0

)
.

These satisfy

[h, e] = 2e

[h, f ] = −2 f

[e, f ] = h.

Consequently

(2.27) H ′
α �→ h, E ′

α �→ e, E ′
−α �→ f
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extends linearly to an isomorphism of span{Hα, Eα, E−α} onto sl(2, C).
Thusg is spanned by embedded copies ofsl(2, C). The detailed structure
of g comes by understanding how these copies ofsl(2, C) fit together. To
investigate this question, we study the action of such ansl(2, C) subalgebra
on all ofg, i.e., we study a complex-linear representation ofsl(2, C) ong.
We already know some invariant subspaces for this representation, and we
study these one at a time.

Thus the representation to study is the one in the proof of Lemma 2.18b,
with the version ofsl(2, C) built from a rootα acting on the vector space
g′ = ⊕

n∈Z gβ+nα by ad. Correspondingly we make the following definition
of root string . Let α be in �, and letβ be in � ∪ {0}. The α string
containing β is the set of all members of� ∪ {0} of the formβ + nα for
n ∈ Z. Two examples of root strings appear in Figure 2.1.

(a) (b)
e2 − e3

2e1e1 − e2

e1 − e2

FIGURE 2.1. Root strings: (a)e2 − e3 string containinge1 − e2

for sl(3, C), (b) e1 − e2 string through 2e1 for sp(2, C)

Also we transfer the restriction toh of the Killing form to a bilinear form
on the dualh∗ by the definition

(2.28) 〈ϕ, ψ〉 = B(Hϕ, Hψ) = ϕ(Hψ) = ψ(Hϕ)

for ϕ andψ in h∗. HereHϕ andHψ are defined as in Proposition 2.17d.

Proposition 2.29.Let α be in�, and letβ be in� ∪ {0}.
(a) Theα string containingβ has the formβ +nα for −p ≤ n ≤ q with

p ≥ 0 andq ≥ 0. There are no gaps. Furthermore

p − q = 2〈β, α〉
〈α, α〉 ,
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and
2〈β, α〉
〈α, α〉 is in Z.

(b) If β + nα is never 0, defineslα to be the isomorphic copy ofsl(2, C)

spanned byH ′
α, E ′

α, andE ′
−α as in (2.26), and letg′ = ⊕

n∈Z gβ+nα. Then
the representation ofslα ong′ by ad is irreducible.

PROOF. If β + nα = 0 for somen, then conclusion (a) follows from
Proposition 2.21, and there is nothing to prove for (b). Thus we may assume
thatβ + nα is never 0, and we shall prove (a) and (b) together.

By Proposition 2.21 the transformation adH ′
α is diagonable ong′ with

distinct eigenvalues, and these eigenvalues are

(β + nα)(H ′
α) = 2

〈α, α〉 (β + nα)(Hα)

= 2

〈α, α〉 (〈β, α〉 + n〈α, α〉)

= 2〈β, α〉
〈α, α〉 + 2n.(2.30)

Thus any adH ′
α invariant subspace ofg′ is a sum of certaingβ+nα ’s. Hence

the same thing is true of any ad(slα) invariant subspace.
Let V be an irreducible such subspace, and let−p andq be the smallest

and largestn’s appearing forV . Theorem 1.66 shows that the eigenvalues
of adh = adH ′

α in V areN − 2i with 0 ≤ i ≤ N , whereN = dim V − 1.
Since these eigenvalues jump by 2’s, (2.30) shows that alln’s between−p
andq are present. Also (2.30) gives

N = 2〈β, α〉
〈α, α〉 + 2q

−N = 2〈β, α〉
〈α, α〉 − 2p.and

Adding, we obtain

(2.31) p − q = 2〈β, α〉
〈α, α〉 .

Theorem 1.67 shows thatg′ is the direct sum of irreducible subspaces
underslα. If V ′ is another irreducible subspace, let−p′ and q ′ be the
smallest and largestn’s appearing forV ′. Then (2.31), applied toV ′, gives

p′ − q ′ = 2〈β, α〉
〈α, α〉 ,
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so that

(2.32) p′ − q ′ = p − q.

On the other hand, all then’s from −p to q are accounted for byV, and we
must therefore have either−p′ > q or q ′ < −p. By symmetry we may
assume that−p′ > q. This inequality implies that

(2.33) p′ < −q

and thatq ′ ≥ −p′ > q ≥ −p. From the latter inequality we obtain

(2.34) −q ′ < p.

Adding (2.33) and (2.34), we obtain a contradiction with (2.32), and the
proposition follows.

Corollary 2.35. If α and β are in � ∪ {0} and α + β �= 0, then
[gα, gβ ] = gα+β .

PROOF. Without loss of generality, letα �= 0. Proposition 2.5c shows
that

(2.36) [gα, gβ ] ⊆ gα+β.

We are to prove that equality holds in (2.36) We consider cases.
If β is an integral multiple ofα and is not equal to−α, then Proposition

2.21 shows thatβ must beα or 0. If β = α, thengα+β = 0 by Proposition
2.21, and hence equality must hold in (2.36). Ifβ = 0, then the equality
[h, gα] = gα says that equality holds in (2.36).

If β is not an integral multiple ofα, then Proposition 2.29b is applicable
and shows thatslα acts irreducibly ong′ = ⊕

n∈Z gβ+nα. Making the
identification (2.27) and matching data with Theorem 1.66, we see that
the root vectorsEβ+nα, except for constant factors, are the vectorsvi of

Theorem 1.66. The onlyi for which e =
(

0 1

0 0

)
mapsvi to 0 isi = 0, and

v0 corresponds toEβ+qα. Thus [gα, gβ ] = 0 forcesq = 0 and says that
β +α is not a root. In this case,gα+β = 0, and equality must hold in (2.36).

Corollary 2.37. Let α and β be roots such thatβ + nα is never 0
for n ∈ Z. Let Eα, E−α, and Eβ be any root vectors forα, −α, andβ,
respectively, and letp andq be the integers in Proposition 2.29a. Then

[E−α, [Eα, Eβ ]] = q(1 + p)

2
α(Hα)B(Eα, E−α)Eβ.



4. Roots 147

PROOF. Both sides are linear inEα and E−α, and we may therefore
normalize them as in Corollary 2.25 so thatB(Eα, E−α) = 1. If we then
make the identification (2.27) of the span of{Hα, Eα, E−α} with sl(2, C),
we can reinterpret the desired formula as

〈α, α〉
2

[ f, [e, Eβ ]]
?= q(1 + p)

2
α(Hα)Eβ,

i.e., as
[ f, [e, Eβ ]]

?= q(1 + p)Eβ.

From Proposition 2.29b, the action of the span of{h, e, f } on g′ is irre-
ducible. The vectorEβ+qα corresponds to a multiple of the vectorv0 in
Theorem 1.66. SinceEβ is a multiple of(ad f )q Eβ+qα, Eβ corresponds to
a multiple ofvq . By (d) and then (c) in Theorem 1.66, we obtain

(ad f )(ade)Eβ = q(N − q + 1)Eβ,

whereN = dimg′ −1 = (q + p +1)−1. Thenq(N −q +1) = q(1+ p),
and the result follows.

Corollary 2.38. Let V be theR linear span of� in h∗. ThenV is a real
form of the vector spaceh∗, and the restriction of the bilinear form〈 · , · 〉
to V × V is a positive-definite inner product. Moreover, ifh0 denotes the
R linear span of allHα for α ∈ �, thenh0 is a real form of the vector space
h, the members ofV are exactly those linear functionals that are real on
h0, and restriction of the operation of those linear functionals fromh to h0

is anR isomorphism ofV ontoh∗
0.

REMARK. The proof will make use of Corollary 2.24, which was the only
result so far that used any properties of the Killing form other than thatB is
a nondegenerate symmetric invariant bilinear form. The present corollary
will show that B is positive definite onh0, and then Corollary 2.24 will
no longer be needed. The remaining theory for complex semisimple Lie
algebras in this chapter goes through ifB is replaced by any nondegenerate
symmetric invariant bilinear form that is positive definite onh0. Because
of Theorem 2.15, once such a formB is positive definite on the real form
h0 of the Cartan subalgebrah, it is positive definite on the corresponding
real form of any other Cartan subalgebra.

PROOF. Combining Corollary 2.24 with the definition (2.28), we obtain

(2.39) 〈ϕ, ψ〉 = B(Hϕ, Hψ) =
∑
β∈�

β(Hϕ)β(Hψ) =
∑
β∈�

〈β, ϕ〉〈β, ψ〉
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for all ϕ andψ in h∗. Letα be a root, and letpβ andqβ be the integersp and
q associated to theα string containingβ in Proposition 2.29a. Specializing
(2.39) toϕ = ψ = α gives

〈α, α〉 =
∑
β∈�

〈β, α〉2 =
∑
β∈�

[(pβ − qβ)
1
2〈α, α〉]2.

Since〈α, α〉 �= 0 according to Lemma 2.18c, we obtain

〈α, α〉 = 4∑
β∈� (pβ − qβ)2

,

and therefore〈α, α〉 is rational. By Lemma 2.18b,

(2.40) β(Hα) is rational for allα andβ in �.

Let dimC h = l. By Proposition 2.17e we can choosel rootsα1, . . . , αl

such thatHα1, . . . , Hαl is a basis ofh overC. Let ω1, . . . , ωl be the dual
basis ofh∗ satisfyingωi(Hαj ) = δi j , and letV be the real vector space of all
members ofh∗ that are real on all ofHα1, . . . , Hαl . ThenV = ⊕l

j=1 Rωj ,
and it follows thatV is a real form of the vector spaceh∗. By (2.40) all
roots are inV . Sinceα1, . . . , αl are already linearly independent overR,
we conclude thatV is theR linear span of the roots.

If ϕ is in V, thenϕ(Hβ) is real for each rootβ. Since (2.39) gives

〈ϕ, ϕ〉 =
∑
β∈�

〈β, ϕ〉2 =
∑
β∈�

ϕ(Hβ)
2,

we see that the restriction of〈 · , · 〉 to V × V is a positive-definite inner
product.

Now leth0 denote theR linear span of allHα for α ∈ �. Sinceϕ �→ Hϕ

is an isomorphism ofh∗ with h carryingV to h0, it follows thath0 is a real
form of h. We know that the real linear span of the roots (namelyV ) has
real dimensionl, and consequently the real linear span of allHα for α ∈ �

has real dimensionl. SinceHα1, . . . , Hαl is linearly independent overR, it
is a basis ofh0 overR. HenceV is the set of members ofh∗ that are real on
all of h0. Therefore restriction fromh to h0 is a vector-space isomorphism
of V ontoh∗

0.

Let | · |2 denote the norm squared associated to the inner product〈 · , · 〉
onh∗

0 ×h∗
0. Letα be a root. Relative to the inner product, we introduce the

root reflection

sα(ϕ) = ϕ − 2〈ϕ, α〉
|α|2 α for ϕ ∈ h

∗
0.

This is an orthogonal transformation onh∗
0, is −1 onRα, and is+1 on the

orthogonal complement ofα.
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Proposition 2.41. For any rootα, the root reflectionsα carries� into
itself.

PROOF. Letβ be in�, and letp andq be as in Proposition 2.29a. Then

sαβ = β − 2〈β, α〉
|α|2 α = β − (p − q)α = β + (q − p)α.

Since−p ≤ q − p ≤ q, β + (q − p)α is in theα string containingβ.
Hencesαβ is a root or is 0. Sincesα is an orthogonal transformation onh∗

0,
sαβ is not 0. Thussα carries� into �.

5. Abstract Root Systems

To examine roots further, it is convenient to abstract the results we have
obtained so far. This approach will allow us to work more easily toward
a classification of complex semisimple Lie algebras and also to apply the
theory of roots in a different situation that will arise in Chapter VI.

An abstract root systemin a finite-dimensional real inner product space
V with inner product〈 · , · 〉 and norm squared| · |2 is a finite set� of
nonzero elements ofV such that

(i) � spansV ,

(ii) the orthogonal transformationssα(ϕ) = ϕ − 2〈ϕ, α〉
|α|2 α, for α ∈ �,

carry� to itself,

(iii)
2〈β, α〉

|α|2 is an integer wheneverα andβ are in�.

An abstract root system is said to bereduced if α ∈ � implies 2α /∈ �.
Much of what we saw in §4 can be summarized in the following theorem.

Theorem 2.42.The root system of a complex semisimple Lie algebrag

with respect to a Cartan subalgebrah forms a reduced abstract root system
in h∗

0.

PROOF. With V = h∗
0, V is an inner product space spanned by� as

a consequence of Corollary 2.38. Property (ii) follows from Proposition
2.41, and property (iii) follows from Proposition 2.29a. According to
Proposition 2.21, the abstract root system� is reduced.
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As a consequence of the theorem, the examples of §1 give us many
examples of reduced abstract root systems. We recall them here and tell
what names we shall use for them:

(2.43)

Vector Space Root System g

An V =


∑n+1
i=1 ai ei

with∑
ai ei = 0

 � = {ei − ej | i �= j} sl(n + 1, C)

Bn V = { ∑n
i=1 ai ei

} � = {±ei ± ej | i �= j}
∪ {±ei} so(2n+1,C)

Cn V = { ∑n
i=1 ai ei

} � = {±ei ± ej | i �= j}
∪ {±2ei}

sp(n, C)

Dn V = { ∑n
i=1 ai ei

}
� = {±ei ± ej | i �= j} so(2n, C)

Some 2-dimensional examples of abstract root systems are given in
Figure 2.2. All but(BC)2 are reduced. The systemA1 ⊕ A1 arises as the
root system forsl(2, C) ⊕ sl(2, C).

We say that two abstract root systems� in V and�′ in V ′ areisomorphic
if there is a vector-space isomorphism ofV onto V ′ carrying� onto�′

and preserving the integers 2〈β, α〉/|α|2 for α andβ in �. The systemsB2

andC2 in Figure 2.2 are isomorphic.
An abstract root system� is said to bereducible if � admits a nontrivial

disjoint decomposition� = �′ ∪ �′′ with every member of�′ orthogonal
to every member of�′′. We say that� is irreducible if it admits no such
nontrivial decomposition. In Figure 2.2 all the abstract root systems are
irreducible exceptA1 ⊕ A1. The fact that this root system comes from
a complex semisimple Lie algebra that is not simple generalizes as in
Proposition 2.44 below.

Proposition 2.44. The root system� of a complex semisimple Lie
algebrag with respect to a Cartan subalgebrah is irreducible as an abstract
reduced root system if and only ifg is simple.

PROOF THAT � IRREDUCIBLE IMPLIES g SIMPLE. Suppose thatg is a
nontrivial direct sum of idealsg = g′ ⊕g′′. Letα be a root, and decompose
the corresponding root vectorEα accordingly asEα = E ′

α + E ′′
α. For H in

h, we have

0 = [H, Eα] − α(H)Eα = ([H, E ′
α] − α(H)E ′

α) + ([H, E ′′
α] − α(H)E ′′

α).
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Sinceg′ andg′′ are ideals and have 0 intersection, the two terms on the
right are separately 0. ThusE ′

α andE ′′
α are both in the root spacegα. Since

dimgα = 1, E ′
α = 0 or E ′′

α = 0. Thusgα ⊆ g′ or gα ⊆ g′′. Define

(2.45)
�′ = {α ∈ � | gα ⊆ g

′}
�′′ = {α ∈ � | gα ⊆ g

′′}.
What we have just shown about (2.45) is that� = �′ ∪�′′ disjointly. Now
with obvious notation we have

α′(Hα′′)Eα′ = [Hα′′, Eα′ ] ⊆ [Hα′′, g′] = [[ Eα′′, E−α′′ ], g′] ⊆ [g′′, g′] = 0,

and thusα′(Hα′′) = 0. Hence�′ and�′′ are mutually orthogonal.

A1 ⊕ A1 A2

B2 C2

(BC)2 G2

FIGURE 2.2. Abstract root systems withV = R2
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PROOF THAT g SIMPLE IMPLIES � IRREDUCIBLE. Suppose that� =
�′ ∪ �′′ exhibits� as reducible. Define

g
′ =

∑
α∈�′

{CHα + gα + g−α}

g
′′ =

∑
α∈�′′

{CHα + gα + g−α}.

Theng′ andg′′ are vector subspaces ofg, andg = g′ ⊕ g′′ as vector spaces.
To complete the proof, it is enough to show thatg′ andg′′ are ideals ing. It
is clear that they are Lie subalgebras. Forα′ in �′ andα′′ in �′′, we have

(2.46) [Hα′, Eα′′ ] = α′′(Hα′)Eα′′ = 0

by the assumed orthogonality. Also if [gα′, gα′′ ] �= 0, thenα′ + α′′ is a root
that is not orthogonal to every member of�′ (α′ for instance) and is not
orthogonal to every member of�′′ (α′′ for instance), in contradiction with
the given orthogonal decomposition of�. We conclude that

(2.47) [gα′, gα′′ ] = 0.

Combining (2.46) and (2.47), we see that [g′, gα′′ ] = 0. Since [g′, h] ⊆ g′

and sinceg′ is a subalgebra,g′ is an ideal ing. Similarly g′′ is an ideal.
This completes the proof.

EXAMPLE. Let g = so(4, C) with notation as in §1. The root system is
� = {±e1 ± e2}. If we put �′ = {±(e1 − e2)} and�′′ = {±(e1 + e2)},
then� = �′ ∪ �′′ exhibits� as reducible. By Proposition 2.44,so(4, C)

is not simple. The root system is isomorphic toA1 ⊕ A1.

We extend our earlier definition ofroot string to the context of an
abstract root system�. For α ∈ � and β ∈ � ∪ {0}, the α string
containing β is the set of all members of� ∪ {0} of the formβ + nα with
n ∈ Z. Figure 2.1 in §4 showed examples of root strings. In the system
G2 as pictured in Figure 2.2, there are root strings containing four roots.

If α is a root and1
2α is not a root, we say thatα is reduced.

Proposition 2.48.Let � be an abstract root system in the inner product
spaceV .

(a) If α is in �, then−α is in �.
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(b) If α is in � and is reduced, then the only members of� ∪ {0}
proportional toα are ±α, ±2α, and 0, and±2α cannot occur if� is
reduced.

(c) If α is in � andβ is in � ∪ {0}, then

2〈β, α〉
|α|2 = 0, ±1, ±2, ±3, or ± 4,

and±4 occurs only in a nonreduced system withβ = ±2α.
(d) If α andβ are nonproportional members of� such that|α| ≤ |β|,

then
2〈β, α〉

|β|2 equals 0 or+1 or−1.

(e) If α andβ are in� with 〈α, β〉 > 0, thenα − β is a root or 0. Ifα
andβ are in� with 〈α, β〉 < 0, thenα + β is a root or 0.

(f) If α andβ are in� and neitherα + β norα − β is in � ∪ {0}, then
〈α, β〉 = 0.

(g) If α is in � andβ is in � ∪ {0}, then theα string containingβ has
the formβ + nα for −p ≤ n ≤ q with p ≥ 0 andq ≥ 0. There are no

gaps. Furthermorep − q = 2〈β, α〉
|α|2 . Theα string containingβ contains

at most four roots.

PROOF.
(a) This follows sincesα(α) = −α.
(b) Letα be in�, and letcα be in� ∪ {0}. We may assume thatc �= 0.

Then 2〈cα, α〉/|α|2 and 2〈α, cα〉/|cα|2 are both integers, from which it
follows that 2c and 2/c are integers. Sincec �= ± 1

2, the only possibilities
arec = ±1 andc = ±2, as asserted. If� is reduced,c = ±2 cannot
occur.

(c) We may assume thatβ �= 0. From the Schwarz inequality we have∣∣∣∣2〈α, β〉
|α|2

2〈α, β〉
|β|2

∣∣∣∣ ≤ 4

with equality only if β = cα. The case of equality is handled by (b).

If strict equality holds, then
2〈α, β〉

|α|2 and
2〈α, β〉

|β|2 are two integers whose

product is≤ 3 in absolute value. The result follows in either case.
(d) We have an inequality of integers∣∣∣∣2〈α, β〉

|α|2
∣∣∣∣ ≥

∣∣∣∣2〈α, β〉
|β|2

∣∣∣∣ ,
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and the proof of (c) shows that the product of the two sides is≤ 3. Therefore
the smaller side is 0 or 1.

(e) We may assume thatα andβ are not proportional. For the first

statement, assume that|α| ≤ |β|. Then sβ(α) = α − 2〈α, β〉
|β|2 β must

be α − β, by (d). Soα − β is in �. If |β| ≤ |α| instead, we find that
sα(β) = β − α is in �, and thenα − β is in � as a consequence of (a).
For the second statement we apply the first statement to−α.

(f) This is immediate from (e).
(g) Let−p andq be the smallest and largest values ofn such thatβ +nα

is in � ∪ {0}. If the string has a gap, we can findr ands with r < s − 1
such thatβ + rα is in � ∪ {0}, β + (r + 1)α andβ + (s − 1)α are not in
� ∪ {0}, andβ + sα is in � ∪ {0}. By (e),

〈β + rα, α〉 ≥ 0 and 〈β + sα, α〉 ≤ 0.

Subtracting these inequalities, we obtain(r − s)|α|2 ≥ 0, and thusr ≥ s,
contradiction. We conclude that there are no gaps. Next

sα(β + nα) = β + nα − 2〈β + nα, α〉
|α|2 α = β −

(
n + 2〈β, α〉

|α|2
)

α,

and thus−p ≤ n ≤ q implies−q ≤ n + 2〈β, α〉
|α|2 ≤ p. Takingn = q and

thenn = −p, we obtain in turn

2〈β, α〉
|α|2 ≤ p − q and then p − q ≤ 2〈β, α〉

|α|2 .

Thus 2〈β, α〉/|α|2 = p − q. Finally, to investigate the length of the string,
we may assumeq = 0. The length of the string is thenp + 1, with
p = 2〈β, α〉/|α|2. The conclusion that the string has at most four roots
then follows from (c) and (b).

We now introduce a notion of positivity inV that extends the notion
in the examples in §1. The intention is to single out a subset of nonzero
elements ofV aspositive, writing ϕ > 0 if ϕ is a positive element. The
only properties of positivity that we need are that

(i) for any nonzeroϕ ∈ V, exactly one ofϕ and−ϕ is positive,
(ii) the sum of positive elements is positive, and any positive multiple

of a positive element is positive.
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The way in which such a notion of positivity is introduced is not important,
and we shall give a sample construction shortly.

We say thatϕ > ψ orψ < ϕ if ϕ−ψ is positive. Then>defines a simple
ordering onV that is preserved under addition and under multiplication by
positive scalars.

One way to define positivity is by means of alexicographic ordering.
Fix a spanning setϕ1, . . . , ϕm of V, and define positivity as follows: We say
thatϕ > 0 if there exists an indexk such that〈ϕ, ϕi〉 = 0 for 1 ≤ i ≤ k −1
and〈ϕ, ϕk〉 > 0.

A lexicographic ordering sometimes arises disguised in a kind of dual
setting. To use notation consistent with applications, think ofV as the
vector space dual of a spaceh0, and fix a spanning setH1, . . . , Hm for h0.
Then we say thatϕ > 0 if there exists an indexk such thatϕ(Hi) = 0 for
1 ≤ i ≤ k − 1 andϕ(Hk) > 0.

Anyway, we fix a notion of positivity and the resulting ordering forV .
We say that a rootα is simple if α > 0 and ifα does not decompose as
α = β1+β2 with β1 andβ2 both positive roots. A simple root is necessarily
reduced.

Proposition 2.49. With l = dim V, there arel simple rootsα1, . . . , αl ,
and they are linearly independent. Ifβ is a root and is written asβ =
x1α1 + · · · + xlαl , then all thexj have the same sign (if 0 is allowed to be
positive or negative), and all thexj are integers.

REMARKS. Once this proposition has been proved, any positive rootα

can be written asα = ∑l
i=1 niαi with eachni an integer≥ 0. The integer∑l

i=1 ni is called thelevel of α relative to{α1, . . . , αl} and is sometimes
used in inductive proofs. The first example of such a proof will be with
Proposition 2.54 below.

(2.50)

Positive Roots Simple Roots

An ei − ej , i < j e1 − e2, e2 − e3, . . . , en − en+1

Bn
ei ± ej with i < j

ei
e1 − e2, e2 − e3, . . . , en−1 − en, en

Cn
ei ± ej with i < j

2ei
e1 − e2, e2 − e3, . . . , en−1 − en, 2en

Dn ei ± ej with i < j e1−e2, . . . , en−2−en−1, en−1−en, en−1+en
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Before coming to the proof, let us review the examples in (2.43), which
came from the complex semisimple Lie algebras in §1. In (2.50) we recall
the choice of positive roots we made in §1 for each example and tell what
the corresponding simple roots are.

Lemma 2.51. If α andβ are distinct simple roots, thenα − β is not a
root. Hence〈α, β〉 ≤ 0.

PROOF. Assuming the contrary, suppose thatα −β is a root. Ifα −β is
positive, thenα = (α − β) + β exhibitsα as a nontrivial sum of positive
roots. Ifα −β is negative, thenβ = (β −α)+α exhibitsβ as a nontrivial
sum of positive roots. In either case we have a contradiction. Thusα − β

is not a root, and Proposition 2.48e shows that〈α, β〉 ≤ 0.

PROOF OFPROPOSITION2.49. Letβ > 0 be in�. If β is not simple,
write β = β1 + β2 with β1 andβ2 both positive in�. Then decompose
β1 and/orβ2, and then decompose each of their components if possi-
ble. Continue in this way. We can list the decompositions as tuples
(β, β1, component ofβ1, etc.) with each entry a component of the previous
entry. The claim is that no tuple has more entries than there are positive
roots, and therefore the decomposition process must stop. In fact, otherwise
some tuple would have the sameγ > 0 in it at least twice, and we would
haveγ = γ +α with α a nonempty sum of positive roots, contradicting the
properties of an ordering. Thusβ is exhibited asβ = x1α1 + · · · + xmαm

with all xj positive integers or 0 and with allαj simple. Thus the simple
roots span in the fashion asserted.

Finally we prove linear independence. Renumbering theαj ’s, suppose
that

x1α1 + · · · + xsαs − xs+1αs+1 − · · · − xmαm = 0

with all xj ≥ 0 in R. Putβ = x1α1 + · · · + xsαs . Then

0 ≤ 〈β, β〉 =
〈

s∑
j=1

xjαj ,

m∑
k=s+1

xkαk

〉
=

∑
j,k

xj xk〈αj , αk〉 ≤ 0.

the last inequality holding by Lemma 2.51. We conclude that〈β, β〉 = 0,
β = 0, and all thexj ’s equal 0 since a positive combination of positive
roots cannot be 0.

For the remainder of this section, we fix an abstract root system�, and
we assume that� is reduced. Fix also an ordering coming from a notion of



5. Abstract Root Systems 157

positivity as above, and let� be the set of simple roots. We shall associate
a “Cartan matrix” to the system� and note some of the properties of this
matrix. An “abstract Cartan matrix” will be any square matrix with this
list of properties. Working with an abstract Cartan matrix is made easier
by associating to the matrix a kind of graph known as an “abstract Dynkin
diagram.”

Enumerate� as� = {α1, . . . , αl}, wherel = dim V . Thel-by-l matrix
A = (Ai j) given by

Ai j = 2〈αi , αj〉
|αi |2

is called theCartan matrix of � and�. The Cartan matrix depends on
the enumeration of�, and distinct enumerations evidently lead to Cartan
matrices that are conjugate to one another by a permutation matrix.

For the examples in Figure 2.2 with dimV = 2, the Cartan matrices are
of course 2-by-2 matrices. For all the examples exceptG2, an enumeration
of the simple roots is given in (2.50). ForG2 let us agree to list the short
simple root first. Then the Cartan matrices are as follows:

A1 ⊕ A1

(
2 0
0 2

)
A2

(
2 −1

−1 2

)
B2

(
2 −1

−2 2

)
C2

(
2 −2

−1 2

)
G2

(
2 −3

−1 2

)
Proposition 2.52.The Cartan matrixA = (Ai j) of � relative to the set

� of simple roots has the following properties:

(a) Ai j is in Z for all i and j ,
(b) Aii = 2 for all i ,
(c) Ai j ≤ 0 for i �= j ,
(d) Ai j = 0 if and only if Aji = 0,
(e) there exists a diagonal matrixD with positive diagonal entries such

that D AD−1 is symmetric positive definite.



158 II. Complex Semisimple Lie Algebras

PROOF. Properties (a), (b), and (d) are trivial, and (c) follows from
Lemma 2.51. Let us prove (e). Put

(2.53) D = diag(|α1|, . . . , |αl |),

so thatD AD−1 =
(

2

〈
αi

|αi | ,
αj

|αj |
〉)

. This is symmetric, and we can discard

the 2 in checking positivity. But(〈ϕi , ϕj〉) is positive definite whenever{ϕi}
is a basis, since

( c1 · · · cl )
(〈ϕi , ϕj〉

)  c1
...

cl

 = ∣∣ ∑
i

ciϕi

∣∣2
.

The normalized simple roots may be taken as the basisϕi of V, according
to Proposition 2.49, and the result follows.

A square matrixA satisfying properties (a) through (e) in Proposition
2.52 will be called anabstract Cartan matrix . Two abstract Cartan
matrices areisomorphic if one is conjugate to the other by a permutation
matrix.

Proposition 2.54. The abstract reduced root system� is reducible if
and only if, for some enumeration of the indices, the Cartan matrix is block
diagonal with more than one block.

PROOF. Suppose that� = �′ ∪ �′′ disjointly with every member of
�′ orthogonal to every member of�′′. We enumerate the simple roots by
listing all those in�′ before all those in�′′, and then the Cartan matrix is
block diagonal.

Conversely suppose that the Cartan matrix is block diagonal, with the
simple rootsα1, . . . , αs leading to one block and the simple roots
αs+1, . . . , αl leading to another block. Let�′ be the set of all roots whose
expansion in terms of the basisα1, . . . , αl involves onlyα1, . . . , αs , and
let �′′ be the set of all roots whose expansion involves onlyαs+1, . . . , αl .
Then�′ and�′′ are nonempty and are orthogonal to each other, and it
is enough to show that their union is�. Let α ∈ � be given, and write
α = ∑l

i=1 niαi . We are to show that eitherni = 0 for i > s or ni = 0 for
i ≤ s. Proposition 2.49 says that all theni are integers and they have the
same sign. Without loss of generality we may assume thatα is positive, so
that allni are≥ 0.
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We proceed by induction on the level
∑l

i=1 ni . If the sum is 1, then
α = αj for some j . Certainly eitherni = 0 for i > s or ni = 0 for i ≤ s.
Assume the result for leveln −1, and let the level ben > 1 forα. We have

0 < |α|2 =
l∑

i=1

ni〈α, αi〉,

and therefore〈α, αj〉 > 0 for somej . To fix the notation, let us say that
1 ≤ j ≤ s. By Proposition 2.48e,α −αj is a root, evidently of leveln −1.
By inductive hypothesis,α − αj is in �′ or �′′. If α − αj is in �′, thenα is
in �′, and the induction is complete. So we may assume thatα − αj is in
�′′. Then〈α −αj , αj〉 = 0. By Proposition 2.48g, theαj string containing
α − αj hasp = q, and this number must be≥ 1 sinceα is a root. Hence
α − 2αj is in � ∪ {0}. We cannot haveα − 2αj = 0 since� is reduced,
and we conclude that the coefficient ofαj in α −αj is > 0, in contradiction
with the assumption thatα − αj is in �′′. Thusα − αj could not have been
in �′′, and the induction is complete.

Motivated by Proposition 2.54, we say that an abstract Cartan matrix
is reducible if, for some enumeration of the indices, the matrix is block
diagonal with more than one block. Otherwise the abstract Cartan matrix
is said to beirreducible .

If we have several abstract Cartan matrices, we can arrange them as the
blocks of a block-diagonal matrix, and the result is a new abstract Cartan
matrix. The converse direction is addressed by the following proposition.

Proposition 2.55. After a suitable enumeration of the indices, any
abstract Cartan matrix may be written in block-diagonal form with each
block an irreducible abstract Cartan matrix.

PROOF. Call two indicesi and j equivalent if there exists a sequence of
integersi = k0, k1, . . . , kr−1, kr = j such thatAks−1ks �= 0 for 1 ≤ s ≤ r .
Enumerate the indices so that the members of each equivalence class appear
together, and then the abstract Cartan matrix will be in block-diagonal form
with each block irreducible.

To our set� of simple roots for the reduced abstract root system�, let
us associate a kind of graph known as a “Dynkin diagram.” We associate to
each simple rootαi a vertex of a graph, and we attach to that vertex a weight
proportional to|αi |2. The vertices of the graph are connected by edges as
follows. If two vertices are given, say corresponding to distinct simple
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rootsαi andαj , we connect those vertices byAi j Aji edges. The resulting
graph is called theDynkin diagram of �. It follows from Proposition
2.54 that� is irreducible if and only if the Dynkin diagram is connected.
Figure 2.3 gives the Dynkin diagrams for the root systemsAn, Bn, Cn, and
Dn when the simple roots are chosen as in (2.50). Figure 2.3 shows also
the Dynkin diagram for the root systemG2 of Figure 2.1 when the two
simple roots are chosen so that|α1| < |α2|.

Let us indicate how we can determine the Dynkin diagram almost com-
pletely from the Cartan matrix. The key is the following lemma.

Lemma 2.56.Let A be an abstract Cartan matrix in block-diagonal form
with each block an irreducible abstract Cartan matrix. Then the associated
diagonal matrixD given in the defining property (e) of an abstract Cartan
matrix is unique up to a multiplicative scalar on each block.

PROOF. Suppose thatD andD′ are two diagonal matrices with positive
diagonal entries such thatP = D AD−1 and P ′ = D′ AD′−1 are symmet-
ric positive definite. ThenP and P ′ = (D′ D−1)P(D′ D−1)−1 are both
symmetric. WriteD′ D−1 = diag(b1, . . . , bl). For anyi and j , we have

bi Pi j b
−1
j = P ′

i j = P ′
j i = bj Pji b

−1
i = bj Pi j b

−1
i .

Thus eitherPi j = 0 or bi = bj , i.e.,

(2.57) Ai j = 0 or bi = bj .

If i and j are in the same block ofA, then there exists a sequence of integers
i = k0, k1, . . . , kr−1, kr = j such thatAks−1ks �= 0 for 1 ≤ s ≤ r . From
(2.57) we obtain

bi = bk0 = bk1 = · · · = bkr−1 = bkr = bj .

Thus the diagonal entries ofD′ are proportional to the diagonal entries of
D within each block forA.

Returning to a Cartan matrix arising from the abstract reduced root
system� and the set� of simple roots, we note that the numbersAi j Aji

available from the Cartan matrix determine the numbers of edges between
vertices in the Dynkin diagram. But the Cartan matrix also almost com-
pletely determines the weights in the Dynkin diagram. In fact, (2.53) says
that the square roots of the weights are the diagonal entries of the matrix
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D of Proposition 2.52e. Lemma 2.56 says thatD is determined by the
properties ofA up to a multiplicative scalar on each irreducible block,
and irreducible blocks correspond to connected components of the Dynkin
diagram. Thus by usingA, we can determine the weights in the Dynkin
diagram up to a proportionality constant on each connected component.
These proportionality constants are the only ambiguity in obtaining the
Dynkin diagram from the Cartan matrix.

An
1 1 1 1

e1 − e2 e2 − e3 e3 − e4 en − en+1

Bn
2 2 2 2 1

e1 − e2 e2 − e3 e3 − e4 en−1 − en en

Cn
1 1 1 1 2

e1 − e2 e2 − e3 e3 − e4 en−1 − en 2en

Dn 1

1 1 1 1

e1 − e2 e2 − e3 e3 − e4 en−2−en−1

1

en−1 + en

en−1 − enG2
1 3

FIGURE 2.3. Dynkin diagrams forAn, Bn, Cn, Dn, G2
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The same considerations allow us to associate an “abstract Dynkin di-
agram” to an abstract Cartan matrixA. If A has sizel-by-l, theabstract
Dynkin diagram is a graph withl vertices, thei th and j th vertices being
connected byAi j Aji edges. IfD is the matrix given in defining property (e)
of an abstract Cartan matrix in Proposition 2.52, then we assign a weight
to the vertexi equal to the square of thei th diagonal entry ofD. ThenA
by itself determines the abstract Dynkin diagram up to a proportionality
constant for the weights on each connected component.

Finally let us observe that we can recover an abstract Cartan matrix
A from its abstract Dynkin diagram. Let the system of weights be{wi}.
First suppose there are no edges from thei th vertex to thej th vertex. Then
Ai j Aji = 0. SinceAi j = 0 if and only if Aji = 0, we obtainAi j = Aji = 0.
Next suppose there exist edges between thei th vertex and thej th vertex.
Then the number of edges tells usAi j Aji , while the symmetry ofD AD−1

says that

w
1/2
i Ai jw

−1/2
j = w

1/2
j Ajiw

−1/2
i ,

i.e., that
Ai j

Aji
= wj

wi
.

SinceAi j and Aji are< 0, the number of edges and the ratio of weights
together determineAi j andAji .

6. Weyl Group

Schematically we can summarize our work so far in this chapter as
constructing a two-step passage

complex
semisimple
Lie algebra

choice of−−−−−−−−−−→
Cartan subalgebra

abstract reduced
root system

choice of−−−−−−→
ordering

abstract
Cartan
matrix.

(2.58)

Each step of the passage relies on a certain choice, and that choice is listed
as part of the arrow. For this two-step passage to be especially useful,
we should show that each step is independent of its choice, at least up to
isomorphism. Then we will have a well defined way of passing from a
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complex semisimple Lie algebra first to an abstract reduced root system
and then to an abstract Cartan matrix.

We can ask for even more. Once (2.58) is shown to be well defined
independently of the choices, we can try to show that each step is one-one,
up to isomorphism. In other words, two complex semisimple Lie algebras
with isomorphic abstract reduced root systems are to be isomorphic, and
two abstract reduced root systems leading to isomorphic abstract Cartan
matrices are to be isomorphic. Then we can detect isomorphisms of com-
plex semisimple Lie algebras by using Dynkin diagrams.

Finally we can ask that each step of the two-step passage be onto.
In other words, every abstract reduced root system, up to isomorphism,
is to come from a complex semisimple Lie algebra, and every abstract
Cartan matrix is to come from an abstract reduced root system. Then a
classification of abstract Cartan matrices will achieve a classification of
complex semisimple Lie algebras.

We begin these steps in this section, starting by showing that each step
in (2.58) is well defined, independently of the choices, up to isomorphism.
For the first step, from the complex semisimple Lie algebra to the abstract
reduced root system, the tool is Theorem 2.15, which says that any two
Cartan subalgebras of our complex semisimple Lie algebrag are conjugate
via Intg. It is clear that we can follow the effect of this conjugating
automorphism through to its effect on roots and obtain an isomorphism
of the associated root systems.

For the second step, from the abstract reduced root system to the abstract
Cartan matrix up to isomorphism (or equivalently to the set� of simple
roots), the tool is the “Weyl group,” which we study in this section.

Thus let� be an abstract root system in a finite-dimensional inner
product spaceV . It will not be necessary to assume that� is reduced. We
let W = W (�) be the subgroup of the orthogonal group onV generated by
the reflectionssα for α ∈ �. This is theWeyl group of �. In the special
case that� is the root system of a complex semisimple Lie algebrag with
respect to a Cartan subalgebrah, we sometimes writeW (g, h) for the Weyl
group.

We immediately see thatW is a finite group of orthogonal transforma-
tions of V . In fact, anyw in W maps the finite set� to itself. If w fixes
each element of�, thenw fixes a spanning set ofV and hence fixesV .
The assertion follows.

In addition, we have the formula

(2.59) srα = rsαr−1
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for any orthogonal transformationr of V . In fact,

srα(rϕ) = rϕ − 2〈rϕ, rα〉
|rα|2 rα = rϕ − 2〈ϕ, α〉

|α|2 rα = r(sαϕ).

As a consequence of (2.59), ifr is in W andrα = β, then

(2.60) sβ = rsαr−1.

EXAMPLES.

1) The root systems of typesAn, Bn, Cn, andDn are described in (2.43).
For An, W (�) consists of all permutations ofe1, . . . , en+1. For Bn and
Cn, W (�) is generated by all permutations ofe1, . . . , en and all sign
changes (of the coefficients ofe1, . . . , en). For Dn, W (�) is generated
by all permutations ofe1, . . . , en and all even sign changes.

2) The nonreduced abstract root system(BC)2 is pictured in Figure 2.2.
For it, W (�) has order 8 and is the same group as forB2 andC2. The
group contains the 4 rotations through multiples of anglesπ/2, together
with the 4 reflections defined by sending a root to its negative and leaving
the orthogonal complement fixed.

3) The reduced abstract root systemG2 is pictured in Figure 2.2. For
it, W (�) has order 12 and consists of the 6 rotations through multiples of
anglesπ/3, together with the 6 reflections defined by sending a root to its
negative and leaving the orthogonal complement fixed.

Introduce a notion of positivity withinV, such as from a lexicographic
ordering, and let�+ be the set of positive roots. The set�+ determines a
set� = {α1, . . . , αl} of simple roots, and in turn� can be used to pick out
the members of�+ from �, since Proposition 2.49 says that the positive
roots are those of the formα = ∑

i niαi with all ni ≥ 0.
Now suppose that� = {α1, . . . , αl} is any set ofl independent reduced

elementsαi such that every expression of a memberα of � as
∑

i ciαi

has all nonzeroci of the same sign. We call� a simple system. Given
a simple system�, we can define�+ to be all roots of the form

∑
i ciαi

with all ci ≥ 0. The claim is that�+ is the set of positive roots in some
lexicographic ordering. In fact, we can use the dual basis to{αi} to get
such an ordering. In more detail if〈αi , ωj〉 = δi j and if j is the first index
with 〈α, ωj〉 nonzero, then the fact that〈α, ωj〉 = cj is positive implies that
α is positive.

Thus we have an abstract characterization of the possible�’s that can
arise as sets of simple roots: they are all possible simple systems.
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Lemma 2.61.Let � = {α1, . . . , αl} be a simple system, and letα > 0
be in�. Then

sαi (α) is

{ = −α if α = αi or α = 2αi

> 0 otherwise.

PROOF. If α = ∑
cjαj , then

sαi (α) =
l∑

j=1

cjαj − 2〈α, αi〉
|αi |2 αi .

If at least onecj is > 0 for j �= i , thensαi (α) has the same coefficient for
αj thatα does, andsαi (α) must be positive. The only remaining case is that
α is a multiple ofαi , and thenα must beαi or 2αi , by Proposition 2.48b.

Proposition 2.62. Let � = {α1, . . . , αl} be a simple system. Then
W (�) is generated by the root reflectionssαi for αi in �. If α is any
reduced root, then there existαj ∈ � ands ∈ W (�) such thatsαj = α.

PROOF. We begin by proving a seemingly sharper form of the second
assertion. LetW ′ ⊆ W be the group generated by thesαi for αi ∈ �. We
prove that any reduced rootα > 0 is of the formsαj with s ∈ W ′. Writing
α = ∑

njαj , we proceed by induction on level(α) = ∑
nj . The case of

level one is the case ofα = αi in �, and we can takes = 1. Assume the
assertion for level< level(α), let level(α) be> 1, and writeα = ∑

njαj .
Since

0 < |α|2 =
∑

nj〈α, αj〉,
we must have〈α, αi〉 > 0 for somei = i0. By our assumptions,α is neither
αi0 nor 2αi0. Thenβ = sαi0

(α) is > 0 by Lemma 2.61 and has

β =
∑
j �=i0

njαj +
(

ci0 − 2〈α, αi0〉
|αi0|2

)
αi0.

Since〈α, αi0〉 > 0, level(β) < level(α). By inductive hypothesis,β = s ′αj

for somes ′ ∈ W ′ and some indexj . Thenα = sαi0
β = sαi0

s ′αj with sαi0
s ′

in W ′. This completes the induction.
If α < 0, then we can write−α = sαj , and it follows thatα = ssαj αj .

Thus each reduced memberα of � is of the forms ′αj for somes ′ ∈ W ′

and someαj ∈ �.
To complete the proof, we show that eachsα, for α ∈ �, is in W ′. There

is no loss of generality in assuming thatα is reduced. Writeα = sαj with
s ∈ W ′. Then (2.60) shows thatsα = ssαj s

−1, which is inW ′. SinceW is
generated by the reflectionssα for α ∈ �, W ⊆ W ′ andW = W ′.
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Theorem 2.63. If � and�′ are two simple systems for�, then there
exists one and only one elements ∈ W such thats� = �′.

PROOF OF EXISTENCE. Let �+ and�+′ be the sets of positive roots in
question. We have|�+| = |�+′| = 1

2|�|, which we write asq. Also
�+ = �+′ if and only if � = �′, and�+ �= �+′ implies� � �+′ and
�′ � �+. Let r = |�+ ∩ �+′|. We induct downward onr , the caser = q
being handled by usings = 1. Letr < q. Chooseαi ∈ � with αi /∈ �+′,
so that−αi ∈ �+′. If β is in �+ ∩�+′, thensαi β is in �+ by Lemma 2.61.
Thussαi β is in �+ ∩ sαi �

+′. Alsoαi = sαi (−αi) is in �+ ∩ sαi �
+′. Hence

|�+ ∩ sαi �
+′| ≥ r + 1. Now sαi �

+′ corresponds to the simple system
sαi �

′, and by inductive hypothesis we can findt ∈ W with t� = sαi �
′.

Thensαi t� = �′, and the induction is complete.

PROOF OF UNIQUENESS. We may assume thats� = �, and we are to
prove thats = 1. Write � = {α1, . . . , αl}, and abbreviatesαj assj . For
s = sim · · · si1, we prove by induction onm that s� = � implies s = 1.
If m = 1, thens = si1 andsαi1 < 0. If m = 2, we obtainsi2� = si1�,
whence−αi2 is in si1� and so−αi2 = −αi1, by Lemma 2.61; hences = 1.
Thus assume inductively that

(2.64) t� = � with t = sjr · · · sj1 andr < m implies t = 1,

and lets = sim · · · si1 satisfys� = � with m > 2.
Puts ′ = sim−1 · · · si1, so thats = sim s ′. Thens ′ �= 1 by (2.64) fort = sim .

Also s ′αj < 0 for some j by (2.64) applied tot = s ′. The latter fact,
together with

sim s ′αj = sαj > 0.

says that−αim = s ′αj , by Lemma 2.61. Also ifβ > 0 ands ′β < 0, then
s ′β = −cαim = s ′(cαj), so thatβ = cαj with c = 1 or 2. Thuss ′ satisfies

(i) s ′αj = −αim ,
(ii) s ′β > 0 for every positiveβ ∈ � other thanαj and 2αj .

Now sim−1 · · · si1αj = −αim < 0 by (i). Choosek so thatt = sik−1 · · · si1

satisfiestαj > 0 andsik tαj < 0. Thentαj = αik . By (2.60),tsj t−1 = sik .
Hencetsj = sik t .

Put t ′ = sim−1 · · · sik+1, so thats ′ = t ′sik t = t ′tsj . Thent ′t = s ′sj . Now
α > 0 andα �= cαj imply sjα = β > 0 with β �= cαj . Thus

t ′tα = s ′sjα = s ′β > 0 by (ii)

t ′tαj = s ′(−αj) = αim > 0 by (i).and
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Hencet ′t� = �. Now t ′t is a product ofm − 2 sj ’s. By inductive
hypothesis,t ′t = 1. Thens ′sj = 1, s ′ = sj , ands = sim s ′ = sim sj . Since
(2.64) has been proved forr = 2, we conclude thats = 1. This completes
the proof.

Corollary 2.65. In the second step of the two-step passage (2.58), the
resulting Cartan matrix is independent of the choice of positive system, up
to permutation of indices.

PROOF. Let� and�′ be the simple systems that result from two different
positive systems. By Theorem 2.63,�′ = s� for somes ∈ W (�). Then
we can choose enumerations� = {α1, . . . , αl} and�′ = {β1, . . . , βl} so
thatβj = sαj , and we have

2〈βi , βj〉
|βi |2 = 2〈sαi , sαj〉

|sαi |2 = 2〈αi , αj〉
|αi |2

sinces is orthogonal. Hence the resulting Cartan matrices match.

Consequently our use of the root-system namesAn, Bn, etc., with the
Dynkin diagrams in Figure 2.3 was legitimate. The Dynkin diagram is not
changed by changing the positive system (except that the names of roots
attached to vertices change).

This completes our discussion of the fact that the steps in the passages
(2.58) are well defined independently of the choices.

Let us take a first look at the uniqueness questions associated with (2.58).
We want to see that each step in (2.58) is one-one, up to isomorphism. The
following proposition handles the second step.

Proposition 2.66.The second step in the passage (2.58) is one-one, up
to isomorphism. That is, the Cartan matrix determines the reduced root
system up to isomorphism.

PROOF. First let us see that the Cartan matrix determines the set of simple
roots, up to a linear transformation ofV that is a scalar multiple of an
orthogonal transformation on each irreducible component. In fact, we may
assume that� is already irreducible, and we letα1, . . . , αl be the simple
roots. Lemma 2.56 and (2.53) show that the Cartan matrix determines
|α1|, . . . , |αl | up to a single proportionality constant. Supposeβ1, . . . , βl

is another simple system for the same Cartan matrix. Normalizing, we
may assume that|αj | = |βj | for all j . From the Cartan matrix we obtain
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2〈αi ,αj 〉
|αi |2 = 2〈βi ,βj 〉

|βi |2 for all i and j and hence〈αi , αj〉 = 〈βi , βj〉 for all i and j .
In other words the linear transformationL defined byLαi = βi preserves
inner products on a basis; it is therefore orthogonal.

To complete the proof, we want to see that the set{α1, . . . , αl} of simple
roots determines the set of roots. LetW ′ be the group generated by the
root reflections in the simple roots, and let�′ = ⋃l

j=1 W ′αj . Proposition
2.62 shows that�′ = � and thatW ′ = W (�). The result follows.

Before leaving the subject of Weyl groups, we prove some further handy
results. For the first result let us fix a system�+ of positive roots and the
corresponding simple system�. We say that a memberλ of V isdominant
if 〈λ, α〉 ≥ 0 for all α ∈ �+. It is enough that〈λ, αi〉 ≥ 0 for all αi ∈ �.

Proposition 2.67. If λ is in V, then there exists a simple system� for
whichλ is dominant.

PROOF. We may assumeλ �= 0. Putϕ1 = λ and extend to an orthogonal
basisϕ1, . . . , ϕl of V . Use this basis to define a lexicographic ordering and
thereby to determine a simple system�. Thenλ is dominant relative to�.

Corollary 2.68. If λ is in V and if a positive system�+ is specified,
then there is some elementw of the Weyl group such thatwλ is dominant.

PROOF. This follows from Proposition 2.67 and Theorem 2.63.

For the remaining results we assume that� is reduced. Fix a positive
system�+, and letδ be half the sum of the members of�+.

Proposition 2.69.Fix a positive system�+ for the reduced abstract root
system�. If α is a simple root, thensα(δ) = δ − α and 2〈δ, α〉/|α|2 = 1.

PROOF. By Lemma 2.61,sα permutes the positive roots other thanα and
sendsα to −α. Therefore

sα(2δ) = sα(2δ − α) + sα(α) = (2δ − α) − α = 2(δ − α),

andsα(δ) = δ − α. Using the definition ofsα, we then see that

2〈δ, α〉/|α|2 = 1.

Forw in W (�), letl(w) be the number of rootsα > 0 such thatwα < 0;
l(w) is called thelength of the Weyl group elementw relative to�. In
terms of a simple system� = {α1, . . . , αl} and its associated positive
system�+, let us abbreviatesαj assj .
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Proposition 2.70.Fix a simple system� = {α1, . . . , αl} for the reduced
abstract root system�. Thenl(w) is the smallest integerk such thatw can
be written as a productw = sik · · · si1 of k reflections in simple roots.

REMARKS. Proposition 2.62 tells us thatw has at least one expansion as
a product of reflections in simple roots. Therefore the smallest integerk
cited in the proposition exists. We prove Proposition 2.70 after first giving
a lemma.

Lemma 2.71. Fix a simple system� = {α1, . . . , αl} for the reduced
abstract root system�. If γ is a simple root andw is in W (�), then

l(wsγ ) =
{

l(w) − 1 if wγ < 0

l(w) + 1 if wγ > 0.

PROOF. If α is a positive root other thanγ , then Lemma 2.61 shows that
sγ α > 0, and hence the correspondencesγ α ↔ α gives

#{β > 0 | β �= γ andwsγ β < 0} = #{α > 0 | α �= γ andwα < 0}.

To obtainl(wsγ ), we add 1 to the left side ifwγ > 0 and leave the left side
alone ifwγ < 0. To obtainl(w), we add 1 to the right side ifwγ < 0 and
leave the right side alone ifwγ > 0. The lemma follows.

PROOF OFPROPOSITION2.70. Writew = sik · · · si1 as a product ofk
reflections in simple roots. Then Lemma 2.71 implies thatl(w) ≤ k.

To get the equality asserted by the proposition, we need to show that
if w sends exactlyk positive roots into negative roots, thenw can be
expressed as a product ofk factorsw = sik · · · si1. We do so by induction
on k. For k = 0, this follows from the uniqueness in Theorem 2.63.
Inductively assume the result fork − 1. If k > 0 andl(w) = k, thenw

must send some simple rootαj into a negative root. Setw′ = wsj . By
Lemma 2.71,l(w′) = k −1. By inductive hypothesis,w′ has an expansion
w′ = sik−1 · · · si1. Thenw = sik−1 · · · si1sj , and the induction is complete.

Proposition 2.72(Chevalley’s Lemma). Let the abstract root system�

be reduced. Fixv in V, and letW0 = {w ∈ W | wv = v}. ThenW0 is
generated by the root reflectionssα such that〈v, α〉 = 0.

PROOF. Choose an ordering withv first, so that〈β, v〉 > 0 implies
β > 0. Arguing by contradiction, choosew ∈ W0 with l(w) as small as
possible so thatw is not a product of elementssα with 〈v, α〉 = 0. Then
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l(w) > 0 by the uniqueness in Theorem 2.63. Letγ > 0 be a simple root
such thatwγ < 0. If 〈v, γ 〉 > 0, then

〈v, wγ 〉 = 〈wv, wγ 〉 = 〈v, γ 〉 > 0,

in contradiction with the conditionwγ < 0. Hence〈v, γ 〉 = 0. That is,sγ

is in W0. But thenwsγ is in W0 with l(wsγ ) < l(w), by Lemma 2.71. By
assumptionwsγ is a product of the required root reflections, and therefore
so isw.

Corollary 2.73. Let the abstract root system� be reduced. Fixv in V,
and suppose that some elementw �= 1 of W (�) fixesv. Then some root
is orthogonal tov.

PROOF. By Proposition 2.72,w is the product of root reflectionssα such
that〈v, α〉 = 0. Sincew �= 1, there must be such a root reflection.

7. Classification of Abstract Cartan Matrices

In this section we shall classify abstract Cartan matrices, and then we
shall show that every abstract Cartan matrix arises from a reduced abstract
root system. These results both contribute toward an understanding of the
two-step passage (2.58), the second result showing that the second step of
the passage is onto.

Recall that an abstract Cartan matrix is a square matrix satisfying prop-
erties (a) through (e) in Proposition 2.52. We continue to regard two such
matrices as isomorphic if one can be obtained from the other by permuting
the indices.

To each abstract Cartan matrix, we saw in §5 how to associate an abstract
Dynkin diagram, the only ambiguity being a proportionality constant for the
weights on each component of the diagram. We shall work simultaneously
with a given abstract Cartan matrix and its associated abstract Dynkin
diagram. Operations on the abstract Cartan matrix will correspond to
operations on the abstract Dynkin diagram, and the diagram will thereby
give us a way of visualizing what is happening. Our objective is to classify
irreducible abstract Cartan matrices, since general abstract Cartan matrices
can be obtaining by using irreducible such matrices as blocks. But we do
not assume irreducibility yet.

We first introduce two operations on abstract Dynkin diagrams. Each
operation will have a counterpart for abstract Cartan matrices, and we shall
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see that the counterpart carries abstract Cartan matrices to abstract Cartan
matrices. Therefore each of our operations sends abstract Dynkin diagrams
to abstract Dynkin diagrams:

1) Remove thei th vertex from the abstract Dynkin diagram, and remove
all edges attached to that vertex.

2) Suppose that thei th and j th vertices are connected by a single edge.
Then the weights attached to the two vertices are equal. Collapse the two
vertices to a single vertex and give it the common weight, remove the edge
that joins the two vertices, and retain all other edges issuing from either
vertex.

For Operation #1, the corresponding operation on a Cartan matrixA
is to remove thei th row and column fromA. It is clear that the new
matrix satisfies the defining properties of an abstract Cartan matrix given
in Proposition 2.52. This fact allows us to prove the following proposition.

Proposition 2.74.Let A be an abstract Cartan matrix. Ifi �= j , then

(a) Ai j Aji < 4,
(b) Ai j is 0 or−1 or−2 or−3.

PROOF.
(a) Let the diagonal matrixD of defining property (e) be given byD =

diag(d1, . . . , dl). Using Operation #1, remove all but thei th and j th rows
and columns from the abstract Cartan matrixA. Then(

di 0
0 dj

) (
2 Ai j

Aji 2

) (
d−1

i 0
0 d−1

j

)
is positive definite. So its determinant is> 0, andAi j Aji < 4.

(b) If Ai j �= 0, thenAji �= 0, by defining property (d) in Proposition
2.52. SinceAi j andAji are integers≤ 0, the result follows from (a).

We shall return presently to the verification that Operation #2 is a legit-
imate one on abstract Dynkin diagrams. First we derive some more subtle
consequences of the use of Operation #1.

Let A be anl-by-l abstract Cartan matrix, and letD = diag(d1, . . . , dl)

be a diagonal matrix of the kind in defining condition (e) of Proposition
2.52. We shall define vectorsαi ∈ Rl for 1 ≤ i ≤ l that will play the role of
simple roots. Let us writeD AD−1 = 2Q. HereQ = (Qi j) is symmetric
positive definite with 1’s on the diagonal. LetQ1/2 be its positive-definite
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square root. Define vectorsϕ ∈ Rl for 1 ≤ i ≤ l by ϕi = Q1/2ei , whereei

is thei th standard basis vector ofRl . Then

〈ϕj , ϕi〉 = 〈Q1/2ej , Q1/2ei〉 = 〈Qej , ei〉 = Qi j ,

and in particularϕi is a unit vector. Put

(2.75) αi = diϕi ,

so that

(2.76) di = |αi |.
Then

(2.77)

Ai j = 2(D−1Q D)i j = 2d−1
i Qi j dj

= 2d−1
i dj〈ϕj , ϕi〉 = 2d−1

i dj〈d−1
j αj , d−1

i αi〉
= 2〈αi , αj〉

|αi |2 .

The vectorsαi are linearly independent since detA �= 0.
We shall find it convenient to refer to a vertex of the abstract Dynkin

diagram either by its indexi or by the associated vectorαi , depending on
the context. We may writeAi j or Aαi ,αi+1 for an entry of the abstract Cartan
matrix.

Proposition 2.78.The abstract Dynkin diagram associated to thel-by-l
abstract Cartan matrixA has the following properties:

(a) there are at mostl pairs of verticesi < j with at least one edge
connecting them,

(b) there are no loops,
(c) at most three edges issue from any point of the diagram.

PROOF.
(a) Withαi as in (2.75), putα = ∑l

i=1

αi

|αi | . Then

0 < |α|2 =
∑

i, j

〈
αi

|αi | ,
αj

|αj |
〉

=
∑

i

〈
αi

|αi | ,
αi

|αi |
〉
+ 2

∑
i< j

〈
αi

|αi | ,
αj

|αj |
〉

= l +
∑
i< j

2〈αi , αj〉
|αi ||αj |

= l −
∑
i< j

√
Ai j Aji .(2.79)



7. Classification of Abstract Cartan Matrices 173

By Proposition 2.74,
√

Ai j Aji is 0 or 1 or
√

2 or
√

3. When nonzero, it is
therefore≥ 1. Therefore the right side of (2.79) is

≤ l −
∑
i< j,

connected

1.

Hence the number of connected pairs of vertices is< l.
(b) If there were a loop, we could use Operation #1 to remove all vertices

except those in a loop. Then (a) would be violated for the loop.
(c) Fix α = αi as in (2.75). Consider the vertices that are connected

by edges to thei th vertex. Writeβ1, . . . , βr for theαj ’s associated to these
vertices, and let there bel1, . . . , lr edges to thei th vertex. LetU be the
(r +1)-dimensional vector subspace ofRl spanned byβ1, . . . , βr , α. Then
〈βi , βj〉 = 0 for i �= j by (b), and hence{βk/|βk|}r

k=1 is an orthonormal
set. Adjoinδ ∈ U to this set to make an orthonormal basis ofU . Then
〈α, δ〉 �= 0 since{β1, . . . , βr , α} is linearly independent. By Parseval’s
equality,

|α|2 =
∑

k

〈
α,

βk

|βk|
〉2

+ 〈α, δ〉2 >
∑

k

〈
α,

βk

|βk|
〉2

and hence

1 >
∑

k

〈α, βk〉2

|α|2|βk|2 = 1
4

∑
k

lk .

Thus
∑

k lk < 4. This completes the proof.

We turn to Operation #2, which we have described in terms of abstract
Dynkin diagrams. Let us describe the operation in terms of abstract Cartan
matrices. We assume thatAi j = Aji = −1, and we have asserted that the
weights attached to thei th and j th vertices, saywi andwj , are equal. The
weights are given bywi = d2

i andwj = d2
j . The symmetry ofD AD−1

implies that
di Ai j d

−1
j = dj Aji d

−1
i ,

hence thatd2
i = d2

j andwi = wj . Thus

(2.80) Ai j = Aji = −1 implies wi = wj .

Under the assumption thatAi j = Aji = −1, Operation #2 replaces the
abstract Cartan matrixA of sizel by a square matrix of sizel−1, collapsing
the i th and j th indices. The replacement row is the sum of thei th and j th

rows of A in entriesk /∈ {i, j}, and similarly for the replacement column.

The 2-by-2 matrix from thei th and j th indices is
(

2 −1

−1 2

)
within A and gets

replaced by the 1-by-1 matrix(2).
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Proposition 2.81. Operation #2 replaces the abstract Cartan matrixA
by another abstract Cartan matrix.

PROOF. Without loss of generality, let the indicesi and j be l − 1 and
l. DefineE to be the(l − 1)-by-l matrix

E =


1 0 · · · 0 0 0
0 1 · · · 0 0 0
...

. . .
...

0 0 · · · 1 0 0
0 0 · · · 0 1 1

 =
(

1l−2 0 0
0 1 1

)
.

The candidate for a new Cartan matrix isE AEt , and we are to verify the
five axioms in Proposition 2.52. The first four are clear, and we have to
check (e). LetP be the positive-definite matrixP = D AD−1, and define

D′ = E DEtdiag(1, . . . , 1, 1
2),

which is square of sizel − 1. Remembering from (2.80) that the weights
wi satisfywi = d2

i and thatwl−1 = wl , we see thatdl−1 = dl . Write d for
the common value ofdl−1 anddl . In block form,D is then of the form

D =
( D0 0 0

0 d 0
0 0 d

)
.

ThereforeD′ in block form is given by

D′ =
(

1l−2 0 0
0 1 1

) ( D0 0 0
0 d 0
0 0 d

) ( 1l−2 0
0 1
0 1

) (
1l−2 0
0 1

2

)
=

(
D0 0
0 d

)
.

Meanwhile

Etdiag(1, . . . , 1, 1
2)E =

( 1l−2 0
0 1
0 1

) (
1l−2 0
0 1

2

) (
1l−2 0 0
0 1 1

)

=
( 1l−2 0 0

0 1
2

1
2

0 1
2

1
2

)
,
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and it follows thatEtdiag(1, . . . , 1, 1
2)E commutes withD. Since

E Etdiag(1, . . . , 1, 1
2) = 1,

we therefore have

D′E = E DEtdiag(1, . . . , 1, 1
2)E = E Etdiag(1, . . . , 1, 1

2)E D = E D.

The same computation gives alsoD′−1E = E D−1, whose transpose is
Et D′−1 = D−1Et . Thus

D′(E AEt)D′−1 = (D′E)A(Et D′−1) = E D AD−1Et = E P Et ,

and the right side is symmetric and positive semidefinite. To see that it is
definite, let〈E P Etv, v〉 = 0. Then〈P Etv, Etv〉 = 0. SinceP is positive
definite,Etv = 0. But Et is one-one, and thereforev = 0. We conclude
that E P Et is definite.

Now we specialize to irreducible abstract Cartan matrices, which corre-
spond to connected abstract Dynkin diagrams. In five steps, we can obtain
the desired classification.

1) No abstract Dynkin diagram contains a configuration

or

or

In fact, otherwise Operation #2 would allow us to collapse all the single-line
part in the center to a single vertex, in violation of Proposition 2.78c.
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2) The following are the only possibilities left for a connected abstract
Dynkin diagram:

2a) There is a triple line. By Proposition 2.78c the only possibility is

(G2)

2b) There is a double line, but there is no triple line. Then Step 1 shows
that the diagram is

(B,C, F)

α1 αp βq β1

2c) There are only single lines. Call

δ

a triple point . If there is no triple point, then the absence of loops implies
that the diagram is

(A)

α1 α2 αl

If there is a triple point, then there is only one, by Step 1, and the diagram
is

(D, E)

βq−1 β1

α1 αp−1 δ

γr−1 γ1
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3) The following are the possibilities for weights:

3a) If thei th and j th vertices are connected by a single line, thenAi j =
Aji = −1. By (2.80) the weights satisfywi = wj . Thus in the cases(A)

and(D, E) of Step 2, all the weights are equal, and we may take them to
be 1. In this situation we shall omit the weights from the diagram.

3b) In the case(B, C, F) of Step 2, letα = αp andβ = βq . Also let us
useα andβ to denote the corresponding vertices. Possibly reversing the
roles ofα andβ, we may assume thatAαβ = −2 andAβα = −1. Then( |α| 0

0 |β|
) (

2 −2
−1 2

) ( |α|−1 0
0 |β|−1

)
is symmetric, so that−2|α||β|−1 = −1|β||α|−1 and|β|2 = 2|α|2. Apart
from a proportionality constant, we obtain the diagram

α1 αp βq β1

1 1 2 2

3c) In the case(G2) of Step 2, similar reasoning leads us to the diagram

1 3

4) In case(B, C, F) of Step 2, the only possibilities are

1 2 2

(B)

1 1 2

(C)

1 1 2 2

(F4)

Let us prove this assertion. In the notation of Step 3b, it is enough to show
that

(2.82) (p − 1)(q − 1) < 2.
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This inequality will follow by applying the Schwarz inequality to

α =
p∑

i=1

iαi and β =
q∑

j=1

jβj .

Since|α1|2 = · · · = |αp|2, we have

−1 = Aαi ,αi+1 = 2〈αi , αi+1〉
|αi |2 = 2〈αi , αi+1〉

|αp|2 .

Thus

2〈αi , αi+1〉 = −|αp|2.

2〈βj , βj+1〉 = −|βq |2.Similarly

Also

2 = Aαp,βq Aβq ,αp = 4〈αp, βq〉2

|αp|2|βq |2
and hence

〈αp, βq〉2 = 1
2|αp|2|βq |2.

Then
〈α, β〉 =

∑
i, j

〈iαi , jβj〉 = pq〈αp, βq〉,

while

|α|2 =
∑

i, j

〈iαi , jαj〉 =
p∑

i=1

i2〈αi , αi〉 + 2
p−1∑
i=1

i(i + 1)〈αi , αi+1〉

= |αp|2
( p∑

i=1

i2 −
p−1∑
i=1

i(i + 1)
)

= |αp|2
(

p2 −
p−1∑
i=1

i
)

= |αp|2(p2 − 1
2(p − 1)p) = |αp|2( 1

2 p(p + 1)).

Similarly
|β|2 = |βq |2( 1

2q(q + 1)).

Sinceα andβ are nonproportional, the Schwarz inequality gives〈α, β〉2 <

|α|2|β|2. Thus

1
2 p2q2|αp|2|βq |2 = p2q2〈αp, βq〉2 < |αp|2|βq |2( 1

4 p(p + 1)q(q + 1)).

Hence 2pq < (p + 1)(q + 1) and pq < p + q + 1, and (2.82) follows.
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5) In case(D, E) of Step 2, we may takep ≥ q ≥ r , and then the only
possibilities are

r = 2, q = 2, p arbitrary≥ 2(D)

r = 2, q = 3, p = 3 or 4 or 5.(E)

Let us prove this assertion. In the notation of Step 2c, it is enough to show
that

(2.83)
1

p
+ 1

q
+ 1

r
> 1.

This inequality will follow by applying Parseval’s equality to

α =
p−1∑
i=1

iαi , β =
q−1∑
j=1

jβj , γ =
r−1∑
k=1

kγk, and δ.

As in Step 4 (but withp replaced byp − 1), we have

2〈αi , αi+1〉 = −|δ|2 and |α|2 = |δ|2( 1
2 p(p − 1)),

and similarly forβ andγ . Also

〈α, δ〉 = 〈(p − 1)αp−1, δ〉 = (p − 1)(− 1
2|δ|2) = − 1

2(p − 1)|δ|2
and similarly forβ andγ . The spanU of {α, β, γ, δ} is 4-dimensional since
these four vectors are linear combinations of disjoint subsets of members
of a basis. Within this span the set{

α

|α| ,
β

|β| ,
γ

|γ |
}

is orthonormal. Adjoinε to this set to obtain an orthonormal basis ofU .
Sinceδ is independent of{α, β, γ }, we have〈δ, ε〉 �= 0. By the Bessel
inequality

|δ|2 ≥
〈
δ,

α

|α|
〉2

+
〈
δ,

β

|β|
〉2

+
〈
δ,

γ

|γ |
〉2

+ 〈δ, ε〉2,

with the last term> 0. Thus

1 >

(〈α, δ〉
|α||δ|

)2

+
(〈β, δ〉

|β||δ|
)2

+
(〈γ, δ〉

|γ ||δ|
)2

=
(

p−1

2

)2 1
1
2 p(p−1)

+
(

q−1

2

)2 1
1
2q(q−1)

+
(

r −1

2

)2 1
1
2r(r −1)

= 1

2

p − 1

p
+ 1

2

q − 1

q
+ 1

2

r − 1

r
.

Thus 2> 3 − (
1
p

+ 1
q

+ 1
r

)
, and (2.83) follows.
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Theorem 2.84(classification). Up to isomorphism the connected ab-
stract Dynkin diagrams are exactly those in Figure 2.4, specificallyAn for
n ≥ 1, Bn for n ≥ 2, Cn for n ≥ 3, Dn for n ≥ 4, E6, E7, E8, F4, andG2.

REMARKS.
1) The subscripts refer to the numbers of vertices in the various diagrams.
2) The namesAn, Bn, Cn, Dn, andG2 are names of root systems, and

Corollary 2.65 shows that the associated Dynkin diagrams are independent
of the ordering. As yet, the namesE6, E7, E8, andF4 are attached only
to abstract Dynkin diagrams. At the end of this section, we show that
these diagrams come from root systems, and then we may use these names
unambiguously for the root systems.

PROOF. We have seen that any connected abstract Dynkin diagram has
to be one of the ones in this list, up to isomorphism. Also we know that
An, Bn, Cn, Dn, andG2 come from abstract reduced root systems and are
therefore legitimate Dynkin diagrams. To check thatE6 E7, E8, and F4

are legitimate Dynkin diagrams, we write down the candidates for abstract
Cartan matrices and observe the first four defining properties of an abstract
Cartan matrix by inspection. For property (e) we exhibit vectors{αi} for

each case such that the matrix in question has entriesAi j = 2〈αi , αj〉
|αi |2 , and

then property (e) follows.
For F4, the matrix is

(2.85a)


2 −1 0 0

−1 2 −2 0
0 −1 2 −1
0 0 −1 2

 ,

and the vectors are the following members ofR4:

(2.85b)

α1 = 1
2(e1 − e2 − e3 − e4)

α2 = e4

α3 = e3 − e4

α4 = e2 − e3.

For reference we note that these vectors are attached to the vertices of the
Dynkin diagram as follows:

1 1 2 2

(2.85c)

α1 α2 α3 α4
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For E8, the matrix is

(2.86a)



2 0 −1 0 0 0 0 0
0 2 0 −1 0 0 0 0

−1 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2


,

and the vectors are the following members ofR8:

(2.86b)

α1 = 1
2(e8 − e7 − e6 − e5 − e4 − e3 − e2 + e1)

α2 = e2 + e1

α3 = e2 − e1

α4 = e3 − e2

α5 = e4 − e3

α6 = e5 − e4

α7 = e6 − e5

α8 = e7 − e6.

For reference we note that these vectors are attached to the vertices of the
Dynkin diagram as follows:

(2.86c)

α2

α8 α7 α6 α5 α4 α3 α1

For E7 or E6, the matrix is the first 7 or 6 rows and columns of (2.86a),
and the vectors are the first 7 or 6 of the vectors (2.86b).

This completes the classification of abstract Cartan matrices. The cor-
responding Dynkin diagrams are tabulated in Figure 2.4.
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An

1 2 2 2

Bn

1 1 1 2

Cn

Dn

E6

E7

E8

1 1 2 2

F4

1 3

G2

FIGURE 2.4. Classification of Dynkin diagrams
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Actually we can see without difficulty thatE6, E7, E8, andF4 are not
just abstract Cartan matrices but actually come from abstract reduced root
systems. As we remarked in connection with Theorem 2.84, we can then
use the same names for the abstract root systems as for the Cartan matrices.
The fact thatE6, E7, E8, andF4 come from abstract reduced root systems
enables us to complete our examination of the second step of the passage
(2.58) from complex semisimple Lie algebras to abstract Cartan matrices.

Proposition 2.87. The second step in the passage (2.58) is onto. That
is, every abstract Cartan matrix comes from a reduced root system.

Proof. In the case ofF4, we takeV = R4, and we let

(2.88) � =


±ei

±ei ± ej for i �= j
1
2(±e1 ± e2 ± e3 ± e4)

with all possible signs allowed. We have to check the axioms for an abstract
root system. Certainly the roots spanR4, and it is a simple matter to check
that 2〈β, α〉/|α|2 is always an integer. The problem is to check that the root
reflections carry roots to roots. The case that needs attention issαβ with
α of the third kind. Ifβ is of the first kind, thensαβ = ±sβα, and there
is no difficulty. If β is of the second kind, there is no loss of generality in
assuming thatβ = e1 + e2. Thensαβ = β unless the coefficients ofe1 and
e2 in α are equal. In this casesαβ gives plus or minus thee3, e4 part ofβ,
but without the factor of12.

Now suppose thatα andβ are both of the third kind. We need to consider
sαβ when one or three of the signs inα andβ match. In either case there is
one exceptional sign, say as coefficient ofei . Thensαβ = ±ei , and hence
the root reflections carry� to itself.

Therefore� is an abstract reduced root system. The vectorsαi in (2.85b)
are the simple roots relative to the lexicographic ordering obtained from
the ordered basise1, e2, e3, e4, and then (2.85a) is the Cartan matrix.

In the case ofE8, we takeV = R8, and we let

(2.89) � =
{ ±ei ± ej for i �= j

1
2

∑8
i=1 (−1)n(i)ei with

∑8
i=1 (−1)n(i) even.

For the first kind of root, all possible signs are allowed. Again we have
to check the axioms for an abstract root system, and again the problem
is to check that the root reflections carry roots to roots. This time all
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roots have the same length. Thus whenα andβ are nonorthogonal and
nonproportional, we havesαβ = ±sβα. Hence matters come down to
checking the case thatα andβ are both of the second kind.

In this case we need to considersαβ when two or six of the signs inα and
β match. In either case there are two exceptional signs, say as coefficients
of ei andej . We readily check thatsαβ = ±ei ± ej for a suitable choice of
signs, and hence the root reflections carry� to itself.

Therefore� is an abstract reduced root system. The vectorsαi in (2.86b)
are the simple roots relative to the lexicographic ordering obtained from
the ordered basise8, e7, e6, e5, e4, e3, e2, e1, and then (2.86a) is the Cartan
matrix.

In the case ofE7, we takeV to be the subspace of the space forE8

orthogonal toe8 + e7, and we let� be the set of roots forE8 that are in this
space. SinceE8 is a root system, it follows thatE7 is a root system. All the
αi for E8 exceptα8 are roots forE7, and they must remain simple. Since
there are 7 such roots, we see thatα1, . . . , α7 must be all of the simple roots.
The associated Cartan matrix is then the part of (2.86a) that excludesα8.

In the case ofE6, we takeV to be the subspace of the space forE8

orthogonal toe8 + e7 ande8 + e6, and we let� be the set of roots forE8

that are in this space. SinceE8 is a root system, it follows thatE6 is a root
system. All theαi for E8 exceptα7 andα8 are roots forE6, and they must
remain simple. Since there are 6 such roots, we see thatα1, . . . , α6 must
be all of the simple roots. The associated Cartan matrix is then the part of
(2.86a) that excludesα7 andα8.

8. Classification of Nonreduced Abstract Root Systems

In this section we digress from considering the two-step passage (2.58)
from complex semisimple Lie algebras to abstract Cartan matrices. Our
topic will be nonreduced abstract root systems. Abstract root systems that
are not necessarily reduced arise in the structure theory of real semisimple
Lie algebras, as presented in Chapter VI; the root systems in question are the
systems of “restricted roots” of the Lie algebra. In order not to attach special
significance later to those real semisimple Lie algebras whose systems of
restricted roots turn out to be reduced, we shall give a classification now
of nonreduced abstract root systems. There is no loss of generality in
assuming that such a system is irreducible.

An example arises by forming the union of the root systemsBn andCn
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given in (2.43). The union is called(BC)n and is given as follows:

(BC)n V = { ∑n
i=1 ai ei

}
� = {±ei ± ej | i �= j} ∪ {±ei} ∪ {±2ei}.

(2.90)

A diagram of all of the roots of(BC)2 appears in Figure 2.2.
In contrast with Proposition 2.66, the simple roots of an abstract root

system that is not necessarily reduced do not determine the root system.
For example, ifBn and(BC)n are taken to have the sets of positive roots as
in (2.50), then they have the same sets of simple roots. Thus it is not helpful
to associate an unadorned abstract Cartan matrix and Dynkin diagram to
such a system. But we can associate the slightly more complicated diagram
in Figure 2.5 to(BC)n, and it conveys useful unambiguous information.

(BC)n
2 2 2 2 1,4

e1 − e2 e2 − e3 e3 − e4 en−1 − en en, 2en

FIGURE 2.5. Substitute Dynkin diagram for(BC)n

Now let � be any abstract root system in an inner product spaceV .
Recall that ifα is a root and1

2α is not a root, we say thatα is reduced.

Lemma 2.91. The reduced rootsα ∈ � form a reduced abstract root
system�s in V . The rootsα ∈ � such that 2α /∈ � form a reduced abstract
root system�l in V . The Weyl groups of�, �s , and�l coincide.

PROOF. It follows immediately from the definitions that�s and �l

are abstract root systems. Also it is clear that�s and�l are reduced. The
reflections for�, �s , and�l coincide, and hence the Weyl groups coincide.

Proposition 2.92.Up to isomorphism the only irreducible abstract root
systems� that are not reduced are of the form(BC)n for n ≥ 1.

PROOF. We impose a lexicographic ordering, thereby fixing a system
of simple roots. Also we form�s as in Lemma 2.91. Since� is not
reduced, there exists a rootα such that 2α is a root. By Proposition 2.62,
α is conjugate via the Weyl group to a simple root. Thus there exists a
simple rootβ such that 2β is a root. Evidentlyβ is simple in�s , and�s
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is irreducible. Letγ �= β be any simple root of�s such that〈β, γ 〉 �= 0.
Then

2〈γ, β〉
|β|2 and

2〈γ, 2β〉
|2β|2 = 1

2

2〈γ, β〉
|β|2

are negative integers, and it follows that 2〈γ, β〉/|β|2 = −2. Referring to
the classification in Theorem 2.84, we see that�s is of typeBn, with β as
the unique short simple root. Any Weyl group conjugateβ ′ of β has 2β ′

in �, and the rootsβ ′ with 2β ′ in � are exactly those with|β ′| = |β|. The
result follows.

9. Serre Relations

We return to our investigation of the two-step passage (2.58), first from
complex semisimple Lie algebras to reduced abstract root systems and then
from reduced abstract root systems to abstract Cartan matrices. We have
completed our investigation of the second step, showing that that step is
independent of the choice of ordering up to isomorphism, is one-one up
to isomorphism, and is onto. Moreover, we have classified the abstract
Cartan matrices.

For the remainder of this chapter we concentrate on the first step. Theo-
rem 2.15 enabled us to see that the passage from complex semisimple Lie
algebras to reduced abstract root systems is well defined up to isomorphism,
and we now want to see that it is one-one and onto, up to isomorphism. First
we show that it is one-one. Specifically we shall show that an isomorphism
between the root systems of two complex semisimple Lie algebras lifts to
an isomorphism between the Lie algebras themselves. More than one
such isomorphism of Lie algebras exists, and we shall impose additional
conditions so that the isomorphism exists and is unique. The result, known
as the Isomorphism Theorem, will be the main result of the next section
and will be the cornerstone of our development of structure theory for real
semisimple Lie algebras and Lie groups in Chapter VI. The technique will
be to use generators and relations, realizing any complex semisimple Lie
algebra as the quotient of a “free Lie algebra” by an ideal generated by
some “relations.”

Thus letg be a complex semisimple Lie algebra, fix a Cartan subalgebra
h, let � be the set of roots, letB be a nondegenerate symmetric invariant
bilinear form ong that is positive definite on the real form ofh where
the roots are real, let� = {α1, . . . , αl} be a simple system, and letA =
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(Ai j)
l
i, j=1 be the Cartan matrix. For 1≤ i ≤ l, let

(2.93)

hi = 2

|αi |2 Hαi

ei = nonzero root vector forαi

fi = nonzero root vector for−αi with B(ei , fi) = 2/|αi |2.

Proposition 2.94. The setX = {hi , ei , fi}l
i=1 generatesg as a Lie

algebra.

REMARK. We callX a set ofstandard generatorsof g relative toh, �,
B, �, andA = (Ai j)

l
i, j=1.

PROOF. The linear span of thehi ’s is all of h since theαi form a basis
of h∗. Let α be a positive root, and leteα be a nonzero root vector. If
α = ∑

i niαi , we show by induction on the level
∑

i ni thateα is a multiple
of an iterated bracket of theei ’s. If the level is 1, thenα = αj for some j ,
andeα is a multiple ofej . Assume the result for level< n and let the level
of α ben > 1. Since

0 < |α|2 =
∑

i

ni〈α, αi〉,

we must have〈α, αj〉 > 0 for somej . By Proposition 2.48e,β = α − αj

is a root, and Proposition 2.49 shows thatβ is positive. Ifeβ is a nonzero
root vector forβ, then the induction hypothesis shows thateβ is a multiple
of an iterated bracket of theei ’s. Corollary 2.35 shows thateα is a multiple
of [eβ, ej ], and the induction is complete.

Thus all the root spaces for positive roots are in the Lie subalgebra of
g generated byX . A similar argument with negative roots, using thefi ’s,
shows that the root spaces for the negative roots are in this Lie subalgebra,
too. ThereforeX generates all ofg.

Proposition 2.95. The setX = {hi , ei , fi}l
i=1 satisfies the following

properties withing:

(a) [hi , hj ] = 0,
(b) [ei , f j ] = δi j hi ,
(c) [hi , ej ] = Ai j ej ,
(d) [hi , f j ] = −Ai j f j ,
(e) (adei)

−Ai j +1ej = 0 wheni �= j ,
(f) (ad fi)

−Ai j +1 f j = 0 wheni �= j .
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REMARK. Relations (a) through (f) are called theSerre relationsfor g.
We shall refer to them by letter.

PROOF.
(a) The subalgebrah is abelian.
(b) For i = j , we use Lemma 2.18a. Wheni �= j , αi − αj cannot be a

root, by Proposition 2.49.
(c, d) We observe that [hi , ej ] = αj(hi)ej = 2

|αi |2 αj(Hαi )ej = Ai j ej , and
we argue similarly for [hi , f j ].

(e, f) Wheni �= j , theαi string containingαj is

αj , αj + αi , . . . , αj + qαi sinceαj − αi /∈ �.

Thus p = 0 for the root string, and

−q = p − q = 2〈αj , αi〉
|αi |2 = Ai j .

Hence 1− Ai j = q +1, andαj +(1− Ai j)αi is not a root. Then (e) follows,
and (f) is proved similarly.

Now we look at (infinite-dimensional) complex Lie algebras with no
relations. Afree Lie algebra on a setX is a pair(F, ι) consisting of a
Lie algebraF and a functionι : X → F with the following universal
mapping property: Wheneverl is a complex Lie algebra andϕ : X → l is
a function, then there exists a unique Lie algebra homomorphismϕ̃ such
that the diagram

F

ι ϕ̃

X −−−−−−−−−−−−→
ϕ

l

commutes.

Proposition 2.96. If X is a nonempty set, then there exists a free Lie
algebraF on X , and the image ofX in F generatesF. Any two free Lie
algebras onX are canonically isomorphic.

REMARK. The proof is elementary but uses the Poincar´e–Birkhoff–Witt
Theorem, which will be not be proved until Chapter III. We therefore
postpone the proof of Proposition 2.96 until that time.
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Now we can express our Lie algebra in terms of generators and relations.
With g, h, �, B, �, and A = (Ai j)

l
i, j=1 as before, letF be the free Lie

algebra on the setX = {hi , ei , fi}l
i=1, and letR be the ideal inF generated

by the Serre relations (a) through (f), i.e., generated by the differences of
the left sides and right sides of all equalities (a) through (f) in Proposition
2.95. We set up the diagram

F

(2.97)

X −−−−−−−−−−−−→ g

and obtain a Lie algebra homomorphism ofF into g. This homomorphism
carriesR to 0 as a consequence of Proposition 2.95, and therefore it
descends to a Lie algebra homomorphism

F/R −→ g

that is ontog by Proposition 2.94 and is one-one on the linear span of
X = {hi , ei , fi}l

i=1. We call this map thecanonical homomorphismof
F/R ontog relative to{hi , ei , fi}l

i=1.

Theorem 2.98(Serre). Letg be a complex semisimple Lie algebra, and
let X = {hi , ei , fi}l

i=1 be a set of standard generators. LetF be the free Lie
algebra on 3l generatorshi , ei , fi with 1 ≤ i ≤ l, and letR be the ideal
generated inF by the Serre relations (a) through (f). Then the canonical
homomorphism ofF/R ontog is an isomorphism.

REMARK. The proof will be preceded by two lemmas that will play a
role both here and in §11.

Lemma 2.99.Let A = A = (Ai j)
l
i, j=1 be an abstract Cartan matrix, let

F be the free Lie algebra on 3l generatorshi , ei , fi with 1 ≤ i ≤ l, and let
R̃ be the ideal generated inF by the Serre relations (a) through (d). Define
g̃ = F/R̃, and writehi , ei , fi also for the images of the generators ing̃. In
g̃, put

h̃ = span{hi}, an abelian Lie subalgebra

ẽ = Lie subalgebra generated by allei

f̃ = Lie subalgebra generated by allfi .



190 II. Complex Semisimple Lie Algebras

Then
g̃ = h̃ ⊕ ẽ ⊕ f̃.

PROOF. Proposition 2.96 shows thatX generatesF, and consequently
the image ofX in g̃ generates̃g. Thereforẽg is spanned by iterated brackets
of elements fromX . In g̃, each generator fromX is an eigenvector under
adhi , by Serre relations (a), (c), and (d). Hence so is any iterated bracket,
the eigenvalue for an iterated bracket being the sum of the eigenvalues from
the factors.

To see that

(2.100) g̃ = h̃ + ẽ + f̃,

we observe thatX is contained in the right side of (2.100). Thus it is enough
to see that the right side is invariant under the operation adx for eachx ∈ X .
Each of̃h, ẽ, f̃ is invariant under adhi , from the previous paragraph. Also
h̃ + ẽ is invariant under adei . We prove that(ad fi )̃e ⊆ h̃ + ẽ. We do so
by treating the iterated brackets that spanẽ, proceeding inductively on the
number of factors. When we have one factor, Serre relation (b) gives us

(ad fi)ej = −δi j hi ∈ h̃ + ẽ.

When we have more than one factor, let the iterated bracket fromẽ be [x, y]
with n factors, wherex andy have< n factors. Then(ad fi)x and(ad fi)y
are iñh + ẽ by inductive hypothesis, and hence

(ad fi)[x, y] = [(ad fi)x, y] + [x, (ad fi)y] ∈ [̃h + ẽ, ẽ] + [̃e, h̃ + ẽ] ⊆ ẽ.

Therefore(adx )̃e ⊆ h̃+ ẽ+ f̃ for eachx ∈ X . Similarly(adx )̃f ⊆ h̃+ ẽ+ f̃

for eachx ∈ X , and we obtain (2.100).
Now let us prove that the sum (2.100) is direct. As we have seen, each

term on the right side of (2.100) is spanned by simultaneous eigenvectors
for ad̃h. Let us be more specific. As a result of Serre relation (c), an
iterated bracket iñe involving ej1, . . . , ejk has eigenvalue under adhi given
by

Ai j1 + · · · + Ai jk =
l∑

j=1

mj Ai j with mj ≥ 0 an integer.

If an eigenvalue for̃e coincides for alli with an eigenvalue for̃h + f̃, we
obtain an equation

∑l
j=1 mj Ai j = − ∑l

j=1 nj Ai j for all i with mj ≥ 0,

nj ≥ 0, and not allmj equal to 0. Consequently
∑l

i=1(mj + nj)Ai j = 0 for
all i . Since(Ai j) is nonsingular,mj + nj = 0 for all j . Thenmj = nj = 0
for all j , contradiction. Therefore the sum (2.100) is direct.
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Lemma 2.101. Let A = (Ai j)
l
i, j=1 be an abstract Cartan matrix, letF

be the free Lie algebra on 3l generatorshi , ei , fi with 1 ≤ i ≤ l, and let
R be the ideal generated inF by the Serre relations (a) through (f). Define
g′ = F/R, and suppose that span{hi}l

i=1 maps one-one fromF into g′.
Write hi also for the images of the generatorshi in g′. Theng′ is a (finite-
dimensional) complex semisimple Lie algebra, the subspaceh′ = span{hi}
is a Cartan subalgebra, the linear functionalsαj ∈ h′∗ given byαj(hi) = Ai j

form a simple system within the root system, and the Cartan matrix relative
to this simple system is exactlyA.

PROOF. Use the notationei and fi also for the images of the generators
ei and fi in g′. Let us observe that under the quotient map fromF to g′,
all the ei ’s and fi ’s map to nonzero elements ing′. In fact, {hi} maps to
a linearly independent set by hypothesis, and hence the images of thehi ’s
are nonzero. Then Serre relation (b) shows that [ei , fi ] = hi �= 0 in g′, and
henceei and fi are nonzero ing′, as asserted..

Because thehi are linearly independent ing, we can defineαj ∈ h′∗ by
αj(hi) = Ai j . These linear functionals are a basis ofh′∗. Forϕ ∈ h′∗, put

g
′
ϕ = {x ∈ g

′ | (adh)x = ϕ(h)x for all h ∈ h
′}.

We callϕ a root if ϕ �= 0 andg′
ϕ �= 0, and we callg′

ϕ the corresponding
root space. The Lie algebrag′ is a quotient of the Lie algebrãg of Lemma
2.99, and it follows from Lemma 2.99 that

g
′ = h

′ ⊕
⊕
ϕ=root

g
′
ϕ

and that all roots are of the formϕ = ∑
njαj with all nonzeronj given as

integers of the same sign. Let�′ be the set of all roots,�′+ the set of all
roots with allnj ≥ 0, and�′− the set of all roots with allnj ≤ 0. We have
just established that

(2.102) �′ = �′+ ∪ �′−.

Let us show thatg′
ϕ is finite dimensional for each rootϕ. First consider

ϕ = ∑
njαj in �′+. Lemma 2.99 shows thatg′

ϕ is spanned by the images
of all iterated brackets ofei ’s in g̃ involving nj instances ofej , and there are
only finitely many such iterated brackets. Thereforeg′

ϕ is finite dimensional
whenϕ is in �′+. Similarly g′

ϕ is finite dimensional whenϕ is in �′−, and
it follows from (2.102) thatg′

ϕ is finite dimensional for each rootϕ.
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The vectorsei and fi , which we have seen are nonzero, are in the
respective spacesg′

αi
andg′

−αi
, and hence eachαi and−αi is a root. For

these roots the root spaces have dimension 1.
Next let us show for eachϕ ∈ h′∗ that

(2.103) dimg
′
ϕ = dimg

′
−ϕ and hence �′− = −�′+.

In fact, we set up the diagram
F

ι η̃

X −−−−−−−−−−−−→
η

F

whereη is the functionη(ei) = fi , η( fi) = ei , andη(hi) = −hi . By the
universal mapping property ofF, η extends to a Lie algebra homomorphism
η̃ of F into itself. If we next observe that̃η2 is an extension of the inclusion
ι of X into F in the diagram

F

ι η̃2

X −−−−−−−−−−−−→
ι

F

then we conclude from the uniqueness of the extension thatη̃2 = 1. We
readily check that̃η(R) ⊆ R, and hencẽη descends to a homomorphism
η̃ : g′ → g′ that is−1 onh′ and interchangesei with fi for all i . Moreover
η̃2 = 1. Sincẽη is −1 onh′ and is invertible, we see that̃η(g′

ϕ) = g′
−ϕ for

all ϕ ∈ h′∗, and then (2.103) follows.
We shall introduce an inner product on the real form ofh′∗ given by

h′
0
∗ = ∑

Rαi . We saw in (2.75) and (2.77) how to construct vectors
βi ∈ Rl for 1 ≤ i ≤ l such that

(2.104) Ai j = 2〈βi , βj〉/|βi |2.
We define a linear mapRl → h′

0
∗ by βi �→ αi , and we carry the inner

product fromRl to h′
0
∗. Then we have

αj(hi) = Ai j = 2〈βi , βj〉
|βi |2 = 2〈αi , αj〉

|αi |2 = αj

(
2Hαi

|αi |2
)

for all j , and it follows that

(2.105) hi = 2Hαi

|αi |2
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in this inner product.
Next we define a Weyl group. For 1≤ i ≤ l, let sαi : h′

0
∗ → h′

0
∗ be the

linear transformation given by

sαi (ϕ) = ϕ − ϕ(hi)αi = ϕ − 2〈ϕ, αi〉
|αi |2 αi .

This is an orthogonal transformation onh′
0
∗. Let W ′ be the group of

orthogonal transformations generated by thesαi , 1 ≤ i ≤ l.
Let us prove thatW ′ is a finite group. From the correspondence of

reduced abstract root systems to abstract Cartan matrices established in §7,
we know that the membersβi ∈ Rl in (2.104) have reflections generating
a finite groupW such that� = ⋃l

i=1 Wβi is the reduced abstract root
system associated to the abstract Cartan matrixA. Under the isomorphism
βi �→ αi , W is identified withW ′, and� is identified with the subset⋃l

i=1 Wαi of h′
0
∗. SinceW ∼= W ′, W ′ is finite.

We now work toward the conclusion thatg′ is finite dimensional. Fixi ,
and letsli be the span of{hi , ei , fi} within g′. This is a Lie subalgebra of
g′ isomorphic tosl(2, C). We shall first show that every element ofg′ lies
in a finite-dimensional subspace invariant undersli .

If j �= i , consider the subspace ofg′ spanned by

f j , (ad fi) f j , . . . , (ad fi)
−Ai j f j .

These vectors are eigenvectors for adhi with respective eigenvalues

αj(hi), αj(hi) − 2, . . . , αj(hi) + 2Ai j ,

and hence the subspace is invariant under adhi . It is invariant under adfi

since (ad fi)
−Ai j +1 f j = 0 by Serre relation (f). Finally it is invariant

under adei by induction, starting from the fact that(adei) f j = 0 (Serre
relation (b)). Thus the subspace is invariant undersli .

Similarly for j �= i , the subspace ofg′ spanned by

ej , (adei)ej , . . . , (adei)
−Ai j ej

is invariant undersli , by Serre relations (e) and (b). And also span{hi , ei , fi}
is invariant undersli . Therefore a generating subset ofg′ lies in a finite-
dimensional subspace invariant undersli .

Now consider the set of all elements ing′ that lie in some finite-
dimensional space invariant undersli . Sayr ands are two such elements,
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lying in spacesR and S. Form the finite-dimensional subspace [R, S]
generated by all brackets fromR andS. If x is in sli , then

(adx)[ R, S] ⊆ [(adx)R, S] + [ R, (adx)S] ⊆ [ R, S],

and hence [r, s] is such an element ofg′. We conclude that every element
of g′ lies in a finite-dimensional subspace invariant undersli .

Continuing toward the conclusion thatg′ is finite dimensional, let us
introduce an analog of the root string analysis done in §4. Fixi , let ϕ be
in �′ ∪ {0}, and consider the subspace

⊕
n∈Z g′

ϕ+nαi
of g′. This is invariant

undersli , and what we have just shown implies that every member of it lies
in a finite-dimensional subspace invariant undersli . By Corollary 1.73 it
is the direct sum of irreducible invariant subspaces. LetU be one of the
irreducible summands. SinceU is invariant under adhi , we have

U =
q⊕

n=−p

(U ∩ g
′
ϕ+nαi

)

with U ∩ g′
ϕ−pαi

�= 0 andU ∩ g′
ϕ+qαi

�= 0. By Corollary 1.72,

(ϕ + qαi)(hi) = −(ϕ − pαi)(hi)

and hence

(2.106) p − q = ϕ(hi).

Moreover Theorem 1.66 shows thatU ∩ g′
ϕ+nαi

has dimension 1 for
−p ≤ n ≤ q and has dimension 0 otherwise.

In our direct sum decomposition of
⊕

n∈Z g′
ϕ+nαi

into irreducible sub-
spacesU , suppose that the root spaceg′

ϕ+nαi
has dimensionm. Then it

meets a collection of exactlym suchU ’s, sayU1, . . . , Um. The root space

g
′
sαi (ϕ+nαi )

= g
′
ϕ−(n+ϕ(hi ))αi

must meet the sameU1, . . . , Um since (2.106) shows that

−p ≤ n ≤ q implies− p ≤ −n − ϕ(hi) = −n + q − p ≤ q.

We conclude that

(2.107) dimg
′
ϕ = dimg

′
sαi ϕ

.
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From (2.107), we see thatW ′�′ ⊆ �′. SinceW ′ mirrors for h′
0
∗ the

action ofW onRl , the linear extension of the mapβi �→ αi carries� into
�′. Since dimg′

αi
= 1 for all i , we see that dimg′

ϕ = 1 for every rootϕ in

the finite set
⋃l

i=1 W ′αi .
To complete the proof of finite dimensionality ofg′, we show that every

root lies in
⋃l

i=1 W ′αi . Certainly
⋃l

i=1 W ′αi is closed under negatives, since
it is generated by theαi ’s and contains the−αi ’s. Arguing by contradiction,
assume that

⋃l
i=1 W ′αi does not exhaust�′. By (2.103) there is some

α = ∑l
j=1 njαj in �′+ not in

⋃l
i=1 W ′αi , and we may assume that

∑l
j=1 nj

is as small as possible. From

0 < |α|2 =
l∑

j=1

nj〈α, αj〉,

we see that there is somek such thatnk > 0 and〈α, αk〉 > 0. Then

sαk (α) = α − 2〈α, αk〉
|αk|2 αk =

∑
j �=k

njαj +
(

nk − 2〈α, αk〉
|αk|2

)
αk .

We must havenj > 0 for some j �= k since otherwiseα = nkαk , from
which we obtainnk = 1 since [ek, ek ] = 0. Thussαk (α) is in �′+. Since
the sum of coefficients forsαk (α) is less than

∑l
j=1 nj , we conclude by

minimality thatsαk (α) is in
⋃l

i=1 W ′αi . But then so isα, contradiction. We
conclude that�′ = ⋃l

i=1 W ′αi and hence that�′ is finite andg′ is finite
dimensional.

Now thatg′ is finite dimensional, we prove that it is semisimple and has
the required structure. In fact, radg′ is adh′ invariant and therefore satisfies

radg
′ = (h′ ∩ radg

′) ⊕
⊕
ϕ∈�′

(g′
ϕ ∩ radg

′).

Supposeh �= 0 is in h ∩ radg′. Choosej with αj(h) �= 0. Since radg′ is
an ideal,ej = αj(h)−1[h, ej ] and f j = −αj(h)−1[h, f j ] are in radg′, and
so ishj = [ej , f j ]. Thus radg′ contains the semisimple subalgebraslj ,
contradiction. We conclude thath′ ∩ radg′ = 0.

Since the root spaces are 1-dimensional, we obtain

radg
′ =

⊕
ϕ∈�′

0

g
′
ϕ
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for some subset�′
0 of �′. The Lie algebrag′/radg′ is semisimple, accord-

ing to Proposition 1.14, and we can write it as

g
′/radg

′ = h ⊕
⊕

ϕ∈�′−�′
0

g
′
ϕ mod (radg

′).

From this decomposition we see thath is a Cartan subalgebra ofg′/radg′

and that the root system is�′ − �′
0. On the other hand, noαj is in �′

0

sinceslj is semisimple. Thus�′ − �′
0 contains eachαj , and these are

the simple roots. We have seen that the simple roots determine�′ as the
corresponding abstract root system. Thus�′

0 is empty. It follows thatg′ is
semisimple, and then the structural conclusions aboutg′ are obvious. This
completes the proof of Lemma 2.101.

PROOF OFTHEOREM 2.98. In the diagram (2.97),X maps to a linearly
independent subset ofg, and hence the embedded subsetX of F maps to
a linearly independent subset ofg. Since the mapF → g factors through
g′ = F/R, span{hi}l

i=1 maps one-one fromF tog′ and one-one fromg′ tog.
Since span{hi}l

i=1 maps one-one fromF to g′, Lemma 2.101 is applicable
and shows thatg′ is finite-dimensional semisimple and thath′ = span{hi}l

i=1

is a Cartan subalgebra.
The mapF → g is onto by Proposition 2.94, and hence the mapg′ → g

is onto. Thusg is isomorphic with a quotient ofg′. If a is a simple ideal
in g′, it follows from Proposition 2.13 thath′ ∩ a is a Cartan subalgebra of
g′. Sinceh′ maps one-one under the quotient map fromg′ to g, h′ ∩ a does
not map to 0. Thusa does not map to 0. Hence the map ofg′ ontog has 0
kernel and is an isomorphism.

10. Isomorphism Theorem

Theorem 2.98 enables us to lift isomorphisms of reduced root systems to
isomorphisms of complex semisimple Lie algebras with little effort. The
result is as follows.

Theorem 2.108(Isomorphism Theorem). Letg and g′ be complex
semisimple Lie algebras with respective Cartan subalgebrash andh′ and
respective root systems� and�′. Suppose that a vector space isomorphism
ϕ : h → h′ is given with the property that its transposeϕt : h′∗ → h∗ has
ϕt(�′) = �. For α in �, write α′ for the member(ϕt)−1(α) of �′. Fix
a simple system� for �. For eachα in �, select nonzero root vectors
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Eα ∈ g for α andEα′ ∈ g′ for α′. Then there exists one and only one Lie
algebra isomorphism̃ϕ : g → g′ such that̃ϕ|h = ϕ andϕ̃(Eα) = Eα′ for
all α ∈ �.

PROOF OF UNIQUENESS. If ϕ̃1 andϕ̃2 are two such isomorphisms, then
ϕ̃0 = ϕ̃−1

2 ϕ̃1 is an automorphism ofg fixing h and the root vectors for
the simple roots. If{hi , ei , fi} is a triple associated to the simple rootαi

by (2.93), theñϕ0( fi) must be a root vector for−αi and hence must be a
multiple of fi , sayci fi . Applying ϕ̃0 to the relation [ei , fi ] = hi , we see
thatci = 1. Thereforẽϕ0 fixes allhi , ei , and fi . By Proposition 2.94,̃ϕ0 is
the identity ong.

PROOF OF EXISTENCE. The linear map(ϕt)−1 is given by(ϕt)−1(α) =
α′ = α ◦ ϕ−1. By assumption this map carries� to �′, hence root strings
to root strings. Proposition 2.29a therefore gives

(2.109)
2〈β, α〉

|α|2 = 2〈β ′, α′〉
|α′|2 for all α, β ∈ �.

Write � = {α1, . . . , αl}, and let�′ = (ϕt)−1(�) = {α′
1, . . . , α

′
l}.

Definehi andh ′
i to be the respective members ofh andh′ with αj(hi) =

2〈β, α〉/|α|2 andα′
j(h

′
i) = 2〈β ′, α′〉/|α′|2. These are the elements of the

Cartan subalgebras appearing in (2.93). By (2.109),α′
j(h

′
i) = αj(hi) and

hence(ϕt)−1(αj)(h ′
i) = αj(hi) andαj(ϕ

−1(h ′
i)) = αj(hi). Therefore

(2.110) ϕ(hi) = h ′
i for all i .

Takeei in (2.93) to beEαi , and lete′
i = Eα′

i
. Define fi ∈ g to be a root

vector for−αi with [ei , fi ] = hi , and definef ′
i ∈ g′ to be a root vector for

−α′
i with [e′

i , f ′
i ] = h ′

i . ThenX = {hi , ei , fi}l
i=1 and X ′ = {h ′

i , e′
i , f ′

i }l
i=1

are standard sets of generators forg andg′ as in (2.93) and Proposition
2.94.

Let F andF′ be the free Lie algebras onX and X ′, and letR andR′

be the ideals inF andF′ generated by the Serre relations (a) through (f) in
Theorem 2.98. Let us defineψ : X → F′ by ψ(hi) = h ′

i , ψ(ei) = e′
i , and

ψ( fi) = f ′
i . Setting up the diagram

F

ψ̃

X −−−−−−−−−−−−→
ψ

F
′
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we see from the universal mapping property ofF thatψ extends to a Lie
algebra homomorphism̃ψ : F → F′. By (2.109),ψ̃(R) ⊆ R′. Therefore
ψ̃ descends to Lie algebra homomorphismF/R → F′/R′, and we denote
this homomorphism bỹψ as well.

Meanwhile the canonical maps̃ϕ1 : F/R → g and ϕ̃2 : F′/R′ → g′,
which are isomorphisms by Theorem 2.98, satisfy

ϕ̃−1
1 (hi) = hi mod R and ϕ̃−1

1 (Eαi ) = ei mod R,

ϕ̃2(h
′
i modR

′) = h ′
i and ϕ̃2(e

′
i modR

′) = Eα′
i
.

Thereforẽϕ = ϕ̃2 ◦ ψ̃ ◦ ϕ̃−1
1 is a Lie algebra homomorphism fromg to g′

with ϕ̃(hi) = h ′
i andϕ̃(Eαi ) = Eα′

i
for all i . By (2.110),̃ϕ|h = ϕ.

To see that̃ϕ is an isomorphism, we observe thatϕ̃ : h → h′ is an
isomorphism. By the same argument as in the last paragraph of §9, it
follows thatϕ̃ : g → g′ is one-one. Finally

dimg = dimh + |�| = dimh
′ + |�′| = dimg

′,

and we conclude that̃ϕ is an isomorphism.

EXAMPLES.

1) One-oneness of first step in (2.58). We are to show that ifg andg′

are two complex semisimple Lie algebras with isomorphic root systems,
theng andg′ are isomorphic. To do so, we apply Theorem 2.108, mapping
the root vectorEα for each simple rootα to any nonzero root vector for
the corresponding simple root forg′. We conclude that the first step of the
two-step passage (2.58) is one-one, up to isomorphism.

2) Automorphisms of Dynkin diagram. Letg,h,�, and� ={α1, . . . , αl}
be arbitrary. Suppose thatσ is an automorphism of the Dynkin diagram, i.e.,
a permutation of the indices 1, . . . , l such that the Cartan matrix satisfies
Ai j = Aσ(i)σ ( j). Defineϕ : h → h to be the linear extension of the map
hi → hσ(i), and apply Theorem 2.108. The result is an automorphismϕ̃

of g that normalizesh, maps the set of positive roots to itself, and has the
effectσ on the Dynkin diagram.

3) An automorphism constructed earlier. Withg, h, and� given, define
ϕ = −1 on h. Then� gets carried to�, and henceϕ extends to an
automorphism̃ϕ of g. This automorphism has already been constructed
directly (as̃η in the course of the proof of Lemma 2.101).
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11. Existence Theorem

We have now shown that the first step in the passage (2.58), i.e., the step
from complex semisimple Lie algebras to abstract reduced root systems, is
well defined independently of the choice of Cartan subalgebra and is one-
one up to isomorphism. To complete our discussion of (2.58), we show
that this step is onto, i.e., that any reduced abstract root system is the root
system of a complex semisimple Lie algebra.

The Existence Theorem accomplishes this step, actually showing that
any abstract Cartan matrix comes via the two steps of (2.58) from a complex
semisimple Lie algebra. However, the theorem does not substitute for our
case-by-case argument in §7 that the second step of (2.58) is onto. The
fact that the second step is onto was used critically in the proof of Lemma
2.101 to show thatW ′ is a finite group.

The consequence of the Existence Theorem is that there exist complex
simple Lie algebras with root systems of the five exceptional typesE6, E7,
E8, F4, andG2. We shall have occasion to use these complex Lie algebras
in Chapter VI and then shall refer to them as complex simple Lie algebras
of typesE6, etc.

Theorem 2.111(Existence Theorem). IfA = (Ai j)
l
i, j=1 is an abstract

Cartan matrix, then there exists a complex semisimple Lie algebrag whose
root system hasA as Cartan matrix.

PROOF. Let F be the free Lie algebra on the setX = {hi , ei , fi}l
i=1, and

letR be the ideal inF generated by the Serre relations (a) through (f) given
in Proposition 2.95. Putg = F/R. According to Lemma 2.101,g will be
the required Lie algebra if it is shown that span{hi}l

i=1 maps one-one from
F to its image inF/R.

We shall establish this one-one behavior by factoring the quotient map
into two separate maps and showing that span{hi}l

i=1 maps one-one in each
case. The first map is fromF to F/R̃, whereR̃ is the ideal inF generated
by the Serre relations (a) through (d). Writehi , ei , fi also for the images
of the generators inF/R̃. Definẽh, ẽ, and̃e as in the statement of Lemma
2.99. The lemma says that

(2.112) F/R̃ = h̃ ⊕ ẽ ⊕ f̃,

but it does not tell us how largẽh is.
To get at the properties of the first map, we introduce anl-dimensional

complex vector spaceV with basis{v1, . . . , vl}, and we letT (V ) be the
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tensor algebra overV . (Appendix A gives the definition and elementary
properties ofT (V ).) We drop tensor signs in writing products withinT (V )

in order to simplify the notation. In view of the diagram

F

ι ψ̃

X −−−−−−−−−−−−→
ψ

EndC(T (V ))

we can construct a homomorphism̃ψ : F → EndC(T (V )) by telling how
x acts inT (V ) for eachx in X . Dropping the notationψ from the action,
we define

hi(1) = 0

hi(vj1 · · · vjk ) = −(Ai j1 + · · · + Ai jk )vj1 · · · vjk

fi(1) = vi

fi(vj1 · · · vjk ) = vivj1 · · · vjk

ei(1) = 0

ei(vj) = 0

ei(vj1 · · · vjk ) = vj1 ·ei(vj2 · · · vjk ) − δi j1(Ai j2 + · · · + Ai jk )vj2 · · · vjk .

(The last three lines, defining the action ofei , are made recursively on the
order of the tensor.)

We show that this homomorphism defined onF descends to a homo-
morphismF/R̃ → EndC(T (V )) by showing that the generators of̃R act
by 0. We check the generators of types (a), (d), (b), and (c) in turn.

For (a) the generator is [hi , hj ]. The span of thehi ’s acts diagonally, and
thus

ψ̃ [hi , hj ] = [ψ̃(hi), ψ̃(hj)] = ψ̃(hi)ψ̃(hj) − ψ̃(hj)ψ̃(hi) = 0.

For (d) the generator is [hi , f j ] + Ai j f j , and we have

ψ̃([hi , f j ] + Ai j f j) = ψ̃(hi)ψ̃( f j) − ψ̃( f j)ψ̃(hi) + Ai j ψ̃( f j).

On 1, the right side gives

ψ̃(hi)vj − 0 + Ai jvj = 0.
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Onvj1 · · · vjk , the right side gives

− (Ai j + Ai j1 + · · · + Ai jk )vjvj1 · · · vjk

+ (Ai j1 + · · · + Ai jk )vjvj1 · · · vjk + Ai jvjvj1 · · · vjk = 0.

For (b) the generator is [ei , f j ] − δi j hi , and we have

ψ̃([ei , f j ] − δi j hi) = ψ̃(ei)ψ̃( f j) − ψ̃( f j)ψ̃(ei) − δi j ψ̃(hi).

On 1, each term on the right side acts as 0. On a monomialvj2 · · · vjk , the
right side gives

ei(vjvj2 · · · vjk ) − vj ·ei(vj2 · · · vjk ) + δi j(Ai j2 + · · · + Ai jk )vj2 · · · vjk ,

and this is 0 by the recursive definition of the action ofei .
For (c) the generator is [hi , ej ] − Ai j ej . Let us observe by induction on

k that

(2.113) hi ej(vj1 · · · vjk ) = −(Ai j1 + · · · + Ai jk − Ai j)ej(vj1 · · · vjk ).

Formula (2.113) is valid fork = 0 andk = 1 sinceej acts as 0 on monomials
of degrees 0 and 1. For generalk, the recursive definition of the action ofei

and the inductive hypothesis combine to show that the left side of (2.113)
is

hi ej(vj1 · · · vjk ) = hi(vj1 ·ej(vj2 · · · vjk ))−δj j1(Aj j2 +· · ·+ Aj jk )hi(vj2 · · · vjk )

= −(Ai j1 + · · · + Ai jk − Ai j)vj1 · ej(vj2 · · · vjk )

+ δj j1(Aj j2 + · · · + Aj jk )(Ai j2 + · · · + Ai jk )vj2 · · · vjk ,

and that the right side of (2.113) is

− (Ai j1 + · · · + Ai jk − Ai j)ej(vj1 · · · vjk )

= −(Ai j1 + · · · + Ai jk − Ai j)vj1 ·ej(vj2 · · · vjk )

+ (Ai j1 + · · · + Ai jk − Ai j)δj j1(Aj j2 + · · · + Aj jk )vj2 · · · vjk .

Subtraction shows that the difference of the left side and the right side
of (2.113) is

= −δj j1(Ai j1 − Ai j)(Aj j2 + · · · + Aj jk )vj2 · · · vjk = 0.
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The induction is complete, and (2.113) is established. Returning to our
generator, we have

ψ̃([hi , ej ] − Ai j ej) = ψ̃(hi)ψ̃(ej) − ψ̃(ej)ψ̃(hi) − Ai j ψ̃(ej).

On 1, each term on the right side acts as 0. Onvj1 · · · vjk , (2.113) shows
that the effect of the right side is

= −(Ai j1 + · · · + Ai jk − Ai j)ej(vj1 · · · vjk )

+ (Ai j1 + · · · + Ai jk )ej(vj1 · · · vjk ) − Ai j ej(vj1 · · · vjk ) = 0.

Thusψ̃ descends toF/R̃.
Now we can prove that span{hi}l

i=1 maps one-one fromF to F/R̃. If a
nontrivial

∑
ci hi maps to 0, then we have

0 = ( ∑
i

ci hi

)
(vj) = −( ∑

i

ci Ai j

)
vj

for all j . Hence
∑

i ci Ai j = 0 for all j , in contradiction with the linear
independence of the rows of(Ai j). We conclude that span{hi}l

i=1 maps
one-one fromF to F/R̃.

Now we bring in Serre relations (e) and (f), effectively imposing them
directly onF/R̃ to obtaing as quotient. Definẽg = F/R̃. Let R′ be the
ideal in g̃ generated by all

(adei)
−Ai j +1ej and all (ad fi)

−Ai j +1 f j for i �= j.

Then indeedg ∼= g̃/R′.
We define subalgebras̃h, ẽ, and̃f of g̃ as in the statement of Lemma

2.99. Let̃e′ be the ideal iñe generated by all(adei)
−Ai j +1ej , and let̃f′ be

the ideal iñf generated by all(ad fi)
−Ai j +1 f j . Then

(2.114) (generators ofR′) ⊆ ẽ
′ + f̃

′ ⊆ ẽ + f̃.

We shall prove that̃e′ is actually an ideal iñg. We observe that̃e′ is
invariant under all adhk (since the generators of̃e′ are eigenvectors) and
all ek (sincẽe′ ⊆ ẽ). Thus we are to show that

(ad fk)(adei)
−Ai j +1ej

is in ẽ′ if i �= j . In fact, we show it is 0.
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If k �= i , then [fk, ei ] = 0 shows that adfk commutes with adei . Thus
we are led to

(adei)
−Ai j +1[ fk, ej ].

If k �= j , this is 0 by Serre relation (b). Ifk = j , it is

(2.115) = −(adei)
−Ai j +1hj = Aji(adei)

−Ai j ei .

If Ai j < 0, then the right side of (2.115) is 0 since [ei , ei ] = 0; if Ai j = 0,
then the right side of (2.115) is 0 because the coefficientAji is 0.

If k = i , we are to consider

(ad fi)(adei)
−Ai j +1ej .

Now

(ad fi)(adei)
nej = −(adhi)(adei)

n−1ej + (adei)(ad fi)(adei)
n−1ej .

Since(ad fi)ej = 0, an easy induction with this equation shows that

(ad fi)(adei)
nej = −n(Ai j + n − 1)(adei)

n−1ej .

Forn = −Ai j +1, the right side is 0, as asserted. This completes the proof
that̃e′ is an ideal iñg.

Similarly f̃′ is an ideal iñg, and so is the sum̃e′ + f̃′. From (2.114) we
therefore obtain

R
′ ⊆ ẽ

′ + f̃
′ ⊆ ẽ + f̃.

In view of the direct sum decomposition (2.112),R′ ∩ h̃ = 0. Therefore
span{hi}l

i=1 maps one-one from̃g to g̃/R′ ∼= g, and the proof of the theorem
is complete.

12. Problems

1. According to Problem 13 in Chapter I, the trace form is a multiple of the
Killing form for sl(n + 1, C) if n ≥ 1, for so(2n + 1, C) if n ≥ 2, sp(n, C)

if n ≥ 3, andso(2n, C) if n ≥ 4. Find the multiple in each case.

2. Since the Dynkin diagrams ofA1 ⊕ A1 and D2 are isomorphic, the Isomor-
phism Theorem predicts thatsl(2, C)⊕ sl(2, C) is isomorphic withso(4, C).
Using the explicit root-space decomposition forso(4, C) found in §1, exhibit
two 3-dimensional ideals inso(4, C), proving that they are indeed ideals.
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3. Letg be the 2-dimensional complex Lie algebra with a basis{X, Y } such that
[ X, Y ] = Y .
(a) Identify the regular elements.
(b) Prove thatCX is a Cartan subalgebra but thatCY is not.
(c) Find the weight-space decomposition ofg relative to the Cartan subalge-

braCX .

4. Letg = h⊕⊕
α∈� gα be a root-space decomposition for a complex semisimple

Lie algebra, and let�′ be a subset of� that forms a root system inh∗
0.

(a) Show by example thats = h ⊕ ⊕
α∈�′ gα need not be a subalgebra ofg.

(b) Suppose that�′ ⊆ � is a root subsystem with the following property.
Wheneverα andβ are in�′ andα +β is in �, thenα +β is in �′. Prove
thats = h ⊕ ⊕

α∈�′ gα is a subalgebra ofg and that it is semisimple.

5. Exhibit complex semisimple Lie algebras of dimensions 8, 9, and 10. Deduce
that there are complex semisimple Lie algebras of every dimension≥ 8.

6. Using results from §§4–5 but not the classification, show that there are no
complex semisimple Lie algebras of dimensions 4, 5, or 7.

7. Let � be a root system, and fix a simple system�. Show that any positive
root can be written in the form

α = αi1 + αi2 + · · · + αik

with eachαi j in � and with each partial summand from the left equal to a
positive root.

8. Let� be a root system, and fix a lexicographic ordering. Show that the largest
rootα0 has〈α0, α〉 ≥ 0 for all positive rootsα. If � is of typeBn with n ≥ 2,
find a positive rootβ0 other thanα0 with 〈β0, α〉 ≥ 0 for all positive rootsα.

9. Write down the Cartan matrices forAn, Bn, Cn, andDn.

10. The root systemG2 is pictured in Figure 2.2. According to Theorem 2.63,
there are exactly 12 simple systems for this root system.
(a) Identify them in Figure 2.2.
(b) Fix one of them, letting the short simple root beα and the long simple

root beβ. Identify the positive roots, and express each of them as a linear
combination ofα andβ.

11. (a) Prove that two simple roots in a Dynkin diagram that are connected by a
single edge are in the same orbit under the Weyl group.

(b) For an irreducible root system, prove that all roots of a particular length
form a single orbit under the Weyl group.
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12. In a reduced root system with a positive system imposed, letα andβ be distinct
simple roots connected byn edges (0≤ n ≤ 3) in the Dynkin diagram, and
let sα andsβ be the corresponding reflections in the Weyl group. Show that

(sαsβ)k = 1, wherek =


2 if n = 0

3 if n = 1

4 if n = 2

6 if n = 3.

13. (a) Prove that any element of order 2 in a Weyl group is the product of
commuting root reflections.

(b) Prove that the only reflections in a Weyl group are the root reflections.

14. Let� be an abstract root system inV, and fix an ordering. Suppose thatλ is
in V andw is in the Weyl group. Prove that ifλ andwλ are both dominant,
thenwλ = λ.

15. Verify the following table of values for the number of roots, the dimension of
g, and the order of the Weyl group for the classical irreducible reduced root
systems:

Type of� |�| dimg |W |
An n(n + 1) n(n + 2) (n + 1)!

Bn 2n2 n(2n + 1) n!2n

Cn 2n2 n(2n + 1) n!2n

Dn 2n(n − 1) n(2n − 1) n!2n−1

16. Verify the following table of values for the number of roots and the dimension
of g for the exceptional irreducible reduced root systems. These systems are
described explicitly in Figure 2.2 and Proposition 2.87:

Type of� |�| dimg

E6 72 78

E7 126 133

E8 240 248

F4 48 52

G2 12 14

17. If � is an abstract root system andα is in �, let α∨ = 2|α|−2α. Define
�∨ = {α∨ | α ∈ �}.
(a) Prove that�∨ is an abstract root system with the same Weyl group as�.
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(b) If � is a simple system for�, prove that�∨ = {α∨ | α ∈ �} is a simple
system for�∨.

(c) For any reduced irreducible root system� other thanBn andCn, show
from the classification that�∨ ∼= �. For Bn andCn, show that(Bn)

∨ ∼=
Cn and(Cn)

∨ ∼= Bn.

18. Let� be a simple system in a root system�, and let�+ be the corresponding
set of positive roots.
(a) Prove that the negatives of the members of� form another simple system,

and deduce that there is a unique memberw0 of the Weyl group sending
�+ to −�+.

(b) Prove that−w0 gives an automorphism of the Dynkin diagram, and
conclude that−1 is in the Weyl group forBn, Cn, E7, E8, F4, andG2.

(c) Prove that−1 is not in the Weyl group ofAn for n ≥ 2.
(d) Prove that−1 is in the Weyl group ofDn if n ≥ 2 is even but not ifn ≥ 3

is odd.

19. Using the classification theorems, show that Figure 2.2 exhibits all but two of
the root systems in 2-dimensional spaces, up to isomorphism. What are the
two that are missing?

20. Let g be a complex semisimple Lie algebra, leth be a Cartan subalgebra,
let � be the roots, letW be the Weyl group, and letw be in W . Using
the Isomorphism Theorem, prove that there is a member of AutC g whose
restriction toh is w.

Problems 21–24 concern the length functionl(w) on the Weyl groupW . Fix a
reduced root system� and an ordering, and letl(w) be defined as in §6 before
Proposition 2.70.

21. Prove thatl(w) = l(w−1).

22. (a) Define sgnw = (−1)l(w). Prove that the function sgn carryingW to {±1}
is a homomorphism.

(b) Prove that sgnw = detw for all w ∈ W .
(c) Prove thatl(sα) is odd for any root reflectionsα.

23. Forw1 andw2 in W , prove that

l(w1w2) = l(w1) + l(w2) − 2#{β ∈ � | β > 0, w1β < 0, w−1
2 β < 0}.

24. If α is a root, prove thatl(wsα) < l(w) if wα < 0 and thatl(wsα) > l(w) if
wα > 0.

Problems 25–30 compute the determinants of all irreducible Cartan matrices.

25. LetMl be anl-by-l Cartan matrix whose first two rows and columns look like
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( 2 −1 0
−1 2 −1

0 −1 ∗

)
,

the other entries in those rows and columns being 0. LetMl−1 be the Cartan
matrix obtained by deleting the first row and column fromMl , and letMl−2 be
the Cartan matrix obtained by deleting the first row and column fromMl−1.
Prove that

detMl = 2 detMl−1 − detMl−2.

26. Reinterpret the condition on the Cartan matrixMl in Problem 25 as a condition
on the corresponding Dynkin diagram.

27. Calculate explicitly the determinants of the irreducible Cartan matrices of
typesA1, A2, B2, B3, C3, andD4, showing that they are 2, 3, 2, 2, 2, and 4,
respectively.

28. Using the inductive formula in Problem 25 and the initial data in Problem 27,
show that the determinants of the irreducible Cartan matrices of typesAn for
n ≥ 1, Bn for n ≥ 2, Cn for n ≥ 3, andDn for n ≥ 4 aren + 1, 2, 2, and 4,
respectively.

29. Using the inductive formula in Problem 25 and the initial data forA4 andD5

computed in Problem 28, show that the determinants of the irreducible Cartan
matrices of typesE6, E7, andE8 are 3, 2, and 1, respectively.

30. Calculate explicitly the determinants of the Cartan matrices forF4 andG2,
showing that they are both 1.

Problems 31–34 compute the order of the Weyl group for the root systemsF4, E6,
E7, andE8. In each case the idea is to identify a transitive group action by the
Weyl group, compute the number of elements in an orbit, compute the order of the
subgroup fixing an element, and multiply.

31. The root systemF4 is given explicitly in (2.88).
(a) Show that the long roots form a root system of typeD4.
(b) By (a) the Weyl groupWD of D4 is a subgroup of the Weyl groupWF

of F4. Show that every element ofWF leaves the systemD4 stable and
therefore carries an ordered system of simple roots forD4 to another
ordered simple system. Conclude that|WF/WD| equals the number of
symmetries of the Dynkin diagram ofD4 that can be implemented by
WF .

(c) Show that reflection ine4 and reflection in1
2(e1 − e2 − e3 − e4) are

members ofWF that permute the standard simple roots ofD4 as given in
(2.50), and deduce that|WF/WD| = 6.

(d) Conclude that|WF | = 27 · 32.
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32. The root system� = E6 is given explicitly in the proof of Proposition 2.87.
Let W be the Weyl group.
(a) Why is the orbit of12(e8 − e7 − e6 + e5 + e4 + e3 + e2 + e1) underW

equal exactly to�?
(b) Show that the subset of� orthogonal to the root in (a) is a root system

of type A5.
(c) The element−1 is not in the Weyl group ofA5. Why does it follow from

this fact and (b) that−1 is not in the Weyl group ofE6?
(d) Deduce from (b) that the subgroup ofW fixing the root in (a) is isomorphic

to the Weyl group ofA5.

(e) Conclude that|W | = 27 · 34 · 5.

33. The root system� = E7 is given explicitly in the proof of Proposition 2.87.
Let W be the Weyl group.
(a) Why is the orbit ofe8 − e7 underW equal exactly to�?
(b) Show that the subset of� orthogonal toe8 − e7 is a root system of type

D6.
(c) Deduce from (b) that the subgroup ofW fixing e8 − e7 is isomorphic to

the Weyl group ofD6.

(d) Conclude that|W | = 210 · 34 · 5 · 7.

34. The root system� = E8 is given explicitly in (2.89). LetW be the Weyl
group.
(a) Why is the orbit ofe8 + e7 underW equal exactly to�?
(b) Show that the subset of� orthogonal toe8 + e7 is a root system of type

E7.
(c) Deduce from (b) that the subgroup ofW fixing e8 + e7 is isomorphic to

the Weyl group ofE7.

(d) Conclude that|W | = 214 · 35 · 52 · 7.

Problems 35–37 exhibit an explicit isomorphism ofsl(4, C)with so(6, C). Such an
isomorphism is predicted by the Isomorphism Theorem since the Dynkin diagrams
of A3 andD3 are isomorphic.

35. LetI3,3 be the 6-by-6 diagonal matrix defined in Example 3 in §I.8, and define
g = {X ∈ gl(6, C) | Xt I3,3 + I3,3X = 0}. Let S = diag(i, i, i, 1, 1, 1). For
X ∈ g, let Y = SX S−1. Prove that the mapX �→ Y is an isomorphism ofg
ontoso(6, C).

36. Any member ofsl(4, C) acts on the 6-dimensional complex vector space of
alternating tensors of rank 2 byM(ei ∧ ej ) = Mei ∧ ej + ei ∧ Mej , where
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{ei }4
i=1 is the standard basis ofC4. Using

(e1 ∧ e2) ± (e3 ∧ e4), (e1 ∧ e3) ± (e2 ∧ e4), (e1 ∧ e4) ± (e2 ∧ e3)

in some particular order as an ordered basis for the alternating tensors, show
that the action ofM is given by an element of the Lie algebra ofg in Problem 35.

37. The previous two problems combine to give a Lie algebra homomorphism of
sl(4, C) into so(6, C). Show that no nonzero element ofsl(4, C) acts as the
0 operator on alternating tensors, and deduce from the simplicity ofsl(4, C)

that the homomorphism is an isomorphism.

Problems 38–39 exhibit an explicit isomorphism ofsp(2, C) with so(5, C). Such
an isomorphism is predicted by the Isomorphism Theorem since the Dynkin dia-
grams ofC2 andB2 are isomorphic.

38. The composition of the inclusionsp(2, C) ↪→ sl(4, C) followed by the map-
ping of Problem 36 gives a homomorphism ofsp(2, C) into the Lie algebrag
of Problem 35. Show that there is some indexi , 1 ≤ i ≤ 6, such that thei th

row and column of the image ing are always 0.

39. Deduce that the composition of the homomorphism of Problem 38 followed
by the isomorphismg ∼= so(6, C) of Problem 35 may be regarded as an
isomorphism ofsp(2, C) with so(5, C).

Problems 40–42 give an explicit construction of a simple complex Lie algebra of
typeG2.

40. Let� be the root system of typeB3 given in a spaceV as in (2.43). Prove that
the orthogonal projection of� on the subspace ofV orthogonal toe1+e2+e3

is a root system of typeG2.

41. Letg be a simple complex Lie algebra of typeB3. Leth be a Cartan subalgebra,
let the root system be as in Problem 40, and letB be the Killing form. Prove
that the centralizer ofHe1+e2+e3 is the direct sum ofCHe1+e2+e3 and a simple
complex Lie algebra of typeA2 and dimension 8.

42. In Problem 41 normalize root vectorsXα so thatB(Xα, X−α) = 1. From the
two vectors [Xe1, Xe2] + 2X−e3 and [X−e1, X−e2] − 2Xe3, obtain four more
vectors by permuting the indices cyclically. Letg′ be the 14-dimensional
linear span of these six vectors and theA2 Lie subalgebra of Problem 41.
Prove thatg′ is a Lie subalgebra ofg of typeG2.

Problems 43–48 give an alternative way of viewing the three classes of Lie algebras
so(2n + 1, C), sp(n, C), andso(2n, C) that stresses their similarities. This point
of view is useful in the study of automorphic forms. WithAt denoting the usual
transpose of a square matrixA, define thebackwards transposetA as transpose
about the opposite diagonal from usual or equivalently as(tA)i j = An+1− j,n+1−i

if A is ann-by-n matrix. The mappingA �→ tA is linear, reverses the order of
multiplication, leaves determinant unchanged, sends the identity to itself, maps
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inverses to inverses, and maps exponentials to exponentials. Then-by-n matrices
At andtA are related bytA = L At L−1, whereL is 1 along the opposite diagonal
from usual (i.e., hasLi,n+1−i = 1 for 1 ≤ i ≤ n) and is 0 otherwise.

43. Prove thePrincipal-axis Theoremconcerning symmetric matrices over any
field k of characteristic�= 2, namely that ifA is a square matrix overk with
At = A, then there exists a nonsingular square matrixM over k such that
Mt AM is diagonal. The proof is to proceed by induction on the sizen,

replacing a matrix
(

a b
bt d

)
in block form with a of size(n − 1)-by-(n − 1)

andd of size 1-by-1 by
(

1 x
0 1

) (
a b
bt d

) (
1 0
xt 1

)
if d �= 0 and replacing

(
a b
bt d

)
by

(
1 0
y 1

) (
a b
bt 0

) (
1 yt

0 1

)
if d = 0.

44. Prove a version of the result in Problem 43 for skew-symmetric matrices,
namely that ifA is a square matrix overk with At = −A, then there exists a
nonsingular square matrixM overk such thatMt AM is block diagonal with
diagonal blocks that are 2-by-2 or 1-by-1 and are skew-symmetric. The proof
is to proceed by induction on the size as in Problem 43, except thatd is a
2-by-2 skew-symmetric matrix chosen to be nonzero after a permutation of
the coordinates.

45. Prove concerning square matrices overC:
(a) If A is nonsingular withAt = A, then there exists a nonsingular square

matrix M such thatMt AM = 1.
(b) If A is nonsingular withAt = −A, then the size is even and there exists

a nonsingular square matrixM such thatMt AM = J , whereJ is as in
§I.8.

46. LetA be ann-by-n nonsingular matrix that is symmetric or skew-symmetric,
and defineG A = {x ∈ GL(n, C) | x−1 = Axt A−1 and detx = 1}.
(a) Prove that the linear Lie algebra ofG A is

gA = {X ∈ gl(n, C) | AXt A−1 + X = 0}.
(b) Prove that ifA and B are nonsingular symmetricn-by-n matrices, then

there existsg ∈ GL(n, C) such thatG B = gG Ag−1.
(c) Prove that ifA andB are nonsingular skew-symmetricn-by-n matrices,

thenn is even and there existsg ∈ GL(n, C) such thatG B = gG Ag−1.
(d) Let SO ′(n, C) = {x ∈ GL(n, C) | x−1 = tx and detx = 1}. Prove that

SO ′(n, C) is isomorphic toSO(n, C) as a complex Lie group and that
the linear Lie algebra ofSO ′(n, C) is

so
′(n, C) = {X ∈ gl(n, C) | tX + X = 0}.
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(e) Prove thatSp(n, C) = {x ∈ GL(2n, C) | x−1 = In,n
tx In,n, detx = 1},

where In,n is the diagonal matrix
(

1 0
0 −1

)
defined in §I.8, and that the

definition of the Lie algebrasp(n, C) may be written as

sp(n, C) = {X ∈ gl(2n, C) | tX In,n + In,n X = 0},

47. Letg beso′(n, C) or sp(n, C) as in Problem 46.
(a) Show that the diagonal subalgebra ofg is a Cartan subalgebra.
(b) Using the formula [H, Ei j ] = (ei (H) − ej (H))Ei j valid in sl(N , C) for

diagonalH , compute the root spaces ing and show that the positive roots
may be taken to be those whose root vectors are upper triangular matrices.

48. Prove thatSO ′(N , C) ∩ GL(N , R) is isomorphic to SO(n + 1, n) if
N = 2n + 1, or toSO(n, n) if N = 2n.






