Chapter 8

Examples and extensions

Theorem 2.4.1 gives estimates for operators provided the characteristic roots
satisfy certain hypotheses. However, in order to test the validity of such
an estimate for an arbitrary linear, constant coefficient m' order strictly
hyperbolic operator with lower order terms, it is desirable to find conditions
on the structure of the lower order terms under which certain conditions for
the characteristic roots hold. For the case m = 2, a complete characterisation
can be given, and some extension of this is discussed in Section 8.1. However,
for large m, it is difficult to do such an analysis, as no explicit formulae are
available in general; nevertheless, certain conditions can be found that do
make the task of checking the conditions of the characteristic roots, and these
are discussed in Section 8.2, where a method is also given that can be used
to find many examples. Finally, in Section 8.5, we give a few applications of
these results.

8.1 Wave equation with mass and dissipation

As an example of how to use Theorem 2.4.1, here we will show that we can
still have time decay of solutions if we allow the negative mass but exclude
certain low frequencies for Cauchy data. This is given in (8.1.1) below. In
the case of the negative mass and positive dissipation, there is an interplay
between them with frequencies that we are going to exhibit. The usual non-
negative and also time dependent mass and dissipation with oscillations have
been considered before, even with oscillations. See, for example, [HR03] and
references therein.
Let us consider second order equations of the following form

Otu — A Au+ 60u + pu =0,
U’(Oa LE) = 07 ut<07x) = g(ﬂ?) :
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Here ¢ is the dissipation and p is the mass. For simplicity, the first Cauchy
data is taken to be zero. The general case when both Cauchy data are non-
zero can be treated in a similar way. Let us now apply Theorem 2.4.1 to the
analysis of this equation. The associated characteristic polynomial is

-l —ibt—pu=0,

and it has roots

ri(€) = D & I T A

Now, we have the following well-known cases, which also correspond to dif-
ferent cases of Theorem 2.4.1:

e § = = 0. This is the wave equation.

e 6 =0, x> 0. This is the Klein—-Gordon equation.

i =0,d > 0. This is the dissipative wave equation.

e § < 0. In this case, Im7_(&) < g < 0 for all &, hence we cannot expect
any decay in general.

e ) >0, p > 0. In this case the discriminant is always strictly greater
than —4?/4, and thus the roots always lie in the upper half plane and are
separated from the real axis. So we have exponential decay.

Here is the main case for us, where we can show an interesting interplay
between negative mass p < 0 and how it is compensated by positive dissi-
pation ¢ > 0 for different frequencies:

e dissipation ¢ > 0, mass p < 0. In this case, note that Im7_(&) > 0 if and
only if ¢?|£]* + p > 0, i.e. Im7_(§) =0 for |¢] = \/—pu/c. Therefore, the
answer depends on the Cauchy data g. In particular, if supp g is contained
in {c|¢]* + u > 0}, then we may get decay of some type. More precisely,
let B(0,r) denote the open ball with radius r centred at the origin. Then
we have:

— if g is such that suppg N B(0, @) # &, then we have no decay;

— if there is some € > 0 such that suppg C R™\ B(0, @ + ¢€), then
the roots are either separated from the real axis (if § > 0), and we
get exponential decay, or lie on the real axis (if 6 = 0), and we get
Klein—Gordon type behaviour (since the Hessian of 7 is nonsingular).
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— if, for all g, suppg C R™\ B(0, @) = {|§| > @} , then again we
must consider = 0 and d > 0 separately.
If 6 = 0, then the roots lie completely on the real axis, and they
meet on the sphere [{| = \/—u/c. It follows from (2.4.2) (which is
justified in Proposition 7.4.1) with L = 2 and ¢ = 1 that, although the
representation of solution as a sum of Fourier integrals breaks down
at the sphere, the solution is still bounded in a (1/t)-neighbourhood
of the sphere. In its complement we can get the decay.
If § > 0, then the root 7_ comes to the real axis at |£| = @, in
which case we get the decay

e, Mo < €1+ 676 lgl1s. (8.11)

Indeed, in this case the order of the root 7_ at the axis is one, i.e.
estimate (2.4.1) holds with s = 1. Here 1/p+1/g=1and 1 <p < 2.
Note also that compared to the case of no mass when ¢ = n, now

the codimension of the sphere {§ eR™:|¢| = @} isf{ =1. We

can apply the last case of Part II of Theorem 2.4.1 with L = 1 and
s = ¢ =1 which gives estimate (8.1.1).

8.2 Higher order equations

Let us now derive a simple consequence of the stability condition of Im 74(§) >
0, for all K = 1,...,m and & € R, for the coefficient of the D™ v term
in (1.0.1). In fact, this coefficient plays an important role for higher order
equations and can be compared with the dissipation term in the dissipative
wave equation.

Let L = L(Dy, D,) be an m™ order constant coefficient, linear strictly
hyperbolic operator such that Im7,(§) > 0 for all £ = 1,...,m and for
all £ € R™. Recall that the characteristic polynomial corresponding to the
principal part of L is of the form

Ly =L(r,) ="+ Y Pu()T" " =0,
k=1

where the Py (&) are homogeneous polynomials of order k. Then, by the strict
hyperbolicity of L, L,, has real roots ¢1(§) < ¢2(§) < -+ < pn(§) (where
the inequalities are strict when £ # 0). By the Vieta formulae, observe that

Pi(§) ==Y @x(§) €R, (8.2.1)
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On the other hand, the characteristic polynomial of the full operator is

m m—1
L(r, &) ="+ PO+ D ot =0. (8.2.2)
k=1

7=0 la+1=j

In particular, the coefficient of the 7™~ term is

m

Py(&) + com1=—»_ (&), (8.2.3)

k=1

where the 7(€), & = 1,...,m are the roots of (8.2.2). Comparing (8.2.1)
and (8.2.3), we see that Im (>_;" 7(¢)) = —Imcom_1. Therefore, since
Imm,(§) >0forall k=1,...,m and £ € R", it follows that Im¢g,,—1 < 0,
or, equivalently, Recy,,—1 > 0. Furthermore, if Im¢g,,—1 = 0 then it must
be the case that Im7,(§) = 0 for all £ € R™ and k& = 1,...,m since the
characteristic roots are continuous. Hence we have shown the following:

Proposition 8.2.1. Let L = L(Dy, D,) be an m™ order linear constant coef-
ficient strictly hyperbolic operator such that all the characteristic roots T4 (§),
k=1,...,m, satisfy Im7(§) > 0 for all £ € R™. Then the imaginary part
of the coefficient of D" ‘u is non-positive. Furthermore, if in addition the
(imaginary part of the) coefficient of D" ‘u is zero then each of the charac-
teristic roots lie completely on the real azis.

If we transform our operator back to the form L(d;,0,), this result tells
us that in order for the characteristic polynomial to be stable, that is for
Im7,(§) >0forall k=1,...,m, £ € R, it is necessary for the coefficient of
0" 'u to be non-negative; this is the case for the dissipative wave equation.
In some sense this may be interpreted as a higher order dissipation, since it
is necessary for the characteristic roots to behave geometrically like those of
the wave equation with a dissipative term, where they lie in the half-plane
Imz > 0 and lie away from Im z = 0 for large |£].

In the next section, we look at the case where characteristic roots must
lie completely on the real axis. First, though, let us consider one case
where a root lies completely on the real axis but the coefficient cy,,—1 is
NONZET0, € m—1 7 0.

Consider a constant coefficient strictly hyperbolic operator of the form

Lm(atv ax) + mel(ata az) + Lm72(at7 83:) = 07 (824>

where L, = L, (0, 0,) denotes a homogeneous operator of degree r with real
coefficients. This is an example of a hyperbolic triple, which will be discussed
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in more generality in Section 8.3. Furthermore, assume that L,, ; is not
identically zero. Let 7(£) € R be a characteristic root of (8.2.4) which lies
completely on the real axis. So, denoting as usual D, = —i0,,, D; = —i0},
we have that 7(£) is a root of

L (7,8) — il 1(1,€) — Ly _o(1,€) = 0.

This means that L,,_1(£,7(£)) = 0, and so 7(&) is homogeneous of order 1,
and thus for such roots Theorem 2.4.1 applies to yield results similar to those
described in Section 1.2.

8.3 Hyperbolic triples

We now turn to the case when all the characteristic roots lie completely
on the real axis. This section is devoted to showing some more examples
of appearances of real valued non-homogeneous roots and some sufficient
conditions for this. In order to study this case we first recall some results
of Volevich—Radkevich [VR03] on hyperbolic pairs and triples. Throughout
this section only, L,.(7,€) denotes a homogeneous polynomial in 7 and £ =
(&1, ...,&y) of order r such that L,(7,i€) has real coefficients.

Definition 8.3.1. Suppose L., = L, (7,§) and Ly,—1 = Ly, _1(7,&) are ho-
mogeneous polynomials as above. Furthermore, assume that the roots of
L, 11(&),...,mm(§), and those of Ly,—1, 01(§),...,0m-1(&), are real-valued
(in which case we say L, and L,, 1 are hyperbolic polynomials). Then,
(L, Liym—1) s called a hyperbolic pair if (possibly after reordering)

71(§) <01(§) < () <+ < Tp1(§) < om1(§) < T(§). (8.3.1)

If, in addition, the roots of Ly,, Ly,—1 are pairwise distinct for & # 0 (in which
case they are called strictly hyperbolic polynomials) and the inequalities in
(8.3.1) are all strict, then we say (Ly,, Ly,—1) is a strictly hyperbolic pair.

Definition 8.3.2. Let
Lm = Lm(Ta g) ) mel = mel(Ty g) ) Lm72 = Lm72(7—7 5)

be (homogeneous) hyperbolic polynomials. If (L, Ly—1) and (Lpy—1, Ly—2)
are both hyperbolic pairs then we say that (Ly,, L1, Liym—2) is a hyperbolic
triple. If, in addition, all the polynomials and all the pairs are strictly hy-
perbolic (in the sense of Definition 8.3.1) then (L, Ly—1, Lim—2) is called a
strictly hyperbolic triple.
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Theorem 8.3.3 ([VRO03]). Suppose that (L, Lin—1, Lim—2) is a strictly hy-
perbolic triple. Then Ly, (7,&)+ Ly—1(7,&) + Lin—a(7,&) # 0 for all Im7 < 0.
Furthermore, any two of the polynomials Ly,, L,,_1, Ly,_o have no common
purely imaginary zeros.

We also recall a theorem of Hermite (see, for example, [Nis00]):

Theorem 8.3.4. Suppose pn(2), pm-1(2) are real polynomials of degree
m,m — 1, respectively, and that all the zeros of p(z) = pm(2) — iPm—1(2)
lie in the upper half-plane (that is, if p(z) = 0 then Imz > 0). Then all the
zeros of pm(2) and p,,_1(z) are real and distinct.

Now we will give some rather constructive examples of how non-homoge-
neous real roots may arise, and some sufficient conditions for this.

Assume that L is of the form L,, (D¢, D) + Ly,—2(Dy, D,), where the L,
are as in Definition 8.3.2 and neither is identically zero. Suppose that there
exists a homogeneous operator of order m — 1, L,,_1(Dy, D,), such that the
characteristic polynomials L,,(7, ), Ly,_1(7,€) and L, (7, ) form a strictly
hyperbolic triple. Then, by Theorem 8.3.3, we have

Li(7,8) + Ly 1(7,§) + Ly —2(1,€) # 0 for Im7 < 0.

Thus, by Theorem 8.3.4, all the zeros of L, (7,&) + L,,—2(7,&) are real, but
clearly non-homogeneous if L,, 5 # 0. So, using this construction, we can
obtain examples of operators for which all the characteristic roots lie com-
pletely on the imaginary axis (so that i7(§) are real, which would be the
notation for the rest of this paper), but for which we cannot automatically
expect the standard decay for homogeneous symbols to hold.

8.4 Strictly hyperbolic systems

Our results can also be used to establish LP — L? decay rates for strictly
hyperbolic systems. Let us briefly sketch the reduction of systems to the
situation covered by results of this paper. Let

iU, = A(D)U, U(0) = U,

be an m x m first order strictly hyperbolic system of partial differential
equations. That is, the associated system of polynomials may be written as
A(€) = A1(§) + Ap(&), with A; being positively homogeneous of order one
in £ and Ag(§) € SP (R™). If A(§) is a matrix of first order polynomials,
then Ay is constant. It is known that A(D) is hyperbolic if and only if
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det A(D) is hyperbolic (see e.g. Atiyah, Bott and Garding [ABG]|). Moreover,
if det A, (D) is strictly hyperbolic, then A(D) is strongly hyperbolic.

Now, the strict hyperbolicity of the operator A(D) means that the roots
©1(&), ..., om(&) of equation det(pl—A;(&)) = 0 are all real and distinct away
from the origin. Denote the roots of the equation det(7] — A(§)) = 0 (which
is an m'" order polynomial in 7 with smooth coefficients) by 7 (£),. .., 7. (€).
Now, by analogy to the case of the m'" order scalar equation, we can, via
perturbation methods, show that for large |£| the 74(§) behave similarly to
the ¢(£), in that they are distinct, analytic and belong to Sj¢(R"). For
bounded |£| we will need similar regularity assumptions on the characteristic
roots 7x(§) as for the scalar equations. Furthermore, we assume that there

exists Q € S7((R") such that |det Q(£)| > C > 0 and such that
Q1AQ = diag(11(€),...,Tm(6)) = T.

The existence of such @) is a very interesting question itself, especially in the
presence of variable multiplicities, but we will not go into such details here.
Now, we use the transformation U = Q(D)V, so that

U =QV, = iQV, = A(D)QV = iV, =TV ; U(0) = QV(0).
This systems decouples into m independent scalar equations:
OVe = (D)W, k=1,....m, Vi(0)=(Q'U(0))

each of which is solved by

Vilt, ) = / EETED, (0, ) de

Now, @ € S°(R"), so it is a bounded map L? — L9, 1 < q < oo, and we can
get our estimates for V; as in the case of m' order scalar equations; thus,
we can conclude that

1Ulle = 1QV [za < ClIV]| o
< CK@®)|IVrr = CK@®QUllze < CK®)|Ull1r ,

where K (t) is as in Theorem 2.4.1.

8.5 Application to Fokker—Planck equation

The classical Boltzmann equation for the particle distribution function f =
f(t,z,c), where z,c € R", n =1,2,3, is

(O +c- Vo) f = 5(f),
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where S(f) is the so-called integral of collisions. The important special case
of this equation is the Fokker—Planck equation for the distribution function
of particles in Brownian motion, when the integral of collisions is linear and
is given by

S(f) = Ve (c+Ve)f =D elcr+0e)f

k=1
In this case the kinetic Fokker—Planck equations takes the form

<0t + Z Ck(?xk> f(t,x,c) = Z O, (C + Oc, ) f-
k=1

k=1

The Hermite-Grad method of dealing with Fokker—Planck equation consists
in decomposing f(t, z,-) in the Hermite basis, i.e. writing

f(t,z,c) = Z éma(tax)wa(c)v

la[>0

where ¢*(c) = (27)2(—0,)* exp(—%) are Hermite functions. They are
derivatives of the Maxwell distribution 1° which annihilates the integral of
collisions and form a complete orthonormal basis in the weighted Hilbert
space L2 (R™) with weight w = 1/¢°. This decomposition ! yields the infinite

system
Omg(t, ) + BrOp,Mp—e, (t, ) + Op,mpre, (t, ) + |B|mp(t,z) = 0.
The Galerkin approximation f~ of the solution f is
Pl = Y malt o) (o),
0<|a|<N
with m(t,z) = {mg(t,z) : 0 < |B] < N} being the unknown function of

coefficients. For m(t,z) one obtains the following system of equations

Dym(t,x) + Z A;jDym(t,z) —iBm(t,r) = 0,

J

where B is a diagonal matrix, B, 3 = |&|da,3, and the only non-zero elements

of the matrix A; are a?iej =y, a?Hj "* = 1. Hence, the dispersion equation
for the system is
P(r,§) = det(r] + ZAjfj —iB) =0, (8.5.1)

J

!Thus, the convergence of the series of such decomposition is understood as a conver-
gence of the decomposition with respect to a basis in a Hilbert space.
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which we will call the N** Fokker-Planck polynomial, and we have, in par-
ticular,

P(r,0) = det(r] — iB) = 7 [ [(r — ji)", (8.5.2)

=1

for some powers 7; > 0. Properties of this polynomial P(7,£) have been
extensively studied by Volevich and Radkevich in [VR04], who gave condi-
tions and examples of situations when Im 7;(¢) > 0, for all £ # 0. They also
described more general (necessary) conditions in terms of coefficients of P.
See also [VR03, ZR04]. In our situation here we have to take additional care
of possible multiple roots, as is done in Theorem 2.3.2.

From formula (8.5.2) it follows in particular that there is a single charac-
teristic root at the origin. Let M = vazl 77,

Let us examine the structure of the operator P(7,§). It is a polynomial
of order m which can be written in the form

P(r,&) =Y (=i)" 7 Py(,¢),

J=0

with P; being a homogeneous polynomial of order j. Moreover, we have

72 —M|§|2.

R |
P0:0,P1:MT,P2:MZk -
k=2

The case n = 1 was considered in [VR03], where one has M = N!

Let P(7(£),&) = 0, where 7(0) = 0 is the simple root at the origin.
Differentiation with respect to 7 yields 2—2(0) = 0. Differentiating again we
get

o0t
0g?

So, for small frequencies we obtain the decomposition

(0) = 2i1,,.

Im7(§) =2[¢* + ... + c(logm)[|¢]|* + ...,

where
m=14+v+...7yv = c, N,

and ||£]|* denotes a fourth order polynomial in £&. We also easily have a rough
estimate for M of the form

NY <M < (N)N, (n>2).



140 CHAPTER 8. EXAMPLES AND EXTENSIONS

It follows then that for small frequencies we get the estimate
Im(t,x)| < C(1+ )% 4 Ce s,

where, in general, it may be that e(N) — 0 as N — oo. For medium fre-
quencies we get exponential decay in view of the result of Theorem 2.1.1,
also in the case when there are multiple characteristics, where we can use
Theorem 2.1.2. Here, there is an additional polynomial growth with respect
to time caused by the resolution procedure of Section 7.1, but this is compen-
sated by the exponential decay given by characteristics with strictly positive
imaginary part (see Theorem 2.1.2).

Let us discuss the situation with large frequencies. For operators of gen-
eral form, away from points where roots coincide, the roots are analytic.
For large ||, perturbation arguments of Section 3 give properties of roots
7€) related to @i (§), the characteristics of the principal part. Here 73(&)
and ¢y () are defined as roots of equations P(7,£) = 0 and its principal part
P,.(p, &) = 0, respectively. Let K be the maximal order of lower order terms.
Then we can summarise the following properties of P established in Section

3:
e there are no multiple roots for large &;
o [08T(&)| < C(1+1E)' T ie. 7 € SY;

e the exits ¢ such that |8%7(€) — 8% ()| < C(1+ )T for all
¢ € R and all multi-indices «;

e Since ¢y, are real-valued, we get Im 7, € SK+1=™_ In particular, Im 7, € S°.

The statements above are obtained by perturbation arguments and rely on
the strict hyperbolicity of the principal part. However, this does not have to
be the case for polynomials P that we obtain in the Galerkin approximation.
Moreover, in general, it might happen that Im 7({) — 0 as |§| — oo, the
case which is discussed in Section 6.8. To avoid these problems we impose
the condition of strong stability. First, we will say that P(7,&) is a stable
polynomial if its roots 7(&) satisfy Im 7(£) > 0 for all £ € R™, and if Im 7 (&) =
0 implies £ = 0. Then we will say that P(7,£) is strongly stable if, moreover,
Im7(§) = 0 implies £ = 0 and Re7(§) = 0, and if its roots 7(&) satisfy
liminfe| oo Im7(§) > 0. Thus, the condition of strong stability means that
the roots 7(§) may become real only at the origin of the complex plane at
¢ = 0, and that they do not approach the real axis asymptotically for large

€.
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In Section 8.3, as well as in [VR03, VRO04|, there are several sufficient
conditions for the stability of hyperbolic polynomials. In this case we have

a consequence of Theorem 2.3.2 and Remark 2.3.3 in the form of estimate
(2.3.4):

Corollary 8.5.1. Let P be a strongly stable polynomial with characteristic
roots with non-negative imaginary parts. Let 1 < p < 2 and 2 < g < 0o be
such that ]% + % = 1. Then the solution to Cauchy problem (2.0.1) satisfies

dispersive estimate (2.3.4), i.e. we have

| DDzt |

m—1
S R
P C(l —i—t) P 4 jgon]HW;\’wr |+r—3

withNPZn(l—lj—%)for1<p§2andN1>nf07’p:1.

From this, we can conclude the following estimates for solution to the
Galerkin approximations of Fokker—Planck equation:

Theorem 8.5.2. If the N Fokker—Planck polynomial P in (8.5.1) is strongly
stable, we have the estimate

| fn(t, 2, )| oo mn)2 ey < C(1 4+ )2 4 Cye <Mt

with w = exp(—|c|>/2) and e(N) > 0.

Here the constant C is independent of IV, but, in general, we may have
asymptotically that e(N) — 0 as N — oco. The validity of the assumption of
Theorem 8.5.2 for all N is an open problem.





