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Abstract. This work deals with the analysis of eigenvalues, bifurcation

and Hölder continuity of solutions to mixed problems like

8>>><
>>>:

−div (|x|−pγ |∇u|p−2∇u) = fλ(x, u), u > 0 in Ω,

u = 0 on Σ1,

|x|−pγ |∇u|p−2 ∂u

∂ν
= 0 on Σ2,

involving some potentials related with the Caffarelli–Kohn–Nirenberg in-

equalities, and with different kind of functions fλ(x, u).
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1. Introduction

In this paper we analyze the properties and behaviour of solutions to problem

(Pλ)


−∆p,γu = fλ(x, u) in Ω,

u > 0 in Ω,

B(u) = 0 on ∂Ω,

where we assume Ω ⊂ RN is a smooth bounded domain with 0 ∈ Ω, ∆p,γv =
div (|x|−pγ |∇v|p−2∇v), 1 < p < N and −∞ < γ < (N − p)/p, with different
choices of fλ. The boundary conditions are given by

B(u) = uXΣ1 + |x|−pγ |∇u|p−2 ∂u

∂ν
XΣ2 ,

where Σi, i = 1, 2, are smooth (N−1)-dimensional submanifolds of ∂Ω such that
Σ1 ∩ Σ2 = ∅, Σ1 ∪ Σ2 = ∂Ω and Σ1 ∩ Σ2 = Γ is a smooth (N − 2)-dimensional
submanifold. We denote by ν the outward unitary normal to the boundary and
by XΣi

the characteristic function of Σi.
Section 2 is devoted to study the functional framework needed to analyze

these problems.
The main feature of this work is to consider these kind of mixed boundary

problems with weights associated to Caffarelli–Kohn–Nirenberg inequalities [7].
Precisely, the function fλ(x, u) will be:

(1) fλ(x, u) = λ|u|p−2u/|x|pβ with β < (γ + 1), λ > 0. In Section 3, we
construct an eigenvalue sequence by minimax techniques in a similar
way to Garćıa and Peral in [12], and we extend the classical properties
to the first eigenvalue of the Dirichlet Problem with the Laplace operator
to our framework, i.e. λ1(β) is positive, simple and isolated.

(2) fλ(x, u) = λωβ(x)us−1 + |x|−qµuq−1, with different choices of the expo-
nents s, q and β ≤ (γ + 1), µ < (γ + 1), λ > 0, where

(1.1) ωβ(x) =

{
|x|−pβ if x ∈ Ω ∩ {|x| < 1},
|x|−p(γ+1) if x ∈ Ω ∩ {|x| ≥ 1}.

If s = p, 1 < q < p we have two more cases: for β, µ < (γ + 1) we prove
bifurcation from infinity, precisely, there exists a branch of solutions
(λ, uλ) ∈ (0, λ1(ωβ)) × L∞(Ω) to problem (Pλ) bifurcating to the left
from infinity at the associated first eigenvalue λ1(ωβ). As a consequence,
we prove that for β = (γ + 1), µ ≤ (γ + 1), there exists a continuum
of solutions (λ, uλ) ∈ (0, λγ,N,p) × Ep,γ

Σ1
(Ω) bifurcating to the left from

infinity at λγ,N,p given as the best constant in the associated Hardy–
Sobolev inequality. The study of (Pλ) in these cases is done in Section 4.
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When β, µ < (γ + 1) and s = p < q < p∗γ,µ where:

(1.2) p∗γ,µ =


pN

N − p
if µ ≤ γ,

pN

N − p(γ + 1− µ)
if γ < µ < γ + 1,

we prove bifurcation from zero. Precisely, there exists an unbounded
branch of solutions Γβ ⊂ (0, λ1(ωβ)) × L∞(Ω), bifurcating to the left
from (λ1(ωβ), 0).

If we consider 1 < s < p < q < p∗γ,µ and β ≤ (γ +1), µ < (γ +1), we
prove that there exists a continuum of solutions bifurcating from (0, 0);
in L∞(Ω) if β < (γ + 1) and in Ep,γ

Σ1
(Ω) if β = (γ + 1), see Theorem 4.8

and Remark 4.13.

Finally, in Section 5, we extend the classical results about global Hölder con-
tinuity by using the De Giorgi and Stampacchia techniques ([11], [22]) adapted
to our framework.

2. Functional setting, boundedness and compactness

We will note the weighted Lebesgue space

Lr
α(Ω) =

{
u: Ω → R measurable,

∫
Ω

|u|r|x|−rα dx < ∞
}

for some α ∈ R. Given ϕ ∈ C∞(Ω) we set

‖ϕ‖p,γ =
( ∫

Ω

(|ϕ|p + |∇ϕ|p)|x|−pγ dx

)1/p

.

The Sobolev space D1,p
γ (Ω) is defined as the completion of C∞(Ω) with respect to

the norm ‖·‖p,γ . In a natural way, we define D1,p
0,γ(Ω) as the completion of C∞0 (Ω)

under the norm ‖ · ‖p,γ . In the space D1,p
0,γ(Ω), the norm ‖ · ‖p,γ is equivalent to

the norm of the gradient in Lp
γ(Ω), because of the Poincarè inequality.

The natural space where we look for solutions to (Pλ) is

(2.1) Ep,γ
Σ1

(Ω) = {v ∈ D1,p
γ (Ω) : v = 0 on Σ1},

which can also be defined as the closure of C1
c (Ω ∪ Σ2) with the norm ‖ · ‖p,γ .

Taking into account that HN−1(Σ1) 6= 0, we have that, as before, the norm
‖ · ‖p,γ in Ep,γ

Σ1
(Ω) is equivalent to the norm of the gradient in Lp

γ(Ω). As a
consequence, from now on we shall use the notation

‖ϕ‖p
Ep,γ

Σ1
(Ω)

= ‖ϕ‖p
p,γ =

∫
Ω

|x|−pγ |∇ϕ|p dx for all ϕ ∈ Ep,γ
Σ1

(Ω).

We start formulating an extension of a Picone Identity in [19], that will be useful
in the sequel.
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Lemma 2.1 (Picone). Let v > 0, u ≥ 0 two differentiable functions, then

(2.2) |x|−pγ |∇u|p ≥ |x|−pγ∇
(

up

vp−1

)
|∇v|p−2∇v.

There is a more general form of the Picone Identity in [2] for entropy solu-
tions. We will use the following particular case of the Caffarelli–Kohn–Nirenberg
inequalities (see [7]).

Proposition 2.2 (Caffarelli–Kohn–Nirenberg). Let r, γ and β be real con-
stants such that

(2.3) p ≥ 1 and r,
1
p
− γ

N
,

1
r
− β

N
> 0.

Then there exists a positive constant C such that for all u ∈ C∞0 (RN ) we have

(2.4) ‖|x|−βu‖Lr ≤ C‖|x|−γ |∇u|‖Lp ,

if and only if

(2.5)
1
r
− β

N
=

1
p
− γ + 1

N
and 0 ≤ β − γ ≤ 1.

Furthermore, on any compact set in parameter space in which (2.3) and (2.5)
hold, the constant C is bounded.

We observe that in the limit cases we have for β = γ, r = p∗ the corresponding
Sobolev inequality. And the case β = (γ + 1), r = p which corresponds to the
Hardy inequality.

Remarks 2.3. We define the constant

λγ,N,p = inf
u∈D1,p

0,γ(Ω)

u 6≡0

‖|x|γ |∇u|‖p
p

‖|x|γ+1u‖p
p

,

taking into account that −∞ < γ < (N − p)/p, we have that 0 < λγ,N,p =
((N − p(γ + 1))/p)p < ∞. In the case of Neumann problem, it is clear that
λγ,N,p = 0, because the infimum is attained by constant functions. When we
take the infimum over the space Ep,γ

Σ1
(Ω), we have that the new constant denoted

by λγ,N,p(Σ1) verifies λγ,N,p(Σ1) ≤ λγ,N,p because of the inclusion D1,p
0,γ(Ω) ⊂

Ep,γ
Σ1

(Ω). Moreover, λγ,N,p(Σ1) > 0, to prove it we use the Picone identity as
follows: consider the quotient

Q(u) =
‖|x|γ |∇u|

∥∥p

p∥∥|x|γ+1u‖p
p

,
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and we take the infimum of Q in Ep,γ
Σ1

(Ω). Define ω(x) = |x|α for some constant
α < 0 with |α| small enough such that |α|(p − 1) < N − p(γ + 1). Given
a minimizing sequence {vn} to λγ,N,p(Σ1), by Picone identity (2.2),∫

Ω

|∇vn|p|x|−pγ dx ≥
∫

Ω

|x|−pγ

〈
∇

(
vp

n

ωp−1

)
, |∇ω|p−2∇ω

〉
dx

=
∫

Ω

(−∆p,γω)
vp

n|x|−p(γ+1)

ωp−1|x|−p(γ+1)
dx−

∫
Σ2

|x|−pγ vp
n

ωp−1

∣∣∣∣∂ω

∂ν

∣∣∣∣ dσ(x)

≥ c(c0, α)
∫

Ω

vp
n

|x|p(γ+1)
dx− c(Σ2, c0, α)

∫
Ω

|∇vn|p|x|−pγ dx,

where we have used the Trace Theorem in the last inequality. Then we conclude
that Q(vn) ≥ C > 0 where C depends only on Σ2, c0 and α.

Notation. Along this work we will note |E|m =
∫

E
|x|m dx, for any mea-

surable set E ⊂ RN .

Before proving the L∞-regularity we enunciate an iteration lemma by Stam-
pacchia (see [23]) that we will use.

Lemma 2.4. Let ϕ be a real function verifying:

(a) ϕ(t) ≥ 0 for all t ≥ 0,
(b) ϕ is non-increasing,
(c) if h > k > k0, ϕ(h) ≤ C(ϕ(k))ν/(h− k)κ, with positive constants κ,

ν, C.

Then, there exist positive constants s0, s1, and s2 such that:

(a) if ν > 1, ϕ(k0 + d) = 0, where dκ = s0C(ϕ(k0))ν−1,
(b) if ν = 1, ϕ(h) ≤ ϕ(k0) exp[s1 − ρ(h− k0)], where ρ = (s2C)−1/κ,
(c) if ν < 1 and k0 > 0, ϕ(h) ≤ (s1C

κ/(1−ν) + s2k
κ/(1−ν)
0 ϕ(k0))h−κ/(1−ν).

Theorem 2.5. Let u ∈ Ep,γ
Σ1

(Ω) be a solution to problem{
−∆p,γu = f in Ω,

B(u) = 0 on ∂Ω,

with −∞<γ < (N − p)/p, f ∈Lr
η(Ω) for some r >N/p, and η =−p∗γ(r − 1)/r.

Then u ∈ L∞(Ω).

Proof. Consider vk = sign(u)(|u|−k)+, then vk ∈ Ep,γ
Σ1

(Ω) and uxi = (vk)xi

in A(k) = {x ∈ Ω : |u(x)| > k}. Using vk as test function in −∆p,γu = f we
obtain

(2.6)
∫

A(k)

|∇vk|p|x|−pγ dx = λ

∫
Ω

fvk dx

≤
( ∫

A(k)

vp∗

k |x|−p∗γ dx

)1/p∗( ∫
Ω

|f |r|x|(γ+ε)r dx

)1/r( ∫
A(k)

dx

|x|εs

)1/s

,



244 E. Colorado — I. Peral

with 1/p∗ + 1/r + 1/s = 1, ε > 0. Then we conclude that( ∫
A(k)

|vk|p
∗
|x|−p∗γ dx

)(p−1)/p∗

≤ C

( ∫
A(k)

dx

|x|εs

)1/s

.

Assume that 0 < k < h, then A(h) ⊂ A(k) and as a consequence,

(h− k)p−1

( ∫
A(h)

|x|−p∗γ dx

)(p−1)/p∗

≤
( ∫

A(k)

|vk|p
∗
|x|−p∗γ dx

)(p−1)/p∗

.

By the last two inequalities and taking εs = p∗γ, we get

(h− k)p−1|A(h)|(p−1)/p∗

−p∗γ ≤ Cµ|A(k)|1/s
−p∗γ ,

defining φ(t) = |A(t)|−p∗γ we have

φ(h) ≤ C

(h− k)p∗
[φ(k)]p

∗/(s(p−1)).

Now we conclude by Lemma 2.4(a), because ν = p∗/(s(p− 1)) > 1 if and only if
r > N/p, where ε = p∗γ/s and γ + ε = γp∗(r − 1)/r. �

When the second member, f , is a power of u, we prove the next result.

Lemma 2.6. Let u ∈ Ep,γ
Σ1

(Ω) be a solution to problem{
−∆p,γu = |x|−qµ|u|q−2u in Ω,

B(u) = 0 on ∂Ω,

with q < p∗γ,µ, µ < (γ + 1). Then u ∈ L∞(Ω).

Proof. Following the notation of the proof to Theorem 2.5, taking vk as a
test function and the measure d% = dx/|x|p

∗
γ,µµ,

(2.7)
∫

A(k)

|∇vk|p|x|−pγ dx =
∫

A(k)

|u|q−2uvk|x|−qµ dx

=
∫

A(k)

|u|q−2uvk|x|−qµ|x|p
∗
γ,µµ dx

|x|p∗γ,µµ

≤
( ∫

A(k)

|u|p
∗
γ,µ d%

)(q−1)/p∗γ,µ
( ∫

A(k)

v
p∗γ,µ

k d%

)1/p∗γ,µ

·
( ∫

Ω

|x|(p
∗
γ,µµ−qµ)r d%

)1/r( ∫
A(k)

d%

)1/s

where 1/r + q/p∗γ,µ + 1/s = 1. To do that we need to prove

1−
(

1
r

+
q

p∗γ,µ

)
> 0 and r > 1,

but this is clear because the first inequality is equivalent to r > p∗γ,µ/(p∗γ,µ − q),
and then r > 1. Also, we point out that the first term on the right hand
side of (2.7) is bounded because u ∈ Ep,γ

Σ1
(Ω), and taking into account that
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(p∗γ,µ−q)µr−p∗γ,µγ > −N is equivalent to 0 > −N by taking r = p∗γ,µ/(p∗γ,µ − q),
then the third term on the right hand side of (2.7) is bounded, hence we conclude
that

(2.8)
( ∫

A(k)

v
p∗γ,µ

k d%

)(p−1)/p∗γ,µ

≤ C

( ∫
A(k)

d%

)1/s

.

On the other hand,

(2.9) (h− k)p−1|A(h)|(p−1)/p∗γ,µ

−p∗γ,µµ ≤
( ∫

A(k)

v
p∗γ,µ

k d%

)(p−1)/p∗γ,µ

for all h > k > 0, hence by (2.8), (2.9) we obtain

(2.10) |A(h)|−p∗γ,µµ ≤
C

(h− k)p∗γ,µ
|A(k)|(p

∗
γ,µ/(p−1))(1−1/r−q/p∗γ,µ)

−p∗γ,µµ .

In order to apply Lemma 2.4 we take

ϕ(t) = |A(t)|−p∗γ,µµ, κ = p∗γ,µ and ν =
p∗γ,µ

p− 1

(
1− 1

r
− q

p∗γ,µ

)
> 0.

Now if ν > 1, we conclude by Lemma 2.4(a). If ν ≤ 1, Lemma 2.4 permit us
to improve the integrability of u by an exponent greater than p∗. Then we can
iterate the process of estimate |A(h)|−p∗γ,µµ and the exponent increases in each
step. Therefore, in the case ν = 1 we finish in the first iteration, and if ν < 1,
defining

ν0 =
p∗γ,µ

p− 1

(
1− 1

r
− q

p∗γ,µ

)
,

by Lemma 2.4(c), the new exponent of integrability q0 of u is in the interval
q0 ∈ (p∗γ,µ, p∗γ,µ/(1− ν0)). Iterating the argument, in a finite number of steps,
we finish. �

Corollary 2.7. Let u ∈ Ep,γ
Σ1

(Ω) be a solution to problem{
−∆p,γu = |x|−pβ |u|p−2u in Ω,

B(u) = 0 on ∂Ω,

with β < (γ + 1). Then u ∈ L∞(Ω).

The proof follows as a particular case of Lemma 2.6.

Lemma 2.8. Assume that

(2.11)
1
r
− β

N
>

1
p
− γ + 1

N
and 0 ≤ (β − γ) ≤ 1.

Then, if u ∈ Ep,γ
Σ1

(Ω),

(a) ‖|x|−βu‖Lr(Ω) ≤ C(Ω)‖|x|−γ |∇u|‖Lp(Ω),
(b) the above inclusion is compact.
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Proof. The first part is a consequence of the Hölder and Caffarelli–Kohn–
Nirenberg inequalities.

Let {uk} be a sequence in Ep,γ
Σ1

(Ω) such that ‖|∇uk||x|−γ‖Lp(Ω) < M < ∞.
Then there exists a subsequence weakly convergent to a function u ∈ Ep,γ

Σ1
(Ω).

By the classical Sobolev Theorem, for some subsequence,

(2.12)

ukn
→ u a.e. in Ω \B1/n(0),

ukn
→ u in Lr

β(Ω \B1/n(0)),

ukn → u in Lr(Ω \B1/n(0)).

The diagonal subsequence unn
which will be denoted by un, converges a.e. in Ω.

We denote ωn = un − u, then by (2.12), ωn → 0 a.e. in Ω, moreover,

(2.13)
∫

Ω

|ωn|r|x|−βr dx

≤
( ∫

Ω

|ωn|p
∗
|x|−p∗γ dx

)r/p∗( ∫
Ω

|x|r(γ−β)p∗/(p∗−r) dx

)(p∗−r)/p∗

.

In the last inequalities we require that β, r will verify

(H) r(γ − β)p∗/(p∗ − r) > −N .

But (H) is equivalent to the first inequality in (2.11), because

r[(β − γ)p∗ + N ] < Np∗

is equivalent to
1
r

>
β

N
+

1
p∗
− γ

N
=

β

N
+

1
p
− γ + 1

N
.

We use a Vitali type argument, by the Egorov Theorem and (H), we have that
for all ε > 0 there exists a measurable set Aε ⊂ Ω with |Ω \ Aε| < ε such that
ωn → 0 uniformly in Aε. Therefore

(2.14)
∫

Ω

|ωn|r|x|−βr dx ≤
∫

Aε

|ωn|r|x|−βr dx +
∫

Ω\Aε

|ωn|r|x|−βr dx

≤
∫

Aε

|ωn|r|x|−βr dx + C

( ∫
Ω

|∇ωn|p|x|−pγdx

)r/p

·
( ∫

Ω\Aε

|x|r(γ−β)p∗/(p∗−r) dx

)(p∗−r)/p∗

,

where ∫
Aε

|ωn|r|x|−βrdx → 0 as n →∞

because ωn → 0 as n →∞ uniformly in Aε and −rβ > −N by hypothesis (2.11),∫
Ω

|∇ωn|p|x|−pγ dx ≤ C uniformly in n,
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moreover, by (H) it is clear that there exists s > 1 such that sr(γ−β)p∗/(p∗ − r)
> −N , then by Hölder inequality,∫

Ω\Aε

|x|r(γ−β)p∗/(p∗−r) dx

≤
( ∫

Ω\Aε

|x|sr(γ−β)p∗/(p∗−r) dx

)1/s

|Ω \Aε|1−1/s ≤ Cεδ

where δ = 1 − 1/s > 0 and C > 0 is a constant which depends on Ω, r, γ − β

and N . Then we conclude that

0 ≤ lim sup
ε→0

(
lim sup

n→∞

∫
Ω

|ωn|r|x|−βr dx

)
≤ C lim sup

ε→0
εδ = 0. �

Corollary 2.9. Assume β < (γ + 1) and −∞ < γ < (N − p)/p. Then we
have the following compact inclusions, Ep,γ

Σ1
(Ω) ↪→↪→ Lp

β(Ω).

Proof. We divide the proof in two steps.
Step 1. If γ ≤ β the proof is an immediate consequence of Lemma 2.8.
Step 2. If β < γ, we have that∫

Ω

|x|−βr|u|r dx ≤
∫

Ω

|x|−β0r|u|r|x|(β0−β)r dx ≤ C

∫
Ω

|x|−β0r|u|r dx

for some β < γ < β0 < (γ + 1). Hence we conclude as before. �

3. Construction of an eigenvalue sequence
by minimax techniques and properties of the first one

3.1. Construction of an eigenvalue sequence by minimax techniques.
In this subsection we will study the eigenvalue problem

(EPβ
γ )

{
−∆p,γu = λ|x|−pβ |u|p−2u in Ω,

B(u) = 0 on ∂Ω,

with Ω, γ as in the introduction and β < (γ + 1).
We will prove the existence of an eigenvalue sequence λk(β) ⊂ R+, with

λk(β) → ∞ as k → ∞ for which problem (EPβ
γ ) has nontrivial solution. To

prove the positiveness, we consider the associated functional

J (u) =
1
p

∫
Ω

|x|−pγ |∇u|p dx− λ

p

∫
Ω

|x|−pβ |u|p dx

defined in Ep,γ
Σ1

(Ω). If u0 is a solution to problem (EPβ
γ ) then J ′(u0) = 0 and

therefore,

0 = 〈J ′(u0), u0〉 =
∫

Ω

|x|−pγ |∇u0|p dx− λ

∫
Ω

|x|−pβ |u0|p dx.
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Taking into account that for β < (γ + 1), Ep,γ
Σ1

(Ω) ⊂ Lp
β(Ω) it follows that

0 ≥
∫

Ω

|x|−pγ |∇u0|p dx− λC

∫
Ω

|x|−pγ |∇u0|p dx,

as a consequence we have λ ≥ 1/C, where C > 0 is the best constant in the
Hardy–Sobolev inequality ‖u‖p

Lp
β(Ω)

≤ C‖|∇u|‖p
Lp

γ(Ω)
that is a consequence of

the Caffarelli–Kohn–Nirenberg inequalities [7].

Remark 3.1. The best constant of the above Hardy–Sobolev inequality in
bounded regular domains and with mixed boundary conditions depends in gen-
eral on Ω. See [24] and [10].

Once we have proved the L∞-regularity and the compactness in the above
section, we will briefly explain an adaptation to our framework of that in [12] to
construct a sequence of eigenvalues, where the method used follows the ideas of
Amann [3], i.e. the Lusternik–Schnirelman theory.

Consider the manifold

Mα =
{

u ∈ Ep,γ
Σ1

(Ω) :
1
p

∫
Ω

|x|−pγ |∇u|p dx = α

}
and we define the functional

b(u) =
1
p

∫
Ω

|x|−pβ |u|p dx.

Then we look the eigenvalues as critical points of the functional b restricted to
the manifold Mα by using the mini-max method. Following the strategy of [12],
we can formulate the following results on the existence of an eigenvalue sequence.

Theorem 3.2. Consider Ck = {C ⊂ Mα : C is compact, C =−C and γ(C)
≥ k} where γ( · ) is the genus (see [21] for a definition and its properties). Define

νk = sup
C∈Ck

min
u∈C

b(u).

Then νk > 0, and there exists uk ∈ Mα solution to (EPβ
γ ) with b(uk) = νk,

λk = α/νk.

To finish this subsection, it can be proved that the sequence of critical values
{νk} is infinite, namely that we have a sequence of eigenvalues.

Proposition 3.3. Let νk defined as in Theorem 3.2, then limk→∞ νk = 0.
As a consequence, λk = αν−1

k →∞ as k →∞.

The proofs of the results of this subsection are a little modification of that
in [12] once we have the required compactness in Corollary 2.9. We omit it
because of the extension of the paper.
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3.2. Properties of the first eigenvalue to problem (EPβ
γ ). We consider

the problem

(EPβ
γ )

{
−∆p,γu = λ|x|−pβ |u|p−2u in Ω,

B(u) = 0 on ∂Ω,

with −∞ < γ < (N − p)/p, β < (γ + 1) and Ω ⊂ RN is a smooth bounded
domain with 0 ∈ Ω. The first eigenvalue is given by

λ1(β) = inf
{ ∫

Ω

|x|−pγ |∇u|p dx : u ∈ Ep,γ
Σ1

(Ω), ‖u‖Lp
β(Ω) = 1

}
.

We prove that the classical properties to the first eigenvalue of the Dirichlet prob-
lem with the p-Laplace operator, i.e. λ1(β) is simple and isolated, are satisfied
also for mixed Dirichlet–Neumann problem with the operator ∆p,γ .

Theorem 3.4. The first eigenvalue to problem (EPβ
γ ), λ1(β), is simple and

isolated.

The proof of this theorem follows as a consequence of the next four lemmas.

Lemma 3.5. Every eigenfunction u1 corresponding to λ1(β) does not change
sign in Ω, i.e. either u1 > 0 or u1 < 0 in Ω.

Proof. If v is an eigenfunction corresponding to the first eigenvalue, also
u = |v| is a solution of the minimization problem and then an eigenfunction. By
the strong maximum principle (see [16]) u > 0 and then v has constant sign. �

Lemma 3.6. λ1(β) is simple, i.e. if u, v are two eigenfunctions corresponding
to the first eigenvalue λ1(β), then u = αv for some α ∈ R.

The proof of this lemma is similar to that in [17] with the appropriate changes
to our framework.

Lemma 3.7. If v is an eigenfunction corresponding to the eigenvalue λ > 0,
λ 6= λ1(β), then v changes sign in Ω, i.e. v+ 6≡ 0 6≡ v− and

|Ω−|−pβ ≥ (λC)−(p+ε)/ε for some ε = ε(β) > 0,

where Ω− = {x ∈ Ω : v(x) < 0}.

Proof. If we take v− as a test function, by Hölder inequality for some
ε(β) > 0,∫

Ω

|x|−pγ |∇v|p dx = λ

∫
Ω

|x|−pβ(v−)p dx

≤ λ

( ∫
Ω

|x|−pβ(v−)p+ε dx

)p/(p+ε)

|Ω−|ε/(p+ε)
−pβ .

Then by Hardy–Sobolev inequality and (3.1) we obtain |Ω−|−pβ ≥ (λC)−(p+ε)/ε,
where C is the optimal constant in the Hardy–Sobolev inequality. �
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Lemma 3.8. λ1(β) is isolated; that is, λ1(β) is the unique eigenvalue in [0, a]
for some a > λ1(β).

Proof. Let λ ≥ 0 be an eigenvalue and v a corresponding eigenfunction.
λ ≥ λ1(β) because λ1(β) is the infimum, then, λ1(β) is left-isolated. We argue
by contradiction, i.e. we assume there exists a sequence of eigenvalues {λk},
λk 6= λ1(β) which converges to λ1(β). Let {uk} be a corresponding sequence of
eigenfunctions with ‖uk‖p,γ = 1. We can extract a subsequence, denoted again
by {uk}, weakly convergent in Ep,γ

Σ1
(Ω), strongly in Lp

β(Ω) and almost everywhere
in Ω to a function u ∈ Ep,γ

Σ1
(Ω) (to simplify, we denote E = Ep,γ

Σ1
(Ω) and E∗ its

dual space). Then we have that p is subcritical, hence by Hölder inequality
we get

‖(|uk|p−2uk − |u|p−2u)|x|−pβ‖E∗

= sup
‖ϕ‖E=1

|〈(|uk|p−2uk − |u|p−2u)|x|−pβ , ϕ〉|

≤C sup
‖ϕ‖E=1

|〈(|uk|p−2uk − |u|p−2u)|x|−pβ , ϕ〉|

≤C sup
‖ϕ‖E=1

‖ϕ‖Lp
β(Ω)‖(|uk|p−2uk − |u|p−2u)‖Lr

β(Ω) → 0 as k →∞,

where r = p/(p − 1). Since uk = (−∆p,γ)−1(λk|x|−pβ |uk|p−2uk), and it is not
difficult to see that the operator (−∆p,γ)−1 is continuous from E∗ to E, we have
that the subsequence {uk} converges strongly to u in E, and subsequently, u is
an eigenfunction corresponding to λ1(β) with ‖u‖p,γ = 1. Hence, by applying
the Egorov Theorem ([6, Theorem IV.28]) to sequence {uk}, we have that for
all 0 < ε � 1, there exists a measurable set Aε ⊂ Ω such that |Ω \ Aε| ≤ ε

and {uk} converges uniformly to u in Aε. As a consequence for k large enough
we have that uk is positive in Aε, that is a contradiction with the conclusion of
Lemma 3.7. �

4. Bifurcation

Along this section we will consider −∞ < γ < (N − p)/p; β, µ ≤ (γ + 1),
and the critical exponent p∗γ,µ defined in (1.2). Hence the term |x|−qµuq−1 is
“subcritical”, if q < p∗γ,µ. Along this section we will assume that λγ,N,p(Σ1) =
λγ,N,p, i.e. λγ,N,p(Σ1) is not achieved in Ep,γ

Σ1
(Ω), see [10] for more details.

We start with a nonexistence result via a Pohozaev-type identity.

Theorem 4.1. Assume γ ≤ µ ≤ (γ +1), Ω ⊂ RN is a bounded domain veri-
fying 0 ∈ Ω, 〈x, ν〉 > 0 on Σ1, 〈x, ν〉 = 0 on Σ2; where ν is the outwards unitary
normal to ∂Ω. Then the double critical problem (Pλ) as in the introduction with

fλ(x, u) = λ
up−1

|x|p(γ+1)
+ |x|−p∗γ,µµup∗γ,µ−1,
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has not positive solution.

Proof. We assume we have the necessary regularity in the following oper-
ation, if not, we can use an approximation argument as in [15]. Multiplying in
the equation of (Pλ) by 〈x,∇u〉 and integrating by parts, we obtain

(4.1)
N − p(γ + 1)

p

∫
Ω

|x|−pγ |∇u|p dx +
p− 1

p

∫
Σ1

〈x, ν〉|x|−pγ |∇u|p dσ

− 1
p

∫
Σ2

〈x, ν〉|x|−pγ |∇u|p dσ

=λ
N − p(γ + 1)

p

∫
Ω

up

|x|p(γ+1)
dx +

N − p∗γ,µµ

p∗γ,µ

∫
Ω

up∗γ,µ

|x|p∗γ,µµ dx

−
∫

Σ2

〈x, ν〉
(

λup

p|x|p(γ+1)
+

up∗γ,µ

p∗γ,µ|x|p
∗
γ,µµ

)
dσ.

If u would be a solution to problem (Pλ) then

(4.2)
∫

Ω

|x|−pγ |∇u|p dx = λ

∫
Ω

up

|x|p(γ+1)
dx +

∫
Ω

up∗γ,µ

|x|p∗γ,µµ dx.

As a consequence, by (4.1) and (4.2) we conclude that

p− 1
p

∫
Σ1

〈x, ν〉|x|−pγ |∇u|p dσ − 1
p

∫
Σ2

〈x, ν〉|x|−pγ |∇u|p dσ(4.3)

=
(

N − p∗γ,µµ

p∗γ,µ

− N − p(γ + 1)
p

) ∫
Ω

up∗γ,µ

|x|p∗γ,µµ dx

−
∫

Σ2

〈x, ν〉
(

λup

p|x|p(γ+1)
+

up∗γ,µ

p∗γ,µ|x|p
∗
γ,µµ

)
dσ.

Therefore the second member in (4.3) is zero and the first member is positive,
that is a contradiction. �

In particular we deduce that there are no positive solutions of (Pλ) in the
hypotheses of Theorem 4.1 in any appropriate cone with zero Neumann boundary
condition in the lateral surface, and zero Dirichlet boundary condition in the
complementary. This result is an extension of [18].

We remark that in problem (Pλ) if fλ(x, u) is at most p-linear in u, we have
uniqueness of solution. For the sake of completeness we include the proof of
a comparison result which imply directly the uniqueness.

Lemma 4.2 (Comparison). Assume that µ ≤ (γ + 1), q < p. Let v, u be a
subsolution and a supersolution respectively in Ep,γ

Σ1
(Ω) of the problem

(4.4)


−∆p,γω = λ

ωp−1

|x|p(γ+1)
+ |x|−qµωq−1 in Ω,

ω > 0 in Ω,

B(ω) = 0 on ∂Ω.
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Then v ≤ u.

Proof. We consider
−∆p,γu

up−1
− −∆p,γv

vp−1
≥ |x|−qµ(uq−p − vq−p).

Multiplying by the test function (vp−up)+ and integrating in the last inequality
we obtain:∫

Ω

(
−∆p,γu

up−1
−−∆p,γv

vp−1

)
(vp−up)+ dx ≥

∫
Ω

|x|−qµ(uq−p−vq−p)(vp−up)+ dx ≥ 0.

Let ω = (vp − up)+ be a test function with gradient

∇ω = p(vp−1∇v − up−1∇u)χ[v>u]

then we have∫
Ω

(
−∆p,γu

up−1
− −∆p,γv

vp−1

)
ω dx

=
∫

Ω

|x|−pγ

(
|∇u|p−2

〈
∇u,∇

(
ω

up−1

)〉
− |∇v|p−2

〈
∇v,∇

(
ω

vp−1

)〉)
dx

=
∫

Ω

|x|−pγ |∇u|p−2

〈
∇u, p

vp−1

up−1
∇v −

(
p +

p− 1
up

(vp − up)
)
∇u

〉
χ[v>u] dx

+
∫

Ω

|x|−pγ |∇v|p−2

〈
∇v, p

up−1

vp−1
∇u−

(
p− p− 1

vp
(vp − up)

)
∇v

〉
χ[v>u] dx

=
∫

Ω

|x|−pγ

(
p
vp−1

up−1
|∇u|p−2〈∇u,∇v〉 − |∇u|p

(
1− (p− 1)

vp

up

))
χ[v>u] dx

+
∫

Ω

|x|−pγ

(
p
up−1

vp−1
|∇v|p−2〈∇v,∇u〉 − |∇v|p

(
1− (p− 1)

up

vp

))
χ[v>u] dx.

By Picone’s identity, Lemma 2.1, we have that the last two terms in the above
equality are nonpositive, as a consequence, meas([v > u]) = 0. �

4.1. Bifurcation from infinity. In this subsection we study phenomena
of bifurcation from infinity. We consider the problem

(Pωβ
γ )


−∆p,γu = λup−1ωβ(x) + |x|−qµuq−1 in Ω,

u > 0 in Ω,

B(u) = 0 on ∂Ω,

with 1 < q < p, −∞ < γ < (N−p)/p; β, µ < (γ+1), and the function ωβ defined
by (1.1) at the introduction. We point out that ωβ(x) is a little modification
of the potential |x|−pβ , for which we have proved, in Section 3, the existence
of an infinite sequence of eigenvalues and the properties of the first one. The
same computations can be done with ωβ(x) instead of |x|−pβ . Precisely, we
prove in Theorem 4.6 that λ1(ωβ) (which will denote the first eigenvalue to the
associated eigenvalue problem to (Pωβ

γ ) that we will call (EPωβ
γ )) is the unique
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bifurcation point from infinity of positive solutions to problem (Pωβ
γ ). Moreover,

there exists a branch of solutions (λ, uλ) to problem (Pωβ
γ ) such that ‖uλ‖∞ →∞

as λ ↗ λ1(ωβ).
At the end of this subsection, as a consequence of the bifurcation to problem

(Pωβ
γ ) and following [14] with the appropriate changes, we prove that λγ,N,p is

the unique bifurcation point from infinity of positive solutions to problem

(Pγ)


−∆p,γu = λ

up−1

|x|p(γ+1)
+ |x|−qµuq−1 in Ω, 1 < q < p, µ ≤ (γ + 1),

u > 0 in Ω,

B(u) = 0 on ∂Ω.

We formulate the precise result.

Theorem 4.3. λγ,N,p is the unique bifurcation point from infinity of posi-
tive solutions to problem (Pγ). Precisely, there exists a continuum of solutions
(λ, uλ) ∈ (0, λγ,N,p)×Ep,γ

Σ1
(Ω) to problem (Pλ), crossing the point (u0, 0), where

u0 is the unique solution to (Pγ) for λ = 0, and such that blows-up as λ ↗ λγ,N,p.

To study the bifurcation phenomena to problem (Pωβ
γ ), we use the change

v = λ1/(p−q)u, then v satisfies the equation −∆p,γv = λ(ωβ(x)vp−1+|x|−qµvq−1)
with v > 0 in Ω and B(v) = 0 on ∂Ω. In the sequel we denote f(x, s) =
ωβ(x)sp−1 + |x|−qµsq−1. In these terms we can follow the strategy of [4]. We
will work in the Banach space Y = {u ∈ C(Ω) : u = 0 on ∂Ω}, endowed with the
norm ‖ · ‖∞; we also set Br = {u ∈ Y : ‖u‖∞ < r}. Consider the map

Φλ:Y → Y, Φλ(u) = u− (−∆p,γ)−1(λf(x, u)).

Taking into account the regularity obtained in Section 5, Φλ is a compact per-
turbation of the identity. To study the bifurcation from infinity of solutions to
problem (Pβ

γ ) we set z = u/‖u‖2∞, u 6≡ 0, and consider

Ψλ(z) = z − ‖z‖2∞
[
(−∆p,γ)−1

(
λf

(
x,

z

‖z‖2∞

))]
, z 6= 0, Ψλ(0) = 0.

Then λ is a bifurcation point from the trivial solution for Ψλ(z) = 0 if and only
if λ is a bifurcation point from infinity for Φλ(u) = 0.

The following lemmas are in order.

Lemma 4.4. For λ ∈ (0, λ1(ωβ)) we have i(Ψ, 0, 0) = 1.

Proof. Given 0 < λ∗ < λ1(ωβ) there exists R > 0 such that Ψλ(u) 6= 0
provided λ ∈ [0, λ∗] and u ∈ Y with ‖u‖∞ ≥ R. Otherwise, there exists a se-
quence {(uk, λk)} such that ‖uk‖∞ → ∞, λk → λ and Ψλk

(uk) = 0. Letting
vk = uk‖uk‖−1

∞ , by the properties of f and the elliptic regularity given in Theo-
rem 5.1 allow us to conclude that, up to a subsequence, vk → v uniformly. And,
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taking into account that uk = −∆−1
p,γ(λkf(x, uk)) we obtain

−∆p,γ(vk) = λk(ωβ(x)vp−1
k + |x|−qµvq−1

k ‖uk‖q−p
∞ ).

By passing to the limit as k → ∞ we get −∆p,γv = λωβ(x)vp−1. Moreover,
v ≥ 0 and ‖v‖∞ = 1. Hence by Lemmas 3.5 and 3.7, λ = λ1(ωβ) 6∈ [0, λ∗], that
is a contradiction.

It follows that Ψtλ(z) 6= 0, for all t ∈ [0, 1] and all z with 0 < ‖z‖∞ ≤ R−1.
Therefore, for any 0 < ε ≤ R−1 and the invariance by homotopy yields that

deg(Ψλ, Bε, 0) = deg(Id,Bε, 0) = 1. �

Lemma 4.5. For all λ > λ1(ωβ) we have i(Ψ, 0, 0) = 0.

Proof. We claim that if λ > λ1(ωβ), there exists R > 0 such that{
−∆p,γ(u) = λf(x, u) + τ in Ω,

B(u) = 0 on ∂Ω

has not positive solution with ‖u‖∞ ≥ R, for all τ ≥ 0.
Assume by contradiction that there exist two sequences {uk} and {τk} ⊂ R+

such that ‖uk‖∞ → ∞ as k → ∞, and −∆p,γ(uk) = λf(x, uk) + τk. Then
vk = uk‖uk‖−1

∞ verifies

(4.5) −∆p,γvk = λ(ωβ(x)vp−1
k + |x|−qµvq−1

k ‖uk‖q−p
∞ ) + τk‖uk‖1−p

∞ .

Passing to a subsequence, we can assume that vk → v uniformly and either
(a) τk‖uk‖1−p

∞ → c ≥ 0,
or

(b) τk‖uk‖1−p
∞ →∞.

In the case (a), the right hand side of (4.5) remains bounded in Y , and we
can assume, up to a subsequence, that vk → v ∈ Y uniformly. Hence, taking
limits,

−∆p,γv = λωβ(x)vp−1 + c ≥ (λ1 + ε)ωβ(x)vp−1 ≥ 0 for all 0 < ε ≤ λ−λ1(ωβ).

Then, taking ρφ1 with 0 < ρ � 1, φ1 a positive eigenfunction with ‖φ1‖∞ = 1,
and by the iteration method with ρφ1, v we arrive to a contradiction with the
isolation of λ1, see Theorem 3.4.

In the case (b), for k large enough we have

−∆p,γvk ≥ λωβ(x)vp−1
k ≥ 0,

and we conclude as in the case (a).
In particular we can conclude that

−∆p,γu = λf(x, u) + t‖u‖2(p−1)
∞
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has not positive solution if ‖u‖∞ ≥ R, for all t ∈ [0, 1]. Letting z = u‖u‖−2
∞ , one

infers that
−∆p,γ(z) = ‖z‖2(p−1)

∞ λf(x, z‖z‖−2
∞ ) + t

has not positive solution if 0 < ‖z‖∞ ≤ R−1, for all t ∈ [0, 1]. Hence the
homotopy H: [0, 1]× Y → Y ,

H(t, z) = z − (−∆−1
p,γ(‖z‖2(p−1)

∞ f(x, z‖z‖−2
∞ ) + t))

verifies H(t, z) 6= 0 for all z ∈ Y with 0 < ‖z‖∞ ≤ R−1 and for any t ∈ [0, 1].
Therefore, for all 0 < ε ≤ R−1 we get

deg(Ψλ, Bε, 0) = deg(H(0, · ), Bε, 0) = deg(H(1, · ), Bε, 0) = 0. �

Theorem 4.6. Let λ1(ωβ) be the first eigenvalue to problem (EPωβ
γ ). Then,

λ1(ωβ) is the unique bifurcation point from infinity of positive solutions to prob-
lem (Pωβ

γ ). Precisely, there exists a branch of solutions Σβ to problem (Pωβ
γ )

such that ‖uλ‖∞ →∞ as λ ↗ λ1(ωβ).

Proof. The arguments are similar to those in [4] and we will be sketchy.
We have that, by Lemma 4.4, i(Ψλ) = 1 for all 0 < λ < λ1(ωβ), while, by
Lemma 4.5, i(Ψλ) = 0 for all λ > λ1(ωβ), where i( · ) means the Leray–Schauder
index with respect to 0. This change of index permit to show that the solutions
of Ψλ = 0 contains a continuum branching off (λ1(ωβ), 0), which corresponds a
branch of solutions to problem (Pωβ

γ ) emanating from ∞ at λ = λ1(ωβ). �

Now we compare the best constant in the Hardy–Sobolev inequality with the
approximating eigenvalue problems, (EPωβ

γ ). (See [13]).

Lemma 4.7. Let λ1(ωβ) be the first eigenvalue to problem (EPωβ
γ ) as before.

Then λ1(ωβ) ≥ λγ,N,p, and moreover, limβ↗(γ+1) λ1(ωβ) = λγ,N,p.

Proof. The first inequality follows immediately from the definition of the
first eigenvalue by the Rayleigh quotient. Also it is easy to see that {λ1(ωβ)} is
a nonincreasing sequence. Then we have to prove that the limit cannot bigger
than λγ,N,p. Assume by contradiction that lim

β↗(γ+1)
λ1(ωβ) = λγ,N,p + ρ. Then,

we can choose ϕ ∈ Ep,γ
Σ1

(Ω) such that∫
Ω
|x|−pγ |∇ϕ|p dx∫

Ω
|x|−p(γ+1)ϕp dx

≤ λγ,N,p +
ρ

2
.

Therefore,

λ1(ωβ) ≤
∫
Ω
|x|−pγ |∇ϕ|p dx∫
Ω

ωβ(x)ϕp dx
,

that is a contradiction, because the last member in this inequality has to be
smaller than λγ,N,p + ρ for (γ + 1)− β > 0 sufficiently small. �

Next lemma is in order to prove Theorem 4.3.
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Lemma 4.8. Let {(uβ , µβ)} be the sequence of solutions to problems (Pωβ
γ ),

with λ = µβ such that

(a) (uβ , µβ) ∈ Σβ.
(b) µβ → λ0 ∈ (0, λγ,N,p) as β ↗ (γ + 1).
(c) ‖uβ‖Ep,γ

Σ1
(Ω) ≤ C for all β < (γ + 1).

Then there exists a subsequence uβn
= un that is a Palais–Smale sequence to the

functional

J(u, λ0) =
1
p

∫
Ω

|x|−pγ |∇u|pdx− λ0

p

∫
Ω

up

|x|p(γ+1)
dx− 1

q

∫
Ω

|x|−qµuq dx,

i.e. lim
n→∞

un = u, a solution to (Pγ) with λ = λ0.

Proof. By (c) there exists a subsequence uβn
= un such that un ⇀ u in

Ep,γ
Σ1

(Ω), un → u in Lq(Ω) and un → u a.e. in Ω. We will denote ωβn
= ωn,

then, since

0 = lim
n→∞

〈J ′(un, µn), φ〉

=λ0 lim
n→∞

∫
Ω

(|x|−p(γ+1) − ωn(x))up−1
n φ dx + 〈J ′(u, λ0), φ〉.

By Fatou’s Lemma it follows that

lim
n→∞

∣∣∣∣ ∫
Ω

(|x|−p(γ+1) − ωn(x))up−1
n φdx

∣∣∣∣
≤

∫
Ω

lim sup
n→∞

||x|−p(γ+1) − ωn(x)||un|p−1|φ| dx = 0.

Then we have proved that J ′(u, λ0) = 0. As a consequence of that and the
hypotheses,

0 = 〈J ′n(un)− J ′(u), un − u〉

= lim
n→∞

{ ∫
Ω

|x|−pγ〈|∇un|p−2∇un − |∇u|p−2∇u,∇(un − u)〉 dx

+
∫

Ω

(λ0|x|−p(γ+1)up−1 − µnωn(x)up−1
n )(un − u) dx

−
∫

Ω

|x|−qµ(uq−1
n − uq−1)(un − u) dx

}
.

If p ≥ 2, that limit is greater or equal than

o(1) + cp lim
n→∞

∫
Ω

|∇(un − u)|p dx

+ lim
n→∞

∫
Ω

(λ0|x|−p(γ+1)up−1 − µnωn(x)up−1
n )(un − u) dx.
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Moreover, since µn → λ0 as n →∞ and by Fatou’s Lemma

lim
n→∞

∫
Ω

(ωn(x)up−1
n − |x|−p(γ+1)up−1)(un − u) dx

= lim
n→∞

∫
Ω

(ωn(x)− |x|−p(γ+1))up−1(un − u) dx

+ lim
n→∞

∫
Ω

ωn(x)(up−1
n − up−1)(un − u) dx = 0

then we have proved in the case p ≥ 2 that

0 = lim
n→∞

〈J ′(un, λ0)− J ′(u, λ0)〉

≥
(

1− λ0

λγ,N,p

)
lim

n→∞

∫
Ω

|x|−pγ |∇(un − u)|p dx + o(1).

If 1 < p < 2 we argue in a similar way as before but using in this case that

〈|x|p−2x− |y|p−2y, x− y〉 ≥ cp(|x|+ |y|)p−2|x− y|2. �

Proof of Theorem 4.3. By Lemma 4.8 we can pass to the limit, since
the limit inf of the set of the branches is not empty, because, by uniqueness, all
these branches cross the axis λ = 0 at the same point.

To finish, we prove that the limit branch is non degenerated. First we prove
that the approximated branches do not collapse into the vertical axis. By unique-
ness for λ = 0: if we have a sequence {uβn

} of solutions to the approximated
problems such that uβn

→ u0, then the Palais–Smale condition implies uβn
→ u0

the solution corresponding to λ = 0. On the other hand, it is easily seen that the
approximated branches are bounded away from the horizontal axis. It suffices
to see that if un is a solution to the corresponding λn, then

Jβn
(un, λn) = min Jβn

(u, λn)

≤ min
(

1
p

∫
Ω

|x|−pγ |∇u|p dx− 1
q

∫
Ω

|x|−qµuq dx

)
= −Cq < 0.

Hence the branches do not collapse at the horizontal axis.
Now we will prove that λγ,N,p is the unique bifurcation point from infinity to

problem (Pλ). By a rescaling argument, suppose that there exists another one,
namely, λ0, and a sequence {(uk, λk)} with ‖uk‖p,γ = Mk → ∞ and λk → λ0.
It is clear that λ0 ≤ λγ,N,p, we define vk = M−1

k uk, therefore,

−∆p,γvk = λk
vp−1

k

|x|p(γ+1)
+ Mq−p

k |x|−qµvq−1
k .
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As a consequence,

λ0 = lim
k→∞

λk = lim
k→∞

∫
Ω
|x|−pγ |∇vk|p dx−Mq−p

k

∫
Ω
|x|−qµvq

k dx∫
Ω
(vp

k/|x|p(γ+1)) dx

≥ lim
k→∞

1−Mq−p
k C

1/λγ,N,p
= λγ,N,p,

where the inequality is consequence of Hölder and Hardy–Sobolev inequalities,
and C is a positive constant which depends only on q, Ω. �

4.2. Bifurcation from zero. In this subsection we consider the problem

(Pωβ

s,λ)


−∆p,γ(u) = λωβ(x)us−1 + |x|−qµuq−1 in Ω,

u > 0 in Ω,

B(u) = 0 on ∂Ω,

with −∞ < γ < (N − p)/p, 1 < s ≤ p < q < p∗γ,µ (see (1.2)), β ≤ (γ + 1),
µ < (γ + 1) and ωβ(x) as in the previous subsection. We prove that there exists
a continuum of solutions to problem (Pωβ

s,λ) bifurcating from (λ, ‖u‖∞) = (0, 0)
if s < p. In the case s = p we can follow the strategy of Theorem 4.6 to prove a
global bifurcation result for each problem (Pωβ

p,λ), finding an unbounded branch,
Γβ , bifurcating to the left from (λ1(β), 0). We prove the next result.

Theorem 4.9. Consider the problem (Pωβ

s,λ) with s = p < q; β, µ < (γ + 1).
Then λ1(ωβ) is the unique bifurcation point from the trivial solution. Pre-
cisely, there exists an unbounded branch of solutions emanating from (λ, ‖u‖∞) =
(λ1(ωβ), 0).

Proof. By similar arguments to Lemma 4.4 one shows that i(Φλ) = 1 for
all 0 ≤ λ < λ1(ωβ), while as in Lemma 4.5 it can be proved that i(Φλ) = 0 for
all λ > λ1(ωβ). Then the conclusion follows as in the proof of Theorem 4.6. �

In the sequel we assume s < p. In this case we prove the next result.

Theorem 4.10. Assume that 1 < s < p < q and β, µ < (γ + 1). Then there
exists a continuum of solutions Σ to problem (Pωβ

γ ) bifurcating from (λ, ‖u‖∞) =
(0, 0). Moreover,

(a) If (λ, u) ∈ Σ and λ > 0, then u 6≡ 0.
(b) There exists a constant ρ0 > 0 such that if ρ ∈ (0, ρ0] and (λ, u) ∈ Σ,

with ‖u‖∞ = ρ, then λ ≥ λ(ρ) > 0.

There are two difficulties that may not use the global bifurcation theorem
by Rabinowitz, [20]. The first one is that s < p, then the term us−1 could have
infinite derivative at zero. The second difficulty is the presence of the potential
|x|−pγ in the operator.
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We can solve the first difficulty proceeding as in [5], we consider the trun-
cature function hδ(t) = δs−p|t|p−2t if t ≤ δ and hδ(t) = ts−1 if t > δ. We
define the approximated problems (Pδ

s,λ) as (Pωβ

s,λ) with hδ(u) instead of us−1.
To solve the second difficulty we can proceed as in Theorem 4.9 and we have
that there exists a continuum Cδ of solutions to (Pδ

s,λ) bifurcating from (λδ
1, 0)

with λδ
1 = δp−sλ1(ωβ), and λ1(ωβ) is the first eigenvalue to problem

−∆p,γϕ = λωβ(x)ϕp−1 in Ω, ϕ ∈ Ep,γ
Σ1

(Ω).

T o finish we use a topological lemma given by Whyburn in [25]:

Lemma 4.11. Let {Σn}n∈N be a sequence of connected sets in a complete
metric space E. Assume that

(a)
⋃

Σn is precompact in E, and
(b) lim inf Σn 6= ∅.

Then, lim supΣn is not empty, closed and connected.

For R > 0 and TR denoting the ball of radius R in E = R × X, with
X = Ep,γ

Σ1
(Ω) ∩ C(Ω). Let we denote Σδ the connected component of Cδ ∩ TR

that contains (λδ
1, 0). For a sequence δn → 0 and Σn = Σδn we have that

⋃
Σn

is precompact by the next lemma.

Lemma 4.12. Assume the hypotheses of Theorem 4.10 and let {(λk, uk)} be
a bounded sequence of solutions to (Pδ

s,λ), then there exists a subsequence which
converges to (λ0, u0), a solution to (Pωβ

s,λ) with λ = λ0.

Proof. Up to a subsequence, we have that λk → λ0, uk ⇀ u0 (weakly)
in Ep,γ

Σ1
(Ω) and uk → u0 (strongly) in Ls

β(Ω) by Lemma 2.8, therefore, uk → u0

in Ep,γ
Σ1

(Ω) because∫
Ω

|x|−pγ |∇uk|p−2〈∇uk,∇(uk − u0)〉 dx

= λk

∫
Ω

us−1
k (uk − u0)ωβ(x) dx +

∫
Ω

|x|−qµuq−1
k (uk − u0) dx → 0,

and by the classical inequalities, for x, y ∈ RN ,

(4.6) 〈|x|p−2x− |y|p−2y, x− y〉 ≥ cp

{
|x− y|p for p ≥ 2,

(|x|+ |y|)p−2|x− y|2 for 1 < p < 2,

we conclude that∫
Ω

|x|−pγ |∇(uk − u0)|pdx −→ 0 as k →∞. �

End of proof to Theorem 4.10. Since λδn
1 → 0 as δn → 0 it follows

that (0, 0) ∈ lim inf Σn, then Lemma 4.11 applies to Σn. The conclusion is that
CR = lim supΣn = lim sup(Cδn

∩ TR) 6= ∅ is connected and closed. Moreover,
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it is clear that CR meets TR for all R > 0. We set C =
⋃

R>0 CR then we have
proved is a continuum in E with (0, 0) ∈ C.

To prove (a) and (b) we argue as follows:
(a) We claim that there exists c(λ) small such that if (λ, u) ∈ Σ then ‖u‖∞ ≥

c(λ), this is enough to prove (a). Since λδ
1 → 0 as δ → 0, given λ > 0, there

exists δ0 > 0 such that

λh(δ0)δ
1−p
0 > λ1(ωβ) if δ < δ0.

Let ε > 0 small, we can find c(λ) > 0 such that

λhδ(t) + tq−1 > (λ1(ωβ) + ε)tp−1 for all t ∈ (0, c(λ)].

Hence if ‖u‖∞ < c(λ), we have that

−∆p,γu ≥ (λ1(ωβ) + ε)ωβ |u|p−2u.

Moreover, we can find α > 0 small such that for ϕ1 a positive eigenfunction
associated to the first eigenvalue λ1(ωβ) we find αϕ1 ≤ u. As a consequence, by
the iteration method, we find a solution to the eigenvalue problem

−∆p,γu = (λ1 + δ)ωβ(x)|u|p−2u in Ω, u = 0 on Σ1.

But this is a contradiction with the isolation of λ1(ωβ) (Lemma 3.8).
To prove (b), we argue by contradiction, i.e. we assume that there exists

(λn, un) ∈ Σn with λn → 0, un → u and ‖un‖∞ = ρ ≤ ρ0. Then we have that
un ⇀ u in Ep,γ

Σ1
(Ω), hence u 6≡ 0 is a weak solution of

−∆p,γu = |u|q−1u with ‖u‖∞ ≤ ρ0,

but this is a contradiction because if we define vn = un/‖un‖∞, and un is a
sequence of solutions to −∆p,γu = |u|q−uu in Ep,γ

Σ1
(Ω) with ‖un‖∞ → 0, then

there exists a subsequence weakly convergent in Ep,γ
Σ1

(Ω) verifying −∆p,γvn =
vq−1

n ‖un‖q−p
∞ and for some subsequence,∫

Ω

|∇vn|−pγdx =
∫

Ω

vq−1
n ‖un‖q−p

∞ dx → 0,

that is a contradiction. �

Remark 4.13. Theorem 4.10 may be generalized to obtain bifurcation in
energy from (0, 0) when β = (γ + 1). The proof is obtained following similar
arguments of [1], since the exponent s < p gives margin to use Lemma 2.8 in
order to obtain the required compactness.
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5. Hölder continuity

In this section we are going to prove Hölder continuity for the solutions to
problem

(5.1)

{
−∆p,γu = f in Ω,

B(u) = 0 on ∂Ω,

where we assume that Ω ⊂ RN is a smooth domain with 0 ∈ Ω, f ∈ Lr
η with

r > N/p, η = −p∗γ(r−1)/r, −∞ < γ < (N −p)/p and the boundary conditions
B( · ) as in the introduction. The main theorem of this section is the following.

Theorem 5.1. Let u ∈ Ep,γ
Σ1

(Ω) be a solution to problem (5.1). Then u ∈
Cκ(Ω) for some 0 < κ < 1/2.

The proof of this theorem is an immediate consequence of Theorems 5.7
and 5.15.

We start with next two lemmas by Stampacchia (see [23]), that we will use
in the sequel.

Lemma 5.2. Let α be a positive constant and let {xk} be a sequence verifying

xk+1 ≤ CBkx
(1+α)
k , con C > 0, B > 1.

Then, if x0 ≤ C−1/αB−1/α2
, it follows xk ≤ B−k/αx0 and as a consequence

limk→∞ xk = 0.

Lemma 5.3. Let φ: [0,∞) → [0,∞) be an increasing function and suppose
that there exists θ, 0 < θ < 1 such that for all R > R0

(5.2) φ(θR) ≤ θηφ(R) + BRβ , con 0 < β < η.

Then there exists C = C(θ, η, β) such that for all ρ < R > R0 it has,

φ(ρ) ≤ C

{(
ρ

R

)β

φ(R) + Bρβ

}
.

5.1. Interior Hölder continuity. In this subsection we will prove hölder
continuity of solutions to problem (5.1) in a neighbourhood of the origin, to do
that, we will work inside of a small ball BR0(0) verifying BR0(0) ⊂⊂ Ω. We will
note A+(k,R) = {x ∈ BR(0)|u+(x) > k}.

Theorem 5.4 (Cacciopoli type inequality). Let u ∈ Ep,γ
Σ1

(Ω) be a solution to

−∆p,γu = f in Ω
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with f ∈ Lr
η(Ω) for some r > N/p, and η = −p∗γ(r − 1)/r. Then, for all

0 < ρ < R < R0 and all k ∈ R, we have

(5.3)
∫

A(k,ρ)

|x|−pγ |∇u|p dx

≤ H

(R− ρ)p

∫
A(k,R)

|x|−pγ |u− k|p dx + HX p|A(k, R)|1−p/N+ε
−p∗γ ,

where

ε =
p

p− 1

(
p

N
− 1

r

)
> 0.

Proof. First we observe that ε > 0 is a consequence of r > N/p. We define
t+k (u) = u− T k(u) then

∂t+k
∂xi

(u(x)) =

{
0 a.e. in A−(k, ρ),

uxi
(x) a.e. in A+(k, ρ).

Let g(r) be a nonnegative function such that g ∈ C1([0,∞)), g(r) = 1 for r ≤ ρ

and g(r) = 0 for r ≥ R. It is clear that the function v(x) = t+k (u)g(|x − y|) ∈
Ep,γ

Σ1
(Ω). Taking v as a test function, we get

(5.4)
∫

A+(k,R)

g(r)|x|−pγ |∇u|p dx

+
∫

A+(k,R)

(u−k)|x|−pγ |∇u|p−2

〈
∇u,

x− y

r

〉
g′(r) dx =

∫
A+(k,R)

fg(r)(u−k) dx.

Now we estimate the terms in the above equality. By Hölder and Young inequal-
ities,

(5.5)
∣∣∣∣ ∫

A+(k,R)

g′(r)(u− k)|x|−pγ |∇u|p−2〈∇u,
x− y

r
〉 dx

∣∣∣∣
≤ p− 1

p

∫
A+(k,R)

g(r)|x|−pγ |∇u|p dx+
1
p

∫
A+(k,R)

|g′(r)|p

|g(r)|p−1
|x|−pγ |u(x)−k|p dx

(5.6)
∣∣∣∣ ∫

A+(k,R)

fg(r)(u− k) dx

∣∣∣∣ ≤ ( ∫
A+(k,R)

(u− k)p∗g(r)p∗

|x|p∗γ
dx

)1/p∗

·
( ∫

A+(k,R)

|f |r|x|(γ+ε)r

)1/r( ∫
A+(k,R)

dx

|x|εs

)1/s

where 1/p∗ + 1/r + 1/s = 1, ε > 0. We observe that we can take εs = p∗γ,
(γ + ε)r = p∗γ(r − 1). Therefore by Caffarelli–Kohn–Nirenberg (Remark 2.3)
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and Young inequalities it follows that

(5.7)
∣∣∣∣ ∫

A+(k,R)

fg(r)(u− k) dx

∣∣∣∣ ≤ cδ

∫
A+(k,R)

|x|−pγ |∇u|p dx

+
1
δ

( ∫
A+(k,R)

|f |r|x|γp∗(r−1)dx

)p′/r

|A+(k,R)|p
′(1/r′−1/p∗)
−p∗γ ,

for some positive constants c, δ. Taking into account that

p′
(

1
r′
− 1

p∗

)
= 1− p

N
+ ε

and inserting (5.5) and (5.7) in (5.4) with the function

g(r) =


1 for 0 ≤ r ≤ ρ,

(R− r)p(R + pr − (p + 1)ρ)
(R− ρ)p+1

for ρ < r < R,

0 for r ≥ R,

we obtain (5.3) with A+(k, r). The same computations with the obvious changes
can be done with A−(k, r), and as a consequence for A(k, r). �

Lemma 5.5. Let u ∈ L∞ be a positive function verifying (5.3) for all k ∈ R.
Then, if k0 + sup |u| < M , we have

(5.8) sup
QR/2

u− k0 ≤ c

( ∫
A(k0,R)

|x|−pγ(u− k0)p dx

)1/p

· |A(k0, R)|α/p
−p∗γR−(N−p∗γ)ε/(αp)R−γ(p∗−p)/(αp) + χRβ

where pβ = (N − p∗γ)ε and α2 + α = ε, α > 0.

Proof. Without loss of generality, we take k0 = 0. By (5.3), a simple
computation permit us to estimate

(5.9)
∫

A(k,ρ)

|x|−pγ(u− k)p dx

≤ c|A(k, r)|p/N

{
1

(r − ρ)p

∫
A(k,r)

|x|−pγ(u− k)p dx + χp|A(k, r)|1−p/N+ε
−p∗γ

}
for all 0 < ρ < r < R. Si h < k para todo ρ < r tenemos

(5.10) |A(k, ρ)|−pγ ≤
1

(h− k)p

∫
A(h,r)

|x|−pγ(u− h)p dx.

Defining U(k, t) =
∫

A(k,t)
|x|−pγ(u−k)pdx, the inequalities (5.9) and (5.10) imply

(5.11) U(k, ρ) ≤ c(r − ρ)−pU(h, r)|A(h, r)|p/N

+ cχp(h− k)−pU(k, r)|A(k, r)|1−p/N+ε
−p∗γ |A(k, r)|−1

−pγ |A(k, r)|p/N .
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Since |A(k, r)|−p∗γ ≤ crγ(p−p∗)|A(k, r)|−pγ , it follows that

(5.12) U(k, ρ) ≤ c(r − ρ)−pU(h, r)|A(h, r)|p/N

+ cχp(h− k)−pU(k, r)|A(k, r)|ε−p/N
−p∗γ r−p∗γ/(N−p)|A(k, r)|p/N

≤ c

{
rp

(r − ρ)p
+

(
χrβ

h− k

)p}
r−(N−p∗γ)εU(h, r)|A(h, r)|ε−p∗γ .

We define
φ(k, t) = U(k, t)|A(k, t)|α−p∗γ .

Then taking power α in (5.10) and multipying in (5.12) by |A(k, ρ)|α−pγ we obtain

φ(k, ρ) ≤ c

[(
r

r − ρ

)p

+
(

χrβ

k − h

)p]
r−(N−p∗γ)ε

(k − h)pα
r−γ(p∗−p)φ1+α(h, r).

We define d = χRβ +CR−(N−p∗γ)ε/(αp)R−γ(p∗−p)φ
1/p
0 with C a positive constant

that we will elect. We define the sequences

ki = d

(
1− 1

2i

)
, ri =

R

2

(
1 +

1
2i

)
, i = 0, 1, . . .

For φi = φ(ki, ri), the last inequality implies

φi+1 ≤ cd−pα2p(1+α)iR−(N−p∗g)ε−γ(p∗−p)φ1+α
i , i = 0, 1, . . .

Taking C sufficiently large, we have the hypotheses of Lemma 5.2, then as a con-
sequence

lim
i→∞

φi = 0, i.e. φ(d, R/2) = 0.

Therefore we conclude that

sup
QR/2

u ≤ d = c

( ∫
A(0,R)

|x|−pγup dx

)1/p

· |A(0, R)|α/p
−p∗γR−((N−p∗γ)ε−γ(p∗−p))/(αp) + χRβ .

The proof finish substituting u by u− k0. �

Lemma 5.6. Let u ∈ L∞ be a function verifying (5.3) for all k ∈ R. Let us
take 2k0 = M(2R)−m(2R). Assume that for some 0 < η < 1, we have

|A(k0, R)| ≤ η|QR|.

Then, if there exists n ∈ N such that

ω(u, 2R) ≥ 2n+1χRβ , for kn = M(2R)− 2−(n+1)ω(u, 2R),

we obtain

|A(kn, R)| ≤ Cn−(N(p−1))/(p(N−(γ+1)))|QR|(N−pγ−1)/(p(N−(γ+1))).
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Proof. For k0 < h < k we define the truncature function

G(s) =


k − h if s ≥ k,

s− h if h < s < k,

0 if s ≤ h.

Hence G(u) = 0 in QR\A(k0, R) and by hypothesis |QR\A(k0, R)| ≥ (1−η)|QR|.
By the Hardy–Sobolev inequality,( ∫

A(k0,R)

G(u)N/(N−(γ+1)) dx

)1−(γ+1)/N

≤ C

∫
QR

|x|−γ |∇G(u)| dx = C

∫
A(h,R)−A(k,R)

|x|−γ |∇u| dx

we define ∆(h, k) = A(h, R) \A(k, R), it follows

(k − h)|A(k, R)|1−(γ+1)/N ≤
( ∫

QR

G(u)N/(N−(γ+1)) dx

)1−(γ+1)/N

≤ c|∆(h, k)|1−1/p

( ∫
∆(h,k)

|x|−pγ |∇u|p
)1/p

.

On the other hand, by (5.3) with R and 2R,∫
A(h,R)

|x|−pγ |∇u|p dx

≤ c

Rp

∫
A(h,2R)

|x|−pγ(u− h)p dx + cχp|A(k, 2R)|1−p/N+ε
−p∗γ

≤ cRN−p(γ+1)(M(2R)− h)p + cχpR(N−p∗γ)(1−p/N)(M(2R)− h)p.

Where we have used that if h ≤ kn, M(2R) − h ≥ M(2R) − kn ≥ χRβ , and
pβ = (N − p∗γ)ε, then we conclude that,∫

A(h,R)

|x|−pγ |∇u|p dx ≤ cRN−p(γ+1)(M(2R)− h)p.

Hence,

(5.13) (k−h)|A(k,R)|1−(γ+1)/N ≤ C|∆(h, k)|1−1/pR(N−p(γ+1))/p(M(2R)−h).

Taking the levels

ki = M(2R)− 1
2i+1

ω(u, 2R),

then (5.13) applied to h = ki−1, k = ki implies that

|A(ki, R)|1−(γ+1)/N ≤ c|∆(ki−1, ki)|1−1/pR(N−p(γ+1))/p

taking the power p/(p− 1),

|A(kn, R)|(p(N−(γ+1)))/(N(p−1)) ≤ |A(ki, R)|(p(N−(γ+1)))/(N(p−1))

≤ c|∆(ki−1, ki)|R(N−p(γ+1))/(p−1).
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Adding from i = 1 to i = n we obtain

n|A(kn, R)|(p(N−(γ+1)))/(N(p−1)) ≤ cR(N−p(γ+1))/(p−1)
n∑

i=1

|∆(ki−1, ki)|

≤ cR(N−p(γ+1))/(p−1)|A(k0, R)|

and finally we have

|A(kn, R)| ≤Cn−(N(p−1))/(p(N−(γ+1)))

· |QR|(N−p(γ+1))/(p(N−(γ+1)))+(p−1)/(p(N−(γ+1)))

=Cn−(N(p−1))/(p(N−(γ+1)))|QR|(N−pγ−1)/(p(N−(γ+1))). �

Now we can prove the main theorem of this subsection that is an extension
to our framework of the classical De Giorgi Theorem.

Theorem 5.7. Let u ∈ L∞ be a function verifying (5.3) for all k ∈ R. Then
u is Hölder continuous in a neighbourhood of the origin.

Proof. Let as take 2k0 = M(2R)−m(2R) as before. We can assume

|A(k0, R)| ≤ 1
2
|QR|.

We take kn = M(2R) − 1/2n+1ω(u, 2R), then kn > k0. By using (5.8) for kn

instead of k0, we have,

(5.14) sup
QR/2

(u− kn) ≤ c

( ∫
A(kn,R)

|x|−pγ(u− kn)p dx

)1/p

· |A(kn, R)|α/p
−p∗γR−(N−p∗γ)ε/(αp)Rγ(p−p∗)/(αp) + χRβ

≤ c sup
QR

(u− kn)|A(kn, R)|α/p
−p∗γ |A(kn, R)|1/p

−pγ

·R−(N−p∗γ)ε/(αp)R(γ(p−p∗))/αp + χRβ .

Claim. For n big enough we have

c|A(kn, R)|α/p
−p∗γ |A(kn, R)|1/p

−pγR−(N−p∗γ)ε/(αp)Rγ(p−p∗)/(αp) < 1/2.

As a consequence,

(5.15) ω

(
u,

R

2

)
≤ ω(u, 2R)

(
1− 1

2n+2

)
+ cχRβ .

Then either

ω(u, 2R) ≤ 2n+1χRβ or ω(u, 2R) > 2n+1χRβ ,

and as a consequence, it satisfies (5.15. In both cases we have

ω

(
u,

R

2

)
≤ ω(u, 2R)

(
1− 1

2n+2

)
+ cχRβ .
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By applying Lemma 5.3 with θ = 1/4 and η = logθ(1− 1/2n+2). Then

ω(u, ρ) ≤ C

((
ρ

R

)β

ω(u, R) + χρβ

)
, for all ρ < R < R0.

To finish we only need to prove the claim. To do that we use the Lemma 5.6. If

ω(u, 2R) ≥ 2n+1χRβ ,

|A(kn, R)| ≤Cn−(N(p−1))/(p(N−(γ+1)))|QR|(N−pγ−1)/(p(N−(γ+1)))

then we obtain

c|A(kn, R)|α/p
−p∗γ |A(kn, R)|1/p

−pγR−(N−p∗γ)ε/(αp)Rγ(p−p∗)/(αp)

≤ cn−N(p−1)/(p(N−(γ+1)))R−γR(N(N−pγ−1)/(p(p(N−(γ+1))))

·R−(N−p∗γ)/p−(γ(p∗−p))/(αp) < 1/2

for n sufficiently large, because the exponent on R is nonnegative for α or equiv-
alently ε small enough. Hence we have proved the claim and then the Theo-
rem 5.7. �

5.2. Hölder continuity at the boundary. In this subsection we will prove
the Hölder continuity of solutions to problem (5.1) in neighbourhoods of the
points where the boundary conditions change. Hence we will work at subsets
of the form Bη(x0) ∩ Ω with x0 ∈ Σ1 ∩ Σ2 = Γ and η > 0 small. Taking into
account that the weight |x|−pγ is regular at the boundary, we observe that it is
enough to prove that regularity for solutions to problem

(P)

{
−∆pu = f in Ω,

B(u) = 0 on ∂Ω,

where Ω ⊂ RN is a smooth bounded domain, f ∈ Lr with r > N/p. Then by
simplicity we prove it to solutions to problem (P), where the boundary conditions
B( · ) are as in the introduction, but without the weight |x|−pγ . In this subsection
we denote Ep

Σ1
(Ω) = Ep,γ

Σ1
(Ω) with γ = 0.

Before to start, we remark that in this kind of problems there is a lack
of regularity for these mixed Dirichlet–Neumann problems in Γ. The known
results about these questions are detailed in [22] for an elliptic second order
operator with fixed boundary conditions, i.e. the solutions are in Cκ(Ω) for some
0 < κ < 1/2 and in [8] for the laplace operator with moving boundary conditions,
i.e. the solutions are in Cκ(Ω) for some 0 < κ < 1/2 with κ independent of
HN−1(Σ1) ∈ [0, ∂Ω]. Here we extend the results about Hölder continuity of [22],
[8] to our framework.

Some notations are in order. For u ∈ W 1,p(Ω) we denote A+(k) = [u > k] =
{x ∈ Ω : u(x) > k}, k ∈ R. And for y ∈ Ω, ρ > 0 we denote Ω(y, ρ) = Bρ(y)∩Ω,
A+(k, ρ) = A+(k) ∩ Ω(y, ρ).
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For y ∈ Γ, there exists a positive constant τ and some ρ̃ such that for all
0 < ρ < ρ̃,

(5.16) ‖u‖Lp∗ (Ω(y,ρ)) ≤ τ‖∇u‖Lp(Ω(y,ρ)) for all u ∈ Ep
Σ1

(Ω).

Lemma 5.8. We can choose τ ∈ (C(N),∞) independent of HN−1(Σ1) ∈
(0, |∂Ω|) such that (5.16) holds.

The proof of this lemma can be obtained with the appropriate changes of
Lemma 6.1 in [8].

Remark 5.9. We point out that this lemma is the key to treat phenomena
of convergence of the boundary conditions to have some compactness properties,
although we will not treat here this problem, (see [8], [9] and [10]).

Theorem 5.10. Let u be a function in Ep
Σ1

(Ω), then we have that

(5.17) |A+(h, ρ)|(pN−p)/N

≤ (|A+(k, ρ)| − |A+(h, ρ)|)p−1 τp

|h− k|p

∫
A+(k,ρ)

|∇u|p dx.

This result is proved in [22] for p = 2, the extension for p 6= 2 is a straight-
forward computation, and we omit it.

Theorem 5.11 (Cacciopoli type inequality). Let u ∈ Ep
Σ1

(Ω) be a solution
to problem (P). Then there exist two positive constants ζ, Λ independents of τ

such that for y ∈ Ω, 0 < ρ < R < ρ̃(y) and all k > 0 we have

(5.18)
∫

A+(k,ρ)

|∇u|p dx ≤ ζ

(R− ρ)p

∫
A+(k,R)

|u− k|p dx

+ Λ
( ∫

A+(k,R)

|f |r dx

)p/((p−1)r)

|A+(k, R)|p
2(1−N/(pr))/(p−1)N+(1−p/N).

The proof of this theorem follows in a similar to the proof of Theorem 5.4.

Theorem 5.12. Let u ∈ Ep
Σ1

(Ω) be a solution of (P). Fixed 0 < σ < 1 and
given k1 > 0, there exists a constant θ(σ) > 0 such that fixed y ∈ Ω, ρ < ρ̃(y),
for all k > k1 that verifies

(5.19) |A+(k, ρ)| ≤ θ|Ω(y, ρ)|

then

(5.20) |A+(k + σd, ρ− σρ)| = 0,

where

dp ≥ 1
θρN

∫
A+(k,ρ)

|u− k|p dx + ρp2(1−N/(pr))/(p−1)

( ∫
A+(k,ρ)

|f |r dx

)p/((p−1)r)

.
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See [22] for a proof in the case p = 2, the proof of this theorem is a little
modification. As a consequence we can prove the next result.

Theorem 5.13. Let u ∈ Ep
Σ1

(Ω) be a solution to problem (P). Fixed y ∈ Ω
and 4ρ < ρ̃(y) we define

l1 = sup
x∈Ω(y,4ρ)

u(x), l2 = sup
x∈Ω(y,4ρ)

u(x)

and ω = osc (u, 4ρ) = l1 − l2. Let 0 < η1 < 1 be such that l1 − η1ω > 0,

|A+(l1 − η1ω; 2ρ)| ≤ θ|Ω(y, 2ρ)|

where θ is the number related to σ = 1/2. Then there exist two positive numbers
η < 1 and N = N(τ, ‖f‖Lr ) independent of ρ and y such that

(5.22) osc (u, ρ) ≤ ηω + Nρp(1−N/(pr))/(p−1).

Proof. It is clear that there exists η1 = η1(λ1) > 0 sufficiently small and
probably dependent of y and ρ such that k1 = l1 − η1ω > 0 and

|A+(l1 − η1ω; 2ρ)| ≤ θ|Ω(y, 2ρ)|.

If we take

Mr(p−1)/p ≥
∫

Ω

|f |r dx

we have

1
θ
(2ρ)N

∫
A+(l1−η1ω;2ρ)

|u− l1 − η1ω|p dx + ρp2(1−N/(pr))/(p−1)

·
( ∫

A+(l1−η1ω;2ρ)

|f |rdx

)p/((p−1)r)

≤ (η1ω + c2M
1/pρp(1−N/(pr))/(p−1))p = dp

then by Theorem 5.12 we get

u(x) ≤ l1 − η1ω +
1
2
η1ω +

1
2
c2M

1/pρp(1−N/(pr)/(p−1)) a.e. in Ω(y, ρ)

thus we obtain

osc (u, ρ) ≤ sup
Ω(y,ρ)

u− l2 ≤
(

1− 1
2
η1

)
ω +

1
2
c2M

1/pρp(1−N/(pr))/(p−1)

and as consequence we have proved (5.22) with η = 1−η1/2 and N = c2M
1/p/2.

Now we are going to see that in fact we can take η < 1 independent of y ∈ Ω
and ρ. To do that we consider the sequences

ηj =
1

2j+1
; j = 0, 1, . . .
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and we take in correspondence h = l1− ηj+1ω, k = l1− ηjω. By (5.17) it follows
that

|A+(l1 − ηj+1ω; 2ρ)|(pN−p)/N ≤ c12p(j+2)

ωp

( ∫
A+(l1−η1ω;2ρ)

|∇u|p dx

)
· (|A+(l1 − ηjω; 2ρ)| − |A+(l1 − ηj+1ω; 2ρ)|)p−1,

by Theorem 5.11 it has

|A+(l1 − ηj+1ω; 2ρ)|(pN−p)/N ≤ c1(τ, p)2p(j+2)ζ

ωpρp

·
( ∫

A+(l1−ηjω;4ρ)

(u− l1 + ηjω)p dx + ωNΛM(4ρ)p2(1−N/(pr))/(p−1)

)
· (|A+(l1 − ηjω; 2ρ)| − |A+(l1 − ηj+1ω; 2ρ)|)p−1.

If j ≤ n we obtain

|A+(l1 − ηnω; 2ρ)|(pN−p)/N ≤ CωNρN−p

·
(

c1ζ4N−1 + c1ΛM4p(1−N/(pr))/(p−1)2p(N+2)

(
ρp(1−N/(pr))/(p−1)

ω

)p)
· (|A+(l1 − ηjω; 2ρ)| − |A+(l1 − ηj+1ω; 2ρ)|)p−1

if we sum in the above inequality with respect to j = 1, . . . , n we get

n|A+(l1 − ηnω; 2ρ)|(pN−p)/N

≤ ωp
N

(
c1ζ + c1ΛM4p(1−N/(pr))/(p−1)

(
2n+2 ρp(1−N/(pr))/(p−1)

ω

)p)
ρp(N−1).

Now we define

R = c1
ωp

N

2N
[c1ζ4N−1 + ΛM4p(1−N/(pr))/(p−1)].

Let n be such that R/nωN ≤ θp(N−1)/N , to do that, it is sufficient to take
n ≥ Cτ s for some positive constants C, s. Therefore we have two alternatives:

(1) If ω(ρ) ≤ 2n+2ρp(1−N/(pr))/(p−1), then it satisfies (5.22).
(2) If ω(ρ) > 2n+2ρp(1−N/(pr))/(p−1) then

|A+(l1 − ηn)ω; 2ρ| ≤
(

R

nωN

)N/(p(N−1))

ωN (2ρ)N ≤ θ|Ω(y, 2ρ)|

thus we obtain l1 − ηn > 0 and

osc (u, ρ) ≤ ηosc (u, 4ρ) + Nρp/(p−1)(1−N/(pr)). �
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Theorem 5.14. Let u be a solution to problem (P) and suppose the hypothe-
ses of Theorem 5.13. Then, there exist two constants H > 0 and 0 < κ = κ(β) <

1/2 such that for all y ∈ Γ, ρ < δ(y) we obtain

(5.23) osc (u, ρ) ≤ Hρκ.

Proof. Let r(y) = min{1, ρ̃(y)}. By Theorem 5.13, we have that for all
ρ < r(y), ω(ρ) ≤ ηω(4ρ) + Nρp(1−N/(pr))/(p−1). Given η as in Theorem 5.13,
η = 1− ηn, we take κ such that 4κη = a < 1 and we define

κ = min
{

κ,
p

p− 1

(
1− N

pr

)}
.

We have observed, in the proof of Theorem 5.13, that

n ≥ R

ωNθp(N−1)/N
= cτs

for some positive constants c, s, and we recall that, by Lemma 5.8, τ ∈ (c(N),∞)
does not depend onHN−1(Σ1). As a consequence, n is independent ofHN−1(Σ1).
Since 4κη = a < 1, κ = min{κ, 1 − N/p} then 4κ < 2n+1/2n+1 − 1 and taking
logarithms, we have

κ <
1

log 4
log

(
2n+1

2n+1 − 1

)
is independent of HN−1(Σ1).

Let T be a positive constant such that ω(ρ) ≤ Tρκ for r(y)/4 ≤ ρ ≤ r(y),
then by (5.22) we deduce that

ω(ρ) ≤ η4κTρκ + Nρκ for
r(y)
42

≤ ρ ≤ r(y)
4

,

in general we get

ω(ρ) ≤
{

(4κη)iT + N

i−1∑
s=0

(4κη)s

}
ρκ ≤

(
Tai +

N

1− a

)
ρκ for

r(y)
4i+1

≤ ρ ≤ r(y)
4i

.

Since we can take i big enough such that Tai < 1, we have

H = 1 +
N

1− a
for ρ < δ(y) =

r(y)
4i

. �

Theorem 5.15. Let u be a solution to problem (P). Then, u ∈ Cκ(Ω) for
some 0 < κ < 1/2 independent of HN−1(Σ1) ∈ (0, |∂Ω|).
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Proof. The Hölder regularity of solutions to (P) in a subset Ω′ ⊂⊂ Ω ∪Σi

for i = 1, 2 is classical. Let we consider x1, x2 ∈ Ω(y, ρ), y ∈ Γ and 0 < ρ < ρ̃.
Then

(1) if |x1 − x2| ≥ δ then

|u(x1)− u(x2)|
|x1 − x2|κ

≤ 2
max u(x)

δκ
,

(2) if |x1 − x2| < δ, since |u(x1) − u(x2)| ≤ ω(|x1 − x2|) ≤ H|x1 − x2|κ it
follows that

|u(x1)− u(x2)|
|x1 − x2|κ

≤ H.

The same arguments work in Ω(y, ρ) for y ∈ Ω \Γ (see [23] for example). In any
case, we obtain that ‖u‖Cκ(Ω) ≤ M where M = max{2(max u(x))δκ,H}. �
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