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## 1. Introduction. Let

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n} \tag{1.1}
\end{equation*}
$$

be a Taylor series with a nonvanishing radius of convergence and such that $a_{n} \neq 0$. Put

$$
f_{-1}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{a_{n}},
$$

and suppose that the latter series also has a positive radius of convergence. Now $f_{-1}(z)$ can be considered as the inverse of $f(z)$ under the Hadamard "multiplication" of series, and it is natural to inquire into the existence of a simple relation between the singularities of the two functions. This problem was treated by Soula [3], who discovered such a relation for the singularities of the two series on their circles of convergence. His result is as follows:

Theorem S. Let $f(z)$ and $f_{-1}(z)$ be defined by (1.1) and (1.1'), where $a_{n}$ is real, $a_{n} \neq 0$, and where, furthermore,

$$
\begin{equation*}
\lim _{n \neq \infty}\left|a_{n}\right|^{1 / n}=1 \tag{1.2}
\end{equation*}
$$

(Thus the unit circle is the circle of convergence for both series.) If $z=1$ is the only singularity of $f(z)$ on the unit circle then either the unit circle is a cut for $f_{-1}(z)$, or $f_{-1}(z)$ also has $z=1$ as its only singularity on the unit circle. Moreover, in the latter case we have:
(i) $\lim \left(a_{n} / a_{n+1}\right)=1$;
(ii) $z=1$ is a singularity "without contact" (with the unit circle) for both functions $f(z)$ and $f_{-1}(z)$. That is, there exist $\delta>0$ and $\phi$, with $0<\phi<\pi / 2$, such that $f(z)$ and $f_{-1}(z)$ are analytic in the sector

$$
0<|z-1|<\delta, \phi<|\arg (z-1)| \leq \pi .
$$

We remark that if the radius of convergence of $f(z)$ is 1 (which is no loss of generality) then it is not difficult to see that one cannot expect to have a dependence even between the singularities of the two series on their circles of convergence unless the radius of convergence of $f_{-1}(z)$ is also 1 . Thus (1.2) is a necessary restriction. Also it seems that the condition that $f(z)$ should have only one singular point, say $z=1$, on its circle of convergence is essential for the simple character of the result. However, the condition on the reality of the coefficients in Soula's theorem is superfluous. All that is needed in Soula's proof when the coefficients are complex is the use of Lemma 5 of this paper. In what follows we shall refer to this more general result as Theorem S .

We propose in this paper to obtain a relation between the singularities of $f(z)$ and $f_{-1}(z)$ outside the unit circle. To this end it is necessary to have some information on the location of the singularities of $f(z)$ outside the unit circle. We shall impose on $f(z)$ the somewhat restrictive condition that it be holomorphic in the whole plane cut along the line $1 \leq x<\infty$. With this condition, however, we shall derive a surprisingly simple result concerning the location of the singularities of $f_{-1}(z)$ in the whole plane.
2. Preliminary considerations. We collect in this section the definitions and lemmas which we shall need in the proof of our main result. Some of these lemmas are well-known theorems.

Definition. Let $f(z)$ be given in the neighborhood of the origin by the Taylor series (1.1). The star of holomorphy of $f(z)$ (Mittag-Leffler star) is defined as the domain composed of all segments $t e^{i \theta}, 0 \leq t<\rho(\theta)$, where $\rho(\theta) e^{i \theta}$ is the first singularity of $f(z)$ on the ray $t e^{i \theta}(0 \leq t<\infty)$ when $f(z)$ is continued analytically along this ray. The function $\rho(\theta)$ shall be called the star-function and shall be defined by periodicity for all values of $\theta$.

It follows readily from the definition that $\rho(\theta)$ is a lower semicontinuous function, and as such it attains its lower bound in any finite interval.

Lemma 1. (Hadamard's multiplication theorem for stars [1, p.300]). Let

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n} \text { and } g(z)=\sum_{n=0}^{\infty} b_{n} z^{n} \tag{2.1}
\end{equation*}
$$

have the radii of convergence $R_{f}$ and $R_{g}$, respectively, and star-functions $\rho_{f}(\theta)$ and $\rho_{g}(\theta)$. Put

$$
\begin{equation*}
h(z)=[f, g]=\sum_{n=0}^{\infty} a_{n} b_{n} z^{n} . \tag{2.2}
\end{equation*}
$$

Then $h(z)$ converges for $|z|<R_{f} R_{g}$ and can be continued analytically along the segment te ${ }^{i \theta}, 0 \leq t<r(\theta)$, for any $0 \leq \theta<2 \pi$, where

$$
r(\theta)=\min _{0 \leq u^{<} 2 \pi} \rho_{f}(u) \rho_{g}(\theta-u)
$$

The following is a simple lemma on the separation of singularities of an analytic function.

Lemma 2. Let $f(z)$ be an analytic function in the neighborhood of the origin where it has the Taylor development (1.1), and let $\rho(\theta)$ be its starfunction. Then, given $\theta_{1}$ and $\theta_{2}, 0<\theta_{1}<\theta_{2}<2 \pi$, and $\epsilon>0$, there exist two analytic functions $g_{1}(z)$ and $g_{2}(z)$ with developments

$$
g_{1}(z)=\sum_{n=0}^{\infty} a_{n}^{\prime} z^{n}, g_{2}(z)=\sum_{n=0}^{\infty} a_{n}^{\prime \prime} z^{n},
$$

such that
(i) $f(z)=g_{1}(z)+g_{2}(z)$;
(ii) the star-function $\rho_{i}^{g}(\theta)$ of $g_{i}(z)$ satisfy

$$
\left\{\begin{array}{l}
\rho_{1}^{g}(\theta)=\rho(\theta) \text { and } \rho_{2}^{g}(\theta)=\infty \text { for } \theta_{1}<\theta<\theta_{2},  \tag{2.3}\\
\rho_{1}^{g}(\theta)=\infty \text { and } \rho_{2}^{g}(\theta)=\rho(\theta) \text { for } \theta_{2}<\theta<\theta_{1}+2 \pi, \\
\rho_{i}^{g}\left(\theta_{j}\right)>\rho\left(\theta_{j}\right)-\epsilon \text { for } i, j=1,2 .
\end{array}\right.
$$

We shall indicate an easy proof of Lemma 2. Let $C$ be a star-shaped rectifiable Jordan curve enclosing the origin, contained in the star of holomorphy of
$f(z)$, and whose defining function $R=R(\theta)(0 \leq \theta<2 \pi)$ satisfies

$$
R\left(\theta_{i}\right)>\rho\left(\theta_{i}\right)-\epsilon \quad(i=1,2)
$$

Let $C_{1}$ be the part of $C$ in the sector $\theta_{1} \leq \theta \leq \theta_{2}$, and $C_{2}$ the complementary part of $C$. Then by Cauchy's theorem we have

$$
\begin{align*}
f(z)=\frac{1}{2 \pi i} \int_{C} \frac{f(\zeta)}{\zeta-z} d \zeta & =\frac{1}{2 \pi i} \int_{C_{1}} \frac{f(\zeta)}{\zeta-z} d \zeta+\frac{1}{2 \pi i} \int_{C_{2}} \frac{f(\zeta)}{\zeta-z} d \zeta  \tag{2.4}\\
& =g_{1}(z)+g_{2}(z)
\end{align*}
$$

It follows now readily that the functions $g_{1}(z)$ and $g_{2}(z)$ satisfy the conditions of Lemma 2.

The following two lemmas are known. (For example, see [2, p. 103, Th. III ], where the lemmas are generalized to Dirichlet series ). We remark, however, that we make a trivial addition (without proof) to the lemmas by not assuming the angle in question to be symmetric with respect to the positive axis.

Lemma 3. Let

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

be a Taylor series having the unit circle for its circle of convergence. Suppose that $f(z)$ can be continued analytically in a domain $D_{\alpha \beta}$ whose boundary is composed of the two spirals:

$$
\rho=\exp [(\tan \alpha) \theta] \quad\left(0 \leq \theta \leq \theta_{0}\right),
$$

and

$$
\rho=\exp [(\tan \beta)(2 \pi-\theta)] \quad\left(\theta_{0} \leq \theta \leq 2 \pi\right),
$$

where $0<\alpha, \beta<\pi / 2$ and $\theta_{0}=(2 \pi \tan \beta) /(\tan \alpha+\tan \beta)$, and where $z=\rho e^{i \theta}$. Then, given $0<\alpha^{\prime}<\alpha$ and $0<\beta^{\prime}<\beta$, there exists an 'interpolation function" $G(u)$, analytic in the angle $-\beta^{\prime} \leq \arg u \leq \alpha^{\prime}$, such that

$$
\begin{equation*}
G(n)=a_{n} \tag{2.5}
\end{equation*}
$$

$$
(n=0,1, \cdots)
$$

and

$$
\lim _{|u|=\infty}\left(\frac{\log |G(u)|}{|u|}\right) \leq 0
$$

uniformly in $-\beta^{\prime} \leq \arg u \leq \alpha^{\prime}$.
The next lemma is a kind of converse of Lemma 3.
Lemma $3^{\prime}$. Let $G(u)$ be an analytic function of exponential type in the infinite sector $-\beta \leq \arg u \leq \alpha,|u| \geq R_{0}(0<\alpha, \beta<\pi / 2)$ satisfying (2.5 ). Let

$$
f(z)=\sum_{n \gtrdot R_{0}} G(n) z^{n} .
$$

Then $f(z)$ can be continued analytically in the domain $D_{\alpha_{\beta}}$.
We shall prove now the following lemma.
Lemma 4. Let $G(u)$ be an analytic function of exponential type in the angle $-\beta \leq \arg u \leq \alpha(0<\alpha, \beta<\pi / 2)$. Put

$$
\begin{equation*}
\tau_{G}(\theta)=\lim _{r=\infty} \sup \left(\frac{\log \left|G\left(r e^{i \theta}\right)\right|}{r}\right) \tag{2.6}
\end{equation*}
$$

Suppose that

$$
\left\{\begin{array}{l}
\tau_{G}(\theta) \leq \Omega_{1} \sin \theta \text { for } 0 \leq \theta \leq \alpha,  \tag{i}\\
\tau_{G}(\theta) \leq-\Omega_{2} \sin \theta \text { for }-\beta \leq \theta \leq 0,
\end{array}\right.
$$

where $\Omega_{1} \geq 0, \Omega_{2} \geq 0$ and $\Omega_{1}+\Omega_{2}<2 \pi$, and that

$$
\begin{equation*}
G(n)=0 \text { for } n=0,1, \ldots \tag{ii}
\end{equation*}
$$

Let $\alpha^{*}$ and $\beta^{*}\left(0<\alpha^{*}, \beta^{*}<\pi / 2\right)$ be defined by

$$
\left\{\begin{array}{l}
\tan \alpha^{*}=\frac{2 \pi-\left(\Omega_{1}+\Omega_{2}\right)}{\Omega_{1} \cot \beta+\left(2 \pi-\Omega_{2}\right) \cot \alpha},  \tag{2.7}\\
\tan \beta^{*}=\frac{2 \pi-\left(\Omega_{1}+\Omega_{2}\right)}{\left(2 \pi-\Omega_{1}\right) \cot \beta+\Omega_{2} \cot \alpha}
\end{array}\right.
$$

Then we have $\tau_{G}(\theta)<0$ for $-\beta^{*}<\theta<\alpha^{*}$, and, in particular,

$$
\begin{equation*}
G(u)=O\left(e^{-\delta|u|}\right), \tag{2.8}
\end{equation*}
$$

uniformly in any angle $-\beta^{*}<-\bar{\beta} \leq \arg u \leq \bar{\alpha}<\alpha^{*}$ for some $\delta=\delta(\bar{\alpha}, \bar{\beta})>0$.
Proof. Put

$$
\begin{equation*}
F(u)=\frac{G(u)}{\sin \pi u} . \tag{2.9}
\end{equation*}
$$

It is easily seen that $F(u)$ is analytic and of exponential type in the angle $-\beta \leq \arg u \leq \alpha$. Let $\tau_{F}(\theta)$ be the "type function" (2.6) of $F(u)$. It follows from (i) and (2.9) that

$$
\tau_{F}(\alpha) \leq\left(\Omega_{1}-\pi\right) \sin \alpha \text { and } \tau_{F}(-\beta) \leq\left(\Omega_{2}-\pi\right) \sin \beta .
$$

Applying a welì-known result of Phragmén and Lindelöf [5, p. 183], we deduce from the last two inequalities that

$$
\begin{equation*}
\tau_{F}(\theta) \leq A \cos \theta+B \sin \theta, \tag{2.10}
\end{equation*}
$$

where $A$ and $B$ are the solutions of

$$
\begin{aligned}
& A \cos \alpha+B \sin \alpha=\left(\Omega_{1}-\pi\right) \sin \alpha, \\
& A \cos \beta-B \sin \beta=\left(\Omega_{2}-\pi\right) \sin \beta .
\end{aligned}
$$

That is:

$$
A=\frac{\Omega_{1}+\Omega_{2}-2 \pi}{\cot \alpha+\cot \beta}, B=\frac{\left(\Omega_{1}-\pi\right) \cot \beta-\left(\Omega_{2}-\pi\right) \cot \alpha}{\cot \alpha+\cot \beta} .
$$

Hence, from (2.9), (2.10), and (2.10 ), we get

$$
\begin{equation*}
\tau_{G}(\theta) \leq A \cos \theta+B \sin \theta+\pi|\sin \theta| \quad(-\beta \leq \theta \leq \alpha) \tag{2.11}
\end{equation*}
$$

The assertion of the lemma now follows from (2.11) if we note that the right side of (2.11) is a continuous negative function for $-\beta^{*}<\theta<\alpha^{*}$. (We also make use of the well-known fact that an analytic function of exponential type satisfying (2.11) also satisfies

$$
G(u)=O(\exp [|u|(A \cos \theta+(B+\pi) \sin \theta+\epsilon)])
$$

uniformly in the angle.)

Finally, we shall need the following lemma which is a generalization of a lemma due to Soula [3, p. 38]. It is stated in a somewhat more general form than is needed for our purpose here; however, the lemma in this form is required for the completion of Soula's theorem (Theorem S) mentioned in \&ै1.

Lemma 5. Let $h(z)$ be an analytic function in the infinite sector $|z| \geq R_{0}$, $|\arg z| \leq \alpha<\pi / 2$, where it satisfies
(i) $\quad \lim _{n=\infty} \frac{R\{h(n)\}}{n}=0 \quad$ ( $n$ being an integer);
(ii) there exists a nonnegative, continuous, and increasing function $\delta(\theta)$, $0 \leq 0 \leq \alpha$, with $\delta(0)=0$, such that

$$
\left.\mathcal{R}\left\{h\left(r e^{i \theta}\right)\right\} \leq|\delta(|\theta|)| \sin 0 \mid+\epsilon\right] r,
$$

for any $\epsilon>0, r \geq r_{0}(\epsilon)$ large enough, and $|\theta| \leq \alpha$. Then

$$
\begin{equation*}
\lim _{|z| \rightarrow \infty}\left(\frac{h(z)}{z}\right)=0 \tag{2.12}
\end{equation*}
$$

uniformly in any sector $|\arg z| \leq \alpha^{\prime}<\alpha,|z| \geq R_{0}$.
Proof. We shall make use of the well-known inequality

$$
\begin{equation*}
|f(z)-f(0)| \leq \frac{2|z|(A(R)-A(0))}{R-|z|} \tag{2.13}
\end{equation*}
$$

where $f(z)$ is analytic for $|z| \leq R$, and

$$
A(R)=\max _{|z|=R} P_{0}\{f(z)\}
$$

We shall first show that

$$
\begin{equation*}
\lim _{n=\infty}[h(n+h-h(n)]=0, \tag{2.14}
\end{equation*}
$$

uniformly for $\zeta$ in any bounded set. Indeed, choose $\eta_{j}$ such that $0<\eta<\alpha_{i}$, and let $|\zeta| \leq C$. Let $n+z=r e^{i \theta}$ be a point inside the circle of radius $R=n \sin \eta$ and center $z=n$ inscribed inside the angle $|\arg z| \leq \eta$. On account of (ii), taking $\epsilon=\delta(\eta) \sin \eta$ and $n$ large enough, we have

$$
\begin{align*}
R\left\{h\left(r e^{i \theta}\right)\right\} & \leq 2 \delta(\eta) \sin \eta r \leq 2 \delta(\eta) \sin \eta(1+\sin \eta) n  \tag{2.15}\\
& \leq(4 \delta(\eta) \sin \eta) n .
\end{align*}
$$

Applying (2.13) to $f(z)=h(n+z)$ for $z=\zeta, k=n \sin \eta$, and using (2.15), we get

$$
\begin{aligned}
|h(n+\zeta)-h(n)| & \leq \frac{2|\zeta|[(4 \delta(\eta) \sin \eta) n+|R\{h(n)\}|]}{n \sin \eta-|\zeta|} \\
& \leq \frac{8 C \sin \eta \delta(\eta)}{\sin \eta-C / n}+\frac{2 C}{\sin \eta-C / n}\left|R\left\{\frac{h(n)}{n}\right\}\right|
\end{aligned}
$$

Sending $n$ to infinity and using (i), we find that

$$
\lim \sup |h(n+\zeta)-h(n)| \leq 8 C \delta(\eta)
$$

uniformly for $|\zeta| \leq C$. Letting $\eta$ tend to zero, and recalling that $\delta(0)=0$, we arrive at ( 2.14 ). In what follows we shall need only the weaker result

$$
\begin{equation*}
\lim _{x=\infty}\left(\frac{h(x)}{x}\right)=0 \tag{2.16}
\end{equation*}
$$

which follows in an obvious way from (2.14).
We next show that $h(z) / z$ is bounded in every sector

$$
|\arg z| \leq \alpha^{\prime}<\alpha,|z| \geq R_{0} .
$$

This will be established if we prove that $h(z) / z$ is bounded uniformly in the circles $C_{\xi}:|z-\xi| \leq \xi \sin \alpha^{\prime}$ ( $\xi$ large enough ). Now, as before, for $\xi$ positive and large enough, and for $z$ such that $|z| \leq \xi$ sin $\alpha$, we have

$$
\mathbb{R}\{h(\xi+z)\} \leq(4 \delta(\alpha) \sin \alpha) \xi
$$

Applying (2.13), for $|z| \leq \xi \sin \alpha^{\prime}$ we find

$$
|h(\xi+z)-h(\xi)| \leq \frac{8 \delta(\alpha) \sin \alpha^{\prime} \sin \alpha}{\sin \alpha-\sin \alpha^{\prime}} \xi+\frac{2 \sin \alpha^{\prime}}{\sin \alpha-\sin \alpha^{\prime}}|R\{h(\xi)\}|
$$

from which we get that

$$
\begin{equation*}
|h(\xi+z)| \leq C_{1} \xi+C_{2}|h(\xi)|, \tag{2.17}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants depending only on $\alpha$ and $\alpha^{\prime}$. We have only to divide (2.17) by $\xi+z$ and use (2.16) in order to obtain the uniform boundedness of $h(\xi+z) /(\xi+z)$ for $|z| \leq \xi \sin \alpha^{\prime}(\xi \longrightarrow \infty)$, and therefore the boundedness of $h(z) / z$ in any interior sector. To complete the lemma we apply a well-known result of Phragmén and Lindelof by which the boundedness and (2.16) imply (2.12). We also note that by successive applications of the last lemma it follows that the result still holds if the angle containing the positive axis is not supposed to be symmetric.
3. The main theorem. We pass now to our main result:

Theorem 1. Let $f(z)$ be an analytic function in the whole plane cut along the line $1 \leq x<\infty$. Suppose that the coefficients of its Taylor expansion (1.1) are different from zero and satisfy (1.2). Let $f_{-1}(z)$ be the "inverse" series defined by (1.1'), and denote by $\rho_{-1}(\theta)$ its star-function (Def. §2). Then there exist two numbers $\alpha, \beta$, with $0 \leq \alpha \leq \pi / 2$ and $0 \leq \beta \leq \pi / 2$, such that for any $0<\theta<2 \pi$ we have

$$
\begin{equation*}
\rho_{-1}(\theta)=\min \left\{e^{(\tan \alpha) \theta}, e^{(\tan \beta)(2 \pi-\theta)}\right\}, \tag{3.1}
\end{equation*}
$$

and (trivially) $\rho_{-1}(0)=1$.
The theorem states, in other words, that the star of holomorphy of $f_{-1}(z)$ consists in general of the two logarithmic spirals:

$$
\rho_{-1}(\theta)=\exp \left[\left(\tan \alpha_{1}\right) \theta\right] \text { for } 0 \leq \theta \leq \psi \text {, }
$$

and

$$
\rho_{-1}(\theta)=\exp [(\tan \beta)(2 \pi-\theta)] \text { for } \psi \leq \theta \leq 2 \pi,
$$

where $\psi$ is given by

$$
\psi=\frac{2 \pi \tan \beta}{\tan \alpha+\tan \beta}
$$

(We shall treat $\theta=0$ separately in order to account for the case where either $\alpha$ or $\beta$ is equal to $\pi / 2$, in which case we agree that the product of a positive number and infinity is infinity.)

It is possible to distinguish the following cases which correspond to limiting values of $\alpha$ and $\beta$ : (i) $\alpha=0$ or $\beta=0$. In this case we have $\rho_{-1}(\theta) \equiv 1$, and the
unit circle is a cut for $f_{-1}(z)$; this is a particular case of Theorem $S$.
(ii) $0<\alpha<\pi / 2$ and $0<\beta<\pi / 2$. In this case the star of holomorphy of $f_{-1}(z)$ is the domain $D_{\alpha \beta}$ (introduced in Lemma 3), whose boundary consists of the two spirals (3.1'); this domain is also the region of existence of $f_{-1}(z)$.
(iii) $0<\alpha<\pi / 2$ while $\beta=\pi / 2$. In this case all the points of the spiral $\rho=\exp [(\tan \alpha) \theta](0 \leq \theta<2 \pi)$ are singularities. (However, this does not exclude the possibility of analytic continuation through the segment $1<x<$ $\exp \left[\left(\tan \alpha_{0}\right) 2 \pi\right]$. $)$
(iv) $\alpha=\pi / 2$ while $0<\beta<\pi / 2$. This case is similar to the preceding one; the only difference is that the roles of $\alpha$ and $\beta$ are interchanged.
(v) $\alpha=\beta=\pi / 2$. In this case $f_{-1}(z)$ has the properties of $f(z)$, and is analytic in the whole plane cut along $1 \leq x<\infty$.

Proof of Theorem 1. Since $f(z)$ satisfies the conditions of Theorem S, it follows that our results will go beyond those of Soula only when $z=1$ is the only singularity of $f_{-1}(z)$ on the unit circle, and when it is, furthermore, "without contact". We shall assume in what follows that this is indeed the case. Now, the proof of the theorem is somewhat long and will be divided into two parts.

Part I. Let us define $\alpha, \beta$, with $0<\alpha \leq \pi / 2$ and $0<\beta \leq \pi / 2$, by the relations

$$
\left\{\begin{array}{l}
\tan c_{i}=\limsup _{h \rightarrow+0} \frac{\log \rho_{-1}(h)}{h},  \tag{3.2}\\
\tan \beta=\limsup _{h \rightarrow+0} \frac{\log \rho_{-1}(-h)}{h}
\end{array}\right.
$$

We shall establish in this part of the proof that:
(a) The interval $0 \leq \theta \leq 2 \pi$ can be divided into two disjoint intervals $I_{1}$ and $I_{2}$, where $I_{1}$ is the interval $0 \leq \theta<\omega$ or $0 \leq \theta \leq \omega$, and $I_{2}$ is the interval $\omega \leq \theta \leq 2 \pi$ or $\omega<\theta \leq 2 \pi$ (one of the intervals can consist of a single point), such that $\rho_{-1}(\theta)$ is increasing in $I_{1}$ and decreasing in $I_{2}$, and such that furthermore, the equality $\rho_{-1}\left(\theta_{1}\right)=\rho_{-1}\left(\theta_{2}\right)$ for $\theta_{1}<\theta_{2}, \theta_{1}$ and $\theta_{2}$ both in to the same interval, can hold only if $\rho_{-1}(\theta) \equiv \infty$ for $\theta_{1} \leq \theta \leq \theta_{2}$.
(b) The following inequalities hold:

$$
\left\{\begin{array}{l}
\log \rho_{-1}(\theta) \geq(\tan \alpha) \theta \text { in } I_{1}  \tag{3.3}\\
\log \rho_{-1}(\theta) \geq(\tan \beta)(2 \pi-\theta) \text { in } I_{2}
\end{array}\right.
$$

Now, both (a) and (b) are consequences of the following inequality which we shall establish later:

$$
\begin{equation*}
\rho_{-1}(\theta) \geq \min \left\{\rho_{-1}\left(\theta_{1}\right) \rho_{-1}\left(\theta-\theta_{1}\right), \rho_{-1}\left(\theta_{2}\right) \rho_{-1}\left(\theta-\theta_{2}\right)\right\}, \tag{3.4}
\end{equation*}
$$

where $0<\theta_{1}<\theta<\theta_{2}<2 \pi$. Indeed, it is easily seen that (a) will be proved if we can show that the minimum of $\rho_{-1}(\theta)$ in an interval $0<\theta_{1} \leq \theta \leq \theta_{2}<2 \pi$ is attained only at one of the end-points. To establish this let us assume, by way of contradiction, that the minimum is attained at a certain inner point $\bar{\theta}$. Using now (3.4) for $\theta=\bar{\theta}$, and using the fact that both $\rho_{-1}\left(\bar{\theta}-\theta_{1}\right)$ and $\rho_{-1}\left(\theta_{2}-\right.$ $\bar{\theta}$ ) are greater than one, we get the absurdity

$$
\rho_{-1}(\bar{\theta})>\min \left\{\rho_{-1}\left(\theta_{1}\right), \rho_{-1}\left(\theta_{2}\right)\right\} \geq \min _{\theta_{1} \leq \theta \leq \theta_{2}} \rho_{-1}(\theta)=\rho_{-1}(\bar{\theta}) .
$$

This proves (a). We note also that from (a) follows that the points where $\rho_{-1}(\theta)=\infty$ constitute one interval.

Let us now establish (b). We shall limit ourselves to proving the first inequality; the second will follow in a similar fashion. It is clear from the above that it is enough to prove the first inequality (3.3) for $\theta$ which is interior to $I_{1}$ and such that $\rho_{-1}(x)$ is finite for $0 \leq x \leq \theta+\epsilon, \epsilon$ being a small positive number depending on $\theta$ (if no such $\theta$ exists, then $\rho_{-1}(\theta) \equiv \infty$ for $\theta \in I_{1}, \theta \neq 0$, and the inequality is satisfied with $\alpha=\pi / 2$ ). Let now $h>0$ be such that $\theta+$ $2 h \in I_{1}$, and let us apply (3.4) to $\theta_{1}(=) \theta, \theta(=) \theta+h$ and $\theta_{2}(=) \theta+2 h$. We get

$$
\rho_{-1}(\theta+h) \geq \min \left\{\rho_{-1}(\theta) \rho_{-1}(h), \rho_{-1}(\theta+2 h) \rho_{-1}(-h)\right\} .
$$

Since $\rho_{-1}(-h)>1$ and $\rho_{-1}(\theta+2 h) \geq \rho_{-1}(\theta+h)$, we obviously must have

$$
\rho_{-1}(\theta+h) \geq \rho_{-1}(\theta) \rho_{-1}(h) .
$$

Passing to logarithms, from the last inequality we get

$$
\begin{equation*}
\limsup _{h \rightarrow+0} \frac{\log \rho_{-1}(\theta+h)-\log \rho_{-1}(\theta)}{h} \geq \tan \alpha \tag{3.5}
\end{equation*}
$$

where $\alpha$ was defined by (3.2). But, since $\log \rho_{-1}(\theta)$ is an increasing function in $I_{1}$, its derivative exists almost everywhere in $I_{1}^{*}$, the largest sub-interval of $I_{1}$ where $\rho_{-1}(\theta)$ is finite. Making use of (3.5), we see that almost everywhere in $I_{1}^{*}$, we have

$$
\begin{equation*}
\left[\log \rho_{-1}(\theta)\right]^{\prime} \geq \tan \alpha \tag{3.6}
\end{equation*}
$$

We now employ a simple inequality applicable to any nondecreasing function $g(x)$ [5, pp. 361, 373]:

$$
g(b)-g(a) \geq \int_{a}^{b} g^{\prime}(x) d x
$$

where the integral is taken in the Lebesgue sense. When applying this to the function $\log \rho_{-1}(\theta)-(\tan \alpha) \theta$ in $\left[\theta_{1}, \theta_{2}\right]$, using (3.6), we conclude that $\log \rho_{-1}(\theta)-(\tan \alpha) \theta$ is nondecreasing in $I_{1}^{*}$, and a fortiori in the interval $I_{1}$. The desired first inequality (3.3) now follows if we note that $\log \rho_{-1}(\theta)-$ $(\tan \alpha) \theta$ vanishes for $\theta=0$.

We still have to establish (3.4). Let $\theta_{1}$ and $\theta_{2}$ satisfy $0<\theta_{1}<\theta_{2}<2 \pi$, and let $\epsilon$ be an arbitrary positive number. By Lemma 2 there exist two analytic functions $g_{1}(z)$ and $g_{2}(z)$, with star-functions $\rho_{1}^{g}(\theta)$ and $\rho_{2}^{g}(\theta)$, such that

$$
f_{-1}(z)=g_{1}(z)+g_{2}(z),
$$

and such that the corresponding star-functions satisfy the relations (2.3). Now the Hadamard multiplication of the two "inverse" functions $f(z)$ and $f_{-1}(z)$ is the "unit" function $l /(1-z)$, so that if we define

$$
\begin{equation*}
h_{1}(z)=\left[f(z), g_{1}(z)\right] \text { and } h_{2}(z)=\left[f(z), g_{2}(z)\right], \tag{3.7}
\end{equation*}
$$

we get

$$
\begin{aligned}
\frac{1}{1-z} & =\left[f(z), f_{-1}(z)\right]=\left[f(z), g_{1}(z)+g_{2}(z)\right] \\
& =\left[f(z), g_{1}(z)\right]+\left[f(z), g_{2}(z)\right]=h_{1}(z)+h_{2}(z) .
\end{aligned}
$$

Let us now denote by $\rho_{1}^{h}(\theta)$ and $\rho_{2}^{h}(\theta)$ the star-functions of $h_{1}(z)$ and $h_{2}(z)$. It follows again from (3.7) and Hadamard's multiplication theorem, since $f(z)$
is analytic in the whole plane cut along $1 \leq x<\infty$, that

$$
\begin{equation*}
\rho_{1}^{h}(\theta) \geq \rho_{1}^{g}(\theta) \text { and } \rho_{2}^{h}(\theta) \geq \rho_{2}^{g}(\theta) \tag{3.8}
\end{equation*}
$$

Using properties (2.3) of $f_{i}^{g}(\theta)$, we see that

$$
\left\{\begin{array}{l}
\rho_{1}^{h}(\theta) \equiv \infty \text { for } \theta_{2}<\theta<\theta_{1}+2 \pi,  \tag{3.9}\\
\rho_{2}^{h}(\theta) \equiv \infty \text { for } \theta_{1}<\theta<\theta_{2} .
\end{array}\right.
$$

(In other words, $h_{1}(z)$ and $h_{2}(z)$ are analytic in the angles $\theta_{2}<\arg z<\theta_{1}+$ $2 \pi$ and $\theta_{1}<\arg z<\theta_{2}$ respectively.) We also find that

$$
\begin{equation*}
\rho_{i}^{h}\left(\theta_{j}\right) \geq \rho_{-1}\left(\theta_{j}\right)-\epsilon \quad(i, j=1,2) . \tag{3.10}
\end{equation*}
$$

Moreover, since $h_{1}(z)$ and $h_{2}(z)$ add to $1 /(1-z)$, a function having its only singularity at $z=1$, we conclude that

$$
\begin{equation*}
\rho_{1}^{h}(\theta) \equiv \infty \text { for } \theta_{1}<\theta<\theta_{2} . \tag{3.11}
\end{equation*}
$$

Let us consider now the Hadamard multiplication of $f_{-1}(z)$ and $h_{1}(z)$. Clearly, we have
(3.12) $\left[f_{-1}(z), h_{1}(z)\right]=\left[f_{-1}(z),\left[f(z), g_{1}(z)\right]\right]$

$$
=\left[\left[f_{-1}(z), f(z)\right], g_{1}(z)\right]=\left[\frac{1}{1-z}, g_{1}(z)\right]=g_{1}(z) .
$$

Using once more Hadamard's theorem, taking into account (3.9)-(3.12) for $\rho_{1}^{h}(\theta)$, and also remembering that $\rho_{1}^{g}(\theta)=\rho_{-1}(\theta)$ for $\theta_{1}<\theta<\theta_{2}$, we obtain

$$
\begin{aligned}
\rho_{-1}(\theta)=\rho_{1}^{g}(\theta) & \geq \min \left\{\rho_{1}^{h}\left(\theta_{1}\right) \rho_{-1}\left(\theta-\theta_{1}\right), \rho_{1}^{h}\left(\theta_{2}\right) P_{-1}\left(\theta-\theta_{2}\right)\right\} \\
& \geq \min \left\{\left(\rho_{-1}\left(\theta_{1}\right)-\epsilon\right) \rho_{-1}\left(\theta-\theta_{1}\right),\left(\rho_{-1}\left(\theta_{2}\right)-\epsilon\right) \rho_{-1}\left(\theta-\theta_{2}\right)\right\} .
\end{aligned}
$$

We now have only to send $\epsilon$ in the last inequality to zero in order to arrive at the desired result (3.4).

Part II. It follows from Part I that if $\alpha$ and $\beta$ are defined by (3.2), then

$$
\begin{equation*}
\log \rho_{-1}(\theta) \geq \min \{(\tan \alpha) \theta,(\tan \beta)(2 \pi-\theta)\} \tag{3.13}
\end{equation*}
$$

Theorem 1 will, therefore, be established if we show that (3.13) is actually an equality. Now, we may assume that $\alpha$ and $\beta$ are not both equal to $\pi / 2$. For, if this were the case, then we would have $\rho_{-1}(\theta) \equiv \infty$ for $0<\theta<2 \pi$, and the theorem would be proved. In what follows we shall assume that the theorem is false and that (3.13) is a strict inequality for a certain $\theta=\theta_{0}$. This we shall show will lead to a contradiction. Now, from the lower semicontinuity of $\rho_{-1}(\theta)$ it follows that if we do not have everywhere equality in (3.13), then for infinitely many points we have a strict inequality. This allows us to assume that $\theta_{0}$ differs from $\psi$, where $\psi$ is defined by (3.1 $)$. There is also no loss of generality in assuming $0<\theta_{0}<\psi$, since otherwise we have only to replace $f(z)$ and $f_{-1}(z)$ by $\overline{f(\bar{z})}$ and $\overline{f_{-1}(\bar{z})}$, respectively. We first note that in the interval $[0, \psi)$

$$
(\tan \alpha) \theta<(\tan \beta)(2 \pi-\theta)
$$

and hence there exists $\delta>0$ small enough that

$$
\log \rho_{-1}\left(\theta_{0}\right) \geq(\tan \alpha) \theta_{0}+\delta
$$

We shall now define the domain $D=D\left(\alpha, \beta, \theta_{0}, \delta\right)$ as the set of points $z=r e^{i \theta}$ satisfying

$$
\left\{\begin{array}{l}
\log r<(\tan \alpha) \theta \text { for } 0 \leq \theta \leq \theta_{0},  \tag{3.14}\\
\log r<\min \{(\tan \alpha) \theta+\delta,(\tan \beta)(2 \pi-\theta)\} \text { for } \theta_{0}<\theta<2 \pi
\end{array}\right.
$$

Let us denote by $R(\theta)$ the star-function corresponding to the boundary of $D$. We claim that

$$
\begin{equation*}
R(\theta) \leq \rho_{-1}(\theta) . \tag{3.15}
\end{equation*}
$$

Indeed, this is obvious from the definition of $D$ and from (3.13) so long as $0 \leq \theta \leq \theta_{0}$. If $\theta_{0}<\theta<2 \pi$, then we have to distinguish between two cases:
(i) $\theta$ belongs to the interval $I_{1}$ introduced in Part I ; then both $\theta_{0}$ and $\theta\left(\theta_{0}<\right.$ $\theta$ ) belong to $I_{1}$, and since we have established before that $\log \rho_{-1}(\theta)-(\tan \alpha) \theta$ is an increasing function in $l_{1}$, we have

$$
\log \rho_{-1}(\theta)-(\tan \alpha) \theta \geq \log \rho_{-1}\left(\theta_{0}\right)-(\tan \alpha) \theta_{0} \geq \delta,
$$

$$
\log \rho_{-1}(\theta) \geq(\tan \alpha) \theta+\delta \geq \log R(\theta)
$$

(ii) $\theta \in I_{2}$. In this case we see from (3.14) and (3.3) that

$$
R(\theta) \leq \exp [(\tan \beta)(2 \pi-\theta)] \leq \rho_{-1}(\theta) .
$$

This establishes (3.15).
Let now $\beta^{\prime}, \theta^{\prime}, \delta^{\prime}$ be such that $0<\beta^{\prime}<\beta, \theta_{0}<\theta^{\prime}<\psi$ and $0<\delta^{\prime}<\delta$, where $\beta^{\prime}, \theta^{\prime}$, and $\delta^{\prime}$ are chosen so near to $\beta, \theta_{0}$, and zero, respectively, that

$$
\begin{equation*}
\left(\tan \beta^{\prime}\right)\left(2 \pi-\theta^{\prime}\right)>(\tan \alpha) \theta^{\prime}+\delta^{\prime} \tag{3.16}
\end{equation*}
$$

Let $\epsilon$ and $\epsilon_{1}$ be two small positive numbers, and let

$$
D^{*}=D^{*}\left(\alpha-\epsilon, \beta^{\prime}, \theta^{\prime}, \delta^{\prime}, \epsilon_{1}\right)
$$

be the domain defined by:
(3.17) $\left\{\begin{array}{l}\log r<[\tan (\alpha-\epsilon)] \theta \text { for } 0 \leq \theta \leq \theta^{\prime}, \\ \log r<\min \left\{[\tan (\alpha-\epsilon)] \theta+\delta^{\prime},\left(\tan \beta^{\prime}\right)(2 \pi-\theta)\right\} \text { for } \theta^{\prime} \leq \theta<2 \pi, \\ \log |z-1|>\epsilon_{1} .\end{array}\right.$

Because of (3.15) it is clear that $f_{-1}(z)$ is analytic in the closure of $D^{*}$. Let $C^{*}$ be the boundary of $I^{*}$, and set

$$
\begin{equation*}
G(u)=\frac{1}{2 \pi i} \int_{C^{*}} f_{-1}(z) e^{-(\log z) u} \frac{d z}{z}, \tag{3.18}
\end{equation*}
$$

where the determination of $\log z$ is chosen in the following manner: let $\Phi$ be the argument corresponding to the vertex $V$ of $C^{*}$ where the two spirals

$$
\log r=[\tan (\alpha-\epsilon)] \theta+\delta^{\prime} \text { and } \log r=(\tan \beta)(2 \pi-\theta)
$$

intersect, that is

$$
\begin{equation*}
\Phi=\frac{2 \pi \tan \beta^{\prime}-\delta^{\prime}}{\tan (\alpha-\epsilon)+\tan \beta^{\prime}} \tag{3.19}
\end{equation*}
$$

Then we choose $-(2 \pi-\Phi) \leq \arg z \leq \Phi$. It is readily seen that $G(u)$ is an entire
function of exponential type. Furthermore, for $\epsilon_{1}$ small enough, $G(u)$ is independent of $\epsilon_{1}$. That is, if we change only $\epsilon_{1}$ and leave the other parameters in the definition of $C^{*}$ fixed, then the value of the integral (3.18) will remain unchanged. This follows easily from Cauchy's theorem if we note that the curves so obtained all have the same vertex $V$. Finally, if $n$ is a nonnegative integer, then from (3.18) and (1.1') we obtain

$$
G(n)=\frac{1}{a_{n}}
$$

We shall now study the growth of $G(u)$ more closely. For this purpose let us put

$$
u=|u| e^{i \phi}
$$

and

$$
\begin{equation*}
\Lambda_{\phi}(z)=(\arg z) \sin \phi-(\log |z|) \cos \phi \tag{3.20}
\end{equation*}
$$

From (3.18) we get

$$
\begin{equation*}
\log |G(u)| \leq|u| \max _{z \in C^{*}} \Lambda_{\phi}(z)+K \tag{3.21}
\end{equation*}
$$

where $K$ is a constant.
Now, the curve $C^{*}$ is composed of five analytic arcs,

$$
C^{*}=\sum_{i=1}^{5} C_{i}
$$

on each of which we shall evaluate the maximum of $\Lambda_{\phi}(z)$.
(i) On $C_{1}$, the arc of circle

$$
|z-1|=\epsilon_{1}, \eta_{1} \leq \arg z \leq \eta_{2}
$$

since $\eta_{1}$ and $\eta_{2}$ tend to zero with $\epsilon_{1}$, we have

$$
\begin{align*}
\left|\Lambda_{\phi}(z)\right| & \leq|\arg z||\sin \phi|+|\log | z| ||\cos \phi|  \tag{3.22}\\
& \leq 2 \pi \max \left(\eta_{1}, \eta_{2}\right)+\log \left(1+\epsilon_{1}\right)=\eta_{3}
\end{align*}
$$

where $\eta_{3}$ tends to zero with $\epsilon_{1}$.
(ii) $\mathrm{On} C_{2}$, the spiral arc

$$
\log |z|=(\arg z) \tan (\alpha-\epsilon) \text { for } \eta_{2} \leq \arg z \leq \theta^{\prime},
$$

we have

$$
\begin{equation*}
\Lambda_{\phi}(z)=(\arg z) \sin \phi(1-\cot \phi \tan (\alpha-\epsilon)) \tag{3.23}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\max _{z \in C_{2}} \Lambda_{\phi}(z) \leq 0 \text { for }-\frac{\pi}{2} \leq \phi \leq 0 \tag{3.24}
\end{equation*}
$$

On the other hand, if $0<\phi^{*}<\pi / 2$ is defined by

$$
\begin{equation*}
\tan \phi^{*}=\tan (\alpha-\epsilon)+\frac{\delta^{\prime}}{\Phi}=\tan (\alpha-\epsilon)+\mu^{*} \tag{3.25}
\end{equation*}
$$

we get from (3.23) and (3.25), for $0 \leq \phi \leq \phi^{*}$,

$$
\begin{align*}
\max _{z \in C_{2}} \Lambda_{\phi}(z) & \leq \theta^{\prime} \sin \phi\left(1-\cot \phi^{*} \tan (\alpha-\epsilon)\right.  \tag{3.26}\\
& =\theta^{\prime} \sin \phi\left(1-\frac{\tan (\alpha-\epsilon)}{\tan (\alpha-\epsilon)+\mu^{*}}\right)=\Omega^{*} \sin \phi,
\end{align*}
$$

where we put

$$
\begin{equation*}
\Omega^{*}=\frac{\theta^{\prime} \mu^{*}}{\tan (\alpha-\epsilon)+\mu^{*}} . \tag{3.27}
\end{equation*}
$$

(iii) $O_{n} C_{3}$, the segment

$$
\exp \left[i \theta^{\prime} t\right], \text { where } \theta^{\prime} \tan (\alpha-\epsilon) \leq t \leq \theta^{\prime} \tan (\alpha-\epsilon)+\delta^{\prime}
$$

we obtain the same inequalities as in the preceding case.
(iv) $\mathrm{On}_{\mathrm{n}} C_{4}$, the spiral

$$
\log |z|=\delta^{\prime}+(\arg z) \tan (\alpha-\epsilon), \theta^{\prime} \leq \arg z \leq \Phi,
$$

we have

$$
\Lambda_{\phi}(z)=(\arg z) \sin \phi\left(1-\cot \phi\left[\tan (\alpha-\epsilon)+\frac{\delta^{\prime}}{\arg z}\right]\right)
$$

from which, using (3.25), we get

$$
\max _{z \in C_{4}} \Lambda_{\phi}(z) \leq 0 \text { for }-\frac{\pi}{2} \leq \phi \leq \phi^{*}
$$

(v) Finally, on $C_{5}$, the spiral

$$
\log |z|=-(\arg z) \tan \beta^{\prime},-(2 \pi-\Phi) \leq \arg z \leq-\eta_{1},
$$

we have

$$
\Lambda_{\phi}(z)=(\arg z) \sin \phi\left(1+\cot \phi \tan \beta^{\prime}\right)
$$

from which it follows that

$$
\begin{equation*}
\max _{z \in C_{5}} \Lambda_{\phi}(z) \leq 0 \text { for }-\beta^{\prime} \leq \phi \leq \pi / 2 \tag{3.29}
\end{equation*}
$$

By combining the inequalities (3.22)-(3.29), we conclude that

$$
\left\{\begin{array}{l}
\max _{z \in C^{*}} \Lambda_{\phi}(z) \leq \max \left(\eta_{3}, \Omega^{*} \sin \phi\right) \text { for } 0 \leq \phi \leq \phi^{*}  \tag{3.30}\\
\max _{z \in C^{*}} \Lambda_{\phi}(z) \leq \eta_{3} \text { for }-\beta^{\prime} \leq \phi \leq 0
\end{array}\right.
$$

But $\eta_{3}$ tends to zero with $\epsilon_{1}$, while $\Omega^{*}$ and $G(z)$ are independent of $\epsilon_{1}$. This, with (3.30) and (3.21), implies that the type-function (2.6) of $G(u)$ satisfies

$$
\left\{\begin{array}{l}
\tau_{G}(\phi) \leq \Omega^{*} \sin \phi \text { for } 0 \leq \phi \leq \phi^{*}  \tag{3.31}\\
\tau_{G}(\phi) \leq 0 \text { for }-\beta^{\prime} \leq \phi \leq 0
\end{array}\right.
$$

Now, let $\gamma$ be a number such that $\max \left\{\alpha-\epsilon, \beta^{\prime}\right\}<\gamma<\pi / 2$. Since $f(z)$ is analytic in the whole plane cut along the half-line $1 \leq x<\infty$, there exists by Lemma 3 an analytic function $F(u)$ of exponential type in the angle $|\arg u| \leq$ $\gamma$, such that

$$
\begin{equation*}
F(n)=a_{n} \quad(n=0,1, \cdots), \tag{3.32}
\end{equation*}
$$

and

$$
\tau_{F}(\phi) \leq 0 \quad \text { for }|\phi| \leq \gamma
$$

Let us put

$$
\begin{equation*}
H(u)=F(u) G(u)-1 . \tag{3.34}
\end{equation*}
$$

Then $H(u)$ is analytic and of exponential type in the angle $-\beta^{\prime} \leq \arg u \leq \phi^{*}$. Furthermore, because of (3.31)-(3.34), the following relations hold:

$$
\begin{equation*}
H(n)=0 \tag{i}
\end{equation*}
$$

$$
(n=0,1, \ldots)
$$

$$
\begin{equation*}
\tau_{H}(\phi) \leq \Omega^{*} \sin \phi \text { for } 0 \leq \phi \leq \phi^{*}, \tag{ii}
\end{equation*}
$$

and

$$
\tau_{H}(\phi) \leq 0 \text { for }-\beta^{\prime} \leq \phi \leq 0 .
$$

Thus $H(u)$ satisfies the conditions of Lemma 4 with $\Omega_{1}=\Omega^{*}, \Omega_{2}=0, \alpha=\phi^{*}$ and $\beta=\beta^{\prime}$. Applying this lemma, we conclude that $H(u)$ tends uniformly to zero in any angle interior to the angle $A_{\alpha^{*} \beta^{*}}:-\beta^{*}<\arg u<\alpha^{*}$, where $\alpha^{*}$ and $\beta^{*}\left(0<\alpha^{*}<\pi / 2,0<\beta^{*}<\pi / 2\right)$ are defined by

$$
\left\{\begin{array}{l}
\tan \alpha^{*}=\frac{2 \pi-\Omega^{*}}{\Omega^{*} \cot \beta^{\prime}+2 \pi \cot \phi^{*}}, \\
\tan \beta^{*}=\frac{2 \pi-\Omega^{*}}{\left(2 \pi-\Omega^{*}\right) \cot \beta^{\prime}}=\tan \beta^{\prime}
\end{array}\right.
$$

From the last property, and from (3.34), it follows in particular that $F(u)$ can
 $\bar{\beta}$ satisfy $0<\bar{\alpha}<a^{*}$ and $\theta<\bar{\beta}<\beta^{*}$, and let $R_{0}$ be large enough so that $F(u) \neq 0$ in the sector

$$
\Sigma_{\bar{a}, \bar{\beta}, R_{0}}:-\bar{\beta} \leq \arg u \leq \bar{\alpha},|u| \geq R_{0} .
$$

In this sector any determination of $\log F(u)$ is analytic and satisfies, because of (3.32), (3.33), and (1.2), the conditions of Lemma 5. Hence

$$
\begin{equation*}
\lim \frac{\log |F(u)|}{|u|}=0 \tag{3.36}
\end{equation*}
$$

uniformly in any sector interior to $\Sigma \bar{\alpha}, \bar{\beta}, R_{0}$. Let us put $F_{-1}(u)=1 / F(u)$. Then $F_{-1}(u)$ is analytic in $\Sigma \bar{\alpha}, \bar{\beta}, R_{0}$ and satisfies

$$
\begin{align*}
& F_{-1}(n)=\frac{1}{a_{n}} \text { for } n>R_{0}  \tag{i}\\
& \lim _{|u| \rightarrow \infty} \frac{\log \left|F_{-1}(u)\right|}{|u|}=0,
\end{align*}
$$

uniformly in any sector interior to $\Sigma \bar{a}, \bar{\beta}, R_{0}$. We can now apply Lemma $3^{\prime}$, and conclude that

$$
\sum_{n>R_{0}} F_{-1}(n) z^{n}=\sum_{n>R_{0}} \frac{z^{n}}{a_{n}}
$$

is analytic in the domain $D_{\alpha, \bar{\beta}}^{-}$bounded by the two spirals

$$
r=\exp [(\tan \bar{\alpha}) \theta] \text { for } 0 \leq \theta \leq \bar{\psi}
$$

and

$$
r=\exp [(\tan \beta)(2 \pi-\theta)] \text { for } \bar{\psi} \leq \theta \leq 2 \pi
$$

where $\bar{\psi}$ is the expression (3.1') with bars. Obviously the function $f_{-1}(z)$ will be analytic in the same region. Moreover, since $\bar{\alpha}$ and $\bar{\beta}$ can be chosen as near as we please to $\alpha^{*}$ and $\beta^{*}$, respectively, it follows that $f_{-1}(z)$ is analytic in $D_{\alpha^{*}, \beta^{*}}$. This gives us, in particular, the inequality

$$
\log \rho_{-1}(\theta) \geq\left(\tan \alpha^{*}\right) \theta \text { for } 0 \leq \theta \leq \psi^{*},
$$

where $\psi^{*}$ is the expression (3.1') with asterisks. The last inequality and (3.2) lead to the inequality

$$
\begin{equation*}
\tan \alpha \geq \tan \alpha^{*} \tag{3.37}
\end{equation*}
$$

Now, from (3.27), (3.35), and (3.25) we find that
(3.38)

$$
\begin{aligned}
\tan \alpha^{*} & =\frac{2 \pi-\Omega^{*}}{\Omega^{*} \cot \beta^{\prime}+2 \pi \cot \phi^{*}} \\
& =\frac{2 \pi-\frac{\theta^{\prime} \mu^{*}}{\tan (\alpha-\epsilon)+\mu^{*}}}{\frac{\theta^{\prime} \mu^{*}}{\tan (\alpha-\epsilon)+\mu^{*}} \cot \beta^{\prime}+\frac{2 \pi}{\tan (\alpha-\epsilon)+\mu^{*}}} \\
& =\frac{2 \pi \tan (\alpha-\epsilon)+\mu^{*}\left[2 \pi-\theta^{\prime}\right]}{2 \pi+\theta^{\prime} \mu^{*} \cot \beta^{\prime}} \\
& =\tan (\alpha-\epsilon)+\frac{\mu^{*}\left[2 \pi-\theta^{\prime}-\theta^{\prime} \tan (\alpha-\epsilon) \cot \beta^{\prime}\right]}{2 \pi+\theta^{\prime} \mu^{*} \cot \beta^{\prime}}
\end{aligned}
$$

Combining (3.37) with (3.38), and sending $\epsilon$ to zero, we get

$$
\begin{equation*}
\tan \alpha \geq \tan \alpha+\mu_{0} \frac{2 \pi-\theta^{\prime} \frac{\tan \alpha+\tan \beta^{\prime}}{\tan \beta^{\prime}}}{2 \pi+\theta^{\prime} \mu_{0} \cot \beta^{\prime}} \tag{3.39}
\end{equation*}
$$

where, by (3.25), we have $\mu_{0}=\delta^{\prime} / \Phi_{0}>0$, and where $\Phi_{0}$ is given by

$$
\Phi_{0}=\frac{2 \pi \tan \beta^{\prime}-\delta^{\prime}}{\tan \alpha+\tan \beta^{\prime}} .
$$

Since from (3.16) we also have

$$
\theta^{\prime}\left(\tan \alpha+\tan \beta^{\prime}\right)<2 \pi \tan \beta^{\prime},
$$

we find that the last term in (3.39) is positive. This, however, leads us to $\tan \alpha>\tan \alpha(0<\alpha<\pi / 2)$, an absurdity. Thus the assumption that (3.13) is not always an equality leads to a contradiction. This establishes the theorem.
4. Some further results. In Theorem 1 the existence only of the constants $\alpha$ and $\beta$ was proved. More careful analysis leads to the following more explicit result concerning the constants. Let $\gamma$ be a number such that $0<\gamma<\pi / 2$, and let $F_{\gamma}(u)$ be any interpolation function of $f(z)$ defined in the angle $|\arg u| \leq \gamma$. (Thus $F_{\gamma}(u)$ is of exponential type in the angle, verifying there (3.32) and (3.33)). Then we have:
(i) The unit circle is a cut for $f_{-1}(z)$ if, and only if, the positive axis is a direction of condensation of zeros for $F_{\gamma}(u)$. (That is, any angle $|\arg u| \leq \epsilon$ contains infinitely many zeros of $F_{\gamma}(u)$.)
(ii) If the positive axis is not a direction of condensation of zeros, then let the two numbers $\phi^{+}(\gamma)$ and $\phi^{-}(\gamma)$ be defined in the following way: $0<\phi^{+} \leq \gamma$ is such that $F_{\gamma}(u)$ has only a finite number of zeros in any angle $0 \leq \arg u \leq$ $\phi^{+}-\epsilon$, and infinitely many zeros in any angle $0 \leq \arg u \leq \phi^{+}+\epsilon$. (We put $\phi^{+}=\gamma$ if $F_{\gamma}(u)$ has a finite number of zeros in any angle $0 \leq \arg u \leq \gamma-\epsilon_{\text {. }}$ ) Similarly we define $\phi^{-}\left(0<\phi^{-} \leq \gamma\right)$ by the property that $F_{\gamma}(u)$ has a finite number of zeros in any angle $-\phi^{-}+\epsilon \leq \arg u \leq 0$ and infinitely many zeros in $-\phi^{-}-\epsilon \leq \arg u \leq 0$. Then, if $\phi^{+}<\gamma$, the constant $\alpha$ of Theorem 1 is the number $\phi^{+}$just defined. Similarly, if $\phi^{-}<\gamma$ we have $\beta=\phi^{-}$. Furthermore, if $\gamma_{n}$ is an increasing sequence such that $\gamma_{n} \rightarrow \pi / 2$, then we always have

$$
\alpha=\lim _{n=\infty} \phi^{+}\left(\gamma_{n}\right), \beta=\lim _{n=\infty} \phi^{-}\left(\gamma_{n}\right)
$$

We shall omit here the proof of this result.
In Theorem 1 it was assumed that $f(z)$ is analytic in the whole plane cut along the line $1 \leq x<\infty$. Suppose now that we know only that $f(z)$ has the point $z=1$ as its only singularity on the unit circle, and that it is, furthermore, semi-isolated. That is, there exists $\rho>1$ such that $f(z)$ is analytic in the region bounded by the circle $|z|=\rho$ and the segment $l \leq x \leq \rho$. It was shown by Pólya [4, p. 738] that in this case the singularities of $f(z)$ can be "separated" in the following way:

$$
f(z)=f^{*}(z)+f^{* *}(z)=\sum a_{n}^{*} a^{n}+\sum a_{n}^{* *} z^{n}
$$

where $f^{*}(z)$ is analytic in the whole plane cut along $1 \leq x<\infty$ while $f^{* *}(z)$ is analytic in the circle $|z|<\rho$. Obviously, we have $a_{n}=a_{n}^{*}+a_{n}^{* *}$ with

$$
\lim \sup \left|a_{n}^{* *}\right|^{1 / n}=\frac{1}{\rho}
$$

Now, if the sequence $\left\{a_{n}\right\}$ satisfies (1.2), it is easily seen that $\left\{a_{n}^{*}\right\}$ also satisfies (1.2). There is also no loss of generality in assuming $a_{n}^{*} \neq 0$. From

$$
\frac{1}{a_{n}}=\frac{1}{a_{n}^{*}+a_{n}^{* *}}=\frac{1}{a_{n}^{*}}-\frac{a_{n}^{* *}}{a_{n} a_{n}^{*}}
$$

it follows that

$$
\lim \sup \left|\frac{1}{a_{n}}-\frac{1}{a_{n}^{*}}\right|^{1 / n} \leq \rho^{-1} .
$$

Hence, if we put

$$
f_{-1}^{*}(z)=\sum \frac{1}{a_{n}^{*}} z^{n},
$$

we find that $f_{-1}(z)-f_{-1}^{*}(z)$ is analytic in $|z|<\rho$. Applying Theorem 1 to $f_{-1}^{*}(z)$, we arrive at the following conclusion:

Theorem 2. Let $f(z)$ be analytic in the domain bounded by the circle $|z|<\rho(\rho>1)$ and the segment $1 \leq x \leq \rho$. Let (1.1) be the Taylor expansion of $f(z)$ in $|z|<1$, where $a_{n} \neq 0$ and where (1.2) is satisfied. Let $f_{-1}(z)$ be the "inverse" function defined by (1.1"). Then either the unit circle is a cut for $f_{-1}(z)$, or there exist two constants $\alpha$ and $\beta(0<\alpha \leq \pi / 2$ and $0<\beta \leq$ $\pi / 2)$, such that $f_{-1}(z)$ can be continued analytically along any ray te ${ }^{i \theta}, 0 \leq t<$ $r(\theta)$, where

$$
r(\theta)=\min \left\{e^{(\tan \alpha) \theta}, e^{(\tan \beta)(2 \pi-\theta)}, \rho\right\} \text { for } 0<\theta<2 \pi
$$

and

$$
r(0)=1
$$

Furthermore, $r(\theta) e^{i \theta}$ is actually a singularity of $f_{-1}(z)$ if $r(\theta)<\rho$.
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